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#### Abstract

The main goal of this article is to establish several new $\mathbb{A}$-numerical radius equalities for $n \times n$ circulant, skew circulant, imaginary circulant, imaginary skew circulant, tridiagonal, and anti-tridiagonal operator matrices, where $\mathbb{A}$ is the $n \times n$ diagonal operator matrix whose diagonal entries are positive bounded operator $A$. Some special cases of our results lead to the results of earlier works in the literature, which shows that our results are more general. Further, some pinching type A-numerical radius inequalities for $n \times n$ block operator matrices are given. Some equality conditions are also given. We also provide a concluding section, which may lead to several new problems in this area.
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## 1 Introduction and preliminaries

The operator matrices such as circulant, reverse circulant, symmetric circulant, k-circulant, Toeplitz matrices etc. [13, 24] play a crucial role in pure as well as applied mathematical researches such as graph theory, image processing, block filtering design, signal processing, regular polygon solutions, encoding, control and system theory, network, etc. The norm estimation for the operator matrices [6,27] is extensively carried out in the past and it is widely used in operator theory, quantum information theory, mathematical physics, numerical analysis, etc. The norms of some

[^0]circulant type matrices were determined by various mathematicians. For instance, Li et al. [28], gave four kinds of norms for circulant and left circulant matrices involving special numbers. Bose et al. [12], discussed the convergence in probability and the convergence in distribution of the spectral norms of scaled Toeplitz, circulant, reverse (left) circulant, symmetric circulant, and k-circulant matrices. Works on norm equalities and inequalities of special kind of operator matrices can be found in the literature [2, 7, 25, 26]. Jiang and Xu [23] explored special cases for norm equalities and inequalities, such as usual operator norm and Schatten p-norms. Several norm equalities and inequalities for the circulant, skew circulant, and w-circulant operator matrices were studied [4, 23].

Let $\mathcal{H}$ be a complex Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and the corresponding norm $\|\cdot\|$. Let $\mathcal{B}(\mathcal{H})$ be the $C^{*}$-algebra of all bounded linear operators on $\mathcal{H}$. Let $\mathbb{H}=\bigoplus_{i=1}^{n} \mathcal{H}$ be the direct sum of $n$ copies of $\mathcal{H}$. If $T_{i j}, 1 \leq i, j \leq n$ are operators in $\mathcal{B}(\mathcal{H})$, then operator matrix $\mathbb{T}=\left[T_{i, j}\right]$ can be defined on $\mathbb{H}$ by

$$
\mathbb{W} x=\left[\begin{array}{c}
\sum_{j=1}^{n} T_{1 j} x_{j} \\
\vdots \\
\sum_{j=1}^{n} T_{n j} x_{j}
\end{array}\right]
$$

for every vector $x=\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \mathbb{H}$. If $S_{i} \in \mathcal{B}(\mathcal{H}), i=1, \ldots, n$, then their direct sum, $\bigoplus_{i=1}^{n} S_{i}$, (which is an $n \times n$ block diagonal operator matrix), is given by

$$
\bigoplus_{i=1}^{n} S_{i}=\left[\begin{array}{llll}
S_{1} & & & \\
& S_{2} & & \\
& & \ddots & \\
& & & S_{n}
\end{array}\right]
$$

If $T_{i} \in \mathcal{B}(\mathcal{H}), i=1, \ldots, n$, then the circulant operator matrix $\mathbb{T}_{\text {circ }}=\operatorname{circ}\left(T_{1}, \ldots, T_{n}\right)$ is the $n \times n$ matrix whose first row has entries $T_{1}, \ldots, T_{n}$ and the other rows are obtained by successive cyclic permutations of these entries, i.e., $\mathbb{T}_{\text {circ }}=\left[\begin{array}{ccccc}T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\ T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\ T_{n-1} & T_{n} & T_{1} & \ddots & T_{n-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ T_{2} & T_{3} & \cdots & T_{n} & T_{1}\end{array}\right] . \quad$ The $\quad$ skew $\quad$ circulant $\quad$ operator $\quad$ matrix $\mathbb{T}_{\text {scirc }}=\operatorname{scirc}\left(T_{1}, \ldots, T_{n}\right)$ is the $n \times n$ circulant matrix followed by a change in sign to $\mathbb{T}_{\text {scirc }}=\left[\begin{array}{ccccc}T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\ -T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\ -T_{n-1} & -T_{n} & T_{1} & \ddots & T_{n-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -T_{2} & -T_{3} & \cdots & -T_{n} & T_{1}\end{array}\right]$. It is well-known that every skew circulant operator matrix is unitarily equivalent to a circulant operator matrix. Details discussion on circulant, skew-circulant and their properties are given in [13].

If $T_{i} \in \mathcal{B}(\mathcal{H}), i=1, \ldots, n$, then the imaginary circulant operator matrix $\mathbb{T}_{\text {circ }_{i}}=\operatorname{circ}_{i}\left(T_{1}, \ldots, T_{n}\right)$ is the $n \times n$ matrix whose first row has entries $T_{1}, \ldots, T_{n}$ and the other rows are obtained by successive cyclic permutations of $i$-multiplies of these entries, i.e., $\mathbb{T}_{\text {circ }_{i}}=\left[\begin{array}{ccccc}T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\ i T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\ i T_{n-1} & i T_{n} & T_{1} & \ddots & T_{n-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ i T_{2} & i T_{3} & \cdots & i T_{n} & T_{1}\end{array}\right]$. Every imaginary circulant operator matrix is unitarily equivalent to a circulant operator matrix. The imaginary skew circulant operator matrix $\mathbb{T}_{\text {scirc }_{i}}=\operatorname{scirc}_{i}\left(T_{1}, \ldots, T_{n}\right)$ is the $n \times n$ imaginary circulant followed by a change in sign to all the elements below the main diagonal.
Thus, $\mathbb{T}_{\text {scirc }_{i}}=\left[\begin{array}{ccccc}T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\ -i T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\ -i T_{n-1} & -i T_{n} & T_{1} & \ddots & T_{n-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -i T_{2} & -i T_{3} & \cdots & -i T_{n} & T_{1}\end{array}\right]$.
Here $\bar{L}$ is the norm closure of the linear subspace $L$ in the norm topology of $\mathcal{H}$, $P_{M}$ is the orthogonal projection onto the closed linear subspace $M$ of $\mathcal{H}, I$ is identity operator and $O$ is the null operator on $\mathcal{H}$, respectively. For any $A \in \mathcal{B}(\mathcal{H})$, the range, null space and adjoint of $A$ are denoted by $\mathcal{R}(A), \mathcal{N}(A)$ and $A^{*}$, respectively. An operator $A \in \mathcal{B}(\mathcal{H})$ is called positive if $\langle A x, x\rangle \geq 0$ for all $x \in \mathcal{H}$, and is called strictly positive if $\langle A x, x\rangle>0$ for all non-zero $x \in \mathcal{H}$. We denote a positive (strictly positive) operator $A$ by $A \geq O(A>O)$. Throughout this paper, we assume that $A \in \mathcal{B}(\mathcal{H})$ is a positive operator, and $\mathbb{A} \in \mathcal{B}\left(\bigoplus_{i=1}^{n} \mathcal{H}\right)$ is an $n \times n$ diagonal operator matrix whose diagonal entries are positive operator $A$. Then, any such $A$ defines a positive semidefinite sesquilinear form:

$$
\langle\cdot, \cdot\rangle_{A}: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}, \quad\langle x, y\rangle_{A}=\langle A x, y\rangle, \quad x, y \in \mathcal{H} .
$$

Let $\|\cdot\|_{A}$ denote the seminorm on $\mathcal{H}$ induced by $\langle\cdot, \cdot\rangle_{A}$, i.e. $\|x\|_{A}=\sqrt{\langle x, x\rangle_{A}}$ for all $x \in \mathcal{H}$. Note that $\|x\|_{A}=0$ if and only if $x \in \mathcal{N}(A)$, and $\|x\|_{A}$ is a norm if and only if $A$ is one-to-one (or $A>O$ ). Also, $\left(\mathcal{H},\|\cdot\|_{A}\right)$ is complete if and only if $\mathcal{R}(A)$ is closed in $\mathcal{H}$.

The $A$-operator seminorm of $T \in \mathcal{B}(\mathcal{H})$, denoted by $\|T\|_{A}$, is defined as follows:

$$
\|T\|_{A}=\sup _{x \in \overline{\mathcal{R}(A)},} \frac{\|T x\|_{A}}{\|x\|_{A}}<\infty
$$

An equivalent definition of $\|T\|_{A}$, is given in [42]. The set of all bounded linear operators on $\mathcal{H}$ whose $A$-operator seminorm is finite is denoted by $\mathcal{B}^{A}(\mathcal{H})$. It is known that $\mathcal{B}^{A}(\mathcal{H})$ is not a subalgebra of $\mathcal{B}(\mathcal{H})$, and $\|T\|_{A}=0$ if and only if $T^{*} A T=O$. For $T \in \mathcal{B}^{A}(\mathcal{H})$, we have

$$
\|T\|_{A}=\sup \left\{\left|\langle T x, y\rangle_{A}\right|: x, y \in \overline{\mathcal{R}(A)},\|x\|_{A}=\|y\|_{A}=1\right\}
$$

The operator $T$ is called $A$-positive if $A T \geq O$. Note that if $T$ is $A$-positive, then

$$
\|T\|_{A}=\sup \left\{\langle T x, x\rangle_{A}: x \in \overline{\mathcal{R}(A)}, \quad\|x\|_{A}=1\right\}
$$

An operator $X \in \mathcal{B}(\mathcal{H})$ is called an A-adjoint operator of $T \in \mathcal{B}(\mathcal{H})$ if $\langle T x, y\rangle_{A}=\langle x, X y\rangle_{A}$ for every $x, y \in \mathcal{H}$, i.e., if $A X=T^{*} A$. By [14, 29], the existence of an $A$-adjoint operator is not guaranteed. An operator $T \in \mathcal{B}(\mathcal{H})$ can have none, one or many $A$-adjoints. An $A$-adjoint of an operator $T \in \mathcal{B}(\mathcal{H})$ exists if and only if $\mathcal{R}\left(T^{*} A\right) \subseteq \mathcal{R}(A) . \mathcal{B}_{A}(\mathcal{H})$ is the set of all operators which admit $A$-adjoints and $\mathcal{B}_{A}(\mathcal{H})$ is a subalgebra of $\mathcal{B}(\mathcal{H})$ which is neither closed nor dense in $\mathcal{B}(\mathcal{H})$. Moreover, the following inclusions $\mathcal{B}_{A}(\mathcal{H}) \subseteq \mathcal{B}^{A}(\mathcal{H}) \subseteq \mathcal{B}(\mathcal{H})$ hold with equality if $A$ is injective and has a closed range.

If $T \in \mathcal{B}_{A}(\mathcal{H})$, the reduced solution of the equation $A X=T^{*} A$ is a distinguished $A$-adjoint operator of $T$, which is denoted by $T^{\#_{A}}([1,31])$. Note that $T^{\#_{A}}=A^{\dagger} T^{*} A$, where $A^{\dagger}$ is the Moore-Penrose inverse [33] of $A$. Recall that $A^{\dagger}: \mathcal{R}(A) \bigoplus \mathcal{R}(A)^{\perp} \longrightarrow \mathcal{H}$ is the unique operator satisfying $A A^{\dagger} A=A, \quad A^{\dagger} A A^{\dagger}=A^{\dagger}, \quad A^{\dagger} A=P_{\mathcal{N}(A)^{\perp}}$, $A A^{\dagger}=\left.P_{\overline{\mathcal{R}(A)}}\right|_{\mathcal{R}(A)} \oplus \mathcal{R}(A)^{\perp}$. If $T \in \mathcal{B}_{A}(\mathcal{H})$, then $A T^{\#_{A}}=T^{*} A, \quad \mathcal{R}\left(T^{\left.\#_{A}\right)} \subseteq \overline{\mathcal{R}(A)}\right.$ and $\mathcal{N}\left(T^{\#_{A}}\right)=\mathcal{N}\left(T^{*} A\right)([14])$. An operator $T \in \mathcal{B}(\mathcal{H})$ is said to be $A$-selfadjoint if $A T$ is selfadjoint, i.e., if $A T=T^{*} A$. Observe that if $T$ is $A$-selfadjoint, then $T \in \mathcal{B}_{A}(\mathcal{H})$. In general $T \neq T^{\#_{A}}$. For $T \in \mathcal{B}_{A}(\mathcal{H}), T=T^{\#_{A}}$ if and only if $T$ is $A$-selfadjoint and $\mathcal{R}(T) \subseteq \overline{\mathcal{R}(A)}$. If $T \in \mathcal{B}_{A}(\mathcal{H})$, then $T^{\#_{A}} \in \mathcal{B}_{A}(\mathcal{H}),\left(T^{\#_{A}}\right)^{\#_{A}}=P_{\overline{\mathcal{R}(A)}} T P_{\overline{\mathcal{R}}(A)}$, and $\left(\left(T^{\#_{A}}\right)^{\#_{A}}\right)^{\#_{A}}=T^{\#_{A}}$. Also, $T^{\#_{A}} T$ and $T T^{\#_{A}}$ are $A$-positive operators, and

$$
\begin{equation*}
\left\|T^{\#_{A}} T\right\|_{A}=\left\|T T^{\#_{A}}\right\|_{A}=\|T\|_{A}^{2}=\left\|T^{\#_{A}}\right\|_{A}^{2} . \tag{1}
\end{equation*}
$$

An operator $U \in \mathcal{B}_{A}(\mathcal{H})$ is said to be A-unitary if $\|U x\|_{A}=\left\|U^{\#_{A}} x\right\|_{A}=\|x\|_{A}$ for all $x \in \mathcal{H}$. For $T, S \in \mathcal{B}_{A}(\mathcal{H})$, we have $(T S)^{\#_{A}}=S^{\#_{A}} T^{\#_{A}},(T+S)^{\#_{A}}=T^{\#_{A}}+S^{\#_{A}}$, $\|T S\|_{A} \leq\|T\|_{A}\|S\|_{A}$ and $\|T x\|_{A} \leq\|T\|_{A}\|x\|_{A}$ for all $x \in \mathcal{H}$. The real and imaginary parts of an operator $T \in \mathcal{B}_{A}(\mathcal{H})$ are $\operatorname{Re}_{A}(T)=\frac{T+T^{\#_{A}}}{2}$ and $\operatorname{Im}_{A}(T)=\frac{T-T^{\#_{A}}}{2 i}$.
$w(T)$ is the numerical radius of $T \in \mathcal{B}(\mathcal{H})$, which is defined as

$$
w(T)=\sup \{|\langle T x, x\rangle|: x \in \mathcal{H},\|x\|=1\} .
$$

It is well-known that $w(\cdot)$ defines a norm on $\mathcal{B}(\mathcal{H})$, and is equivalent to the usual operator norm $\|T\|=\sup \{\|T x\|: x \in \mathcal{H},\|x\|=1\}$. In fact, for every $T \in \mathcal{B}(\mathcal{H})$,

$$
\begin{equation*}
\frac{1}{2}\|T\| \leq w(T) \leq\|T\| . \tag{2}
\end{equation*}
$$

Extensive studies on different generalizations, refinements and applications of numerical radius inequalities have been conducted [3, 21, 22, 30, 38-40]. Saddi [36] introduced the $A$-numerical radius of $T$ for $T \in \mathcal{B}(\mathcal{H})$, which is denoted as $w_{A}(T)$, and is defined as follows:

$$
w_{A}(T)=\sup \left\{\left|\langle T x, x\rangle_{A}\right|: x \in \mathcal{H},\|x\|_{A}=1\right\} .
$$

It then follows that

$$
\begin{equation*}
w_{A}(T)=w_{A}\left(T^{\#_{A}}\right) \text { for any } T \in \mathcal{B}_{A}(\mathcal{H}) . \tag{3}
\end{equation*}
$$

If $T \in \mathcal{B}_{A}(\mathcal{H})$ and $U$ is $A$-unitary, then $w_{A}\left(U^{\#_{A}} T U\right)=w_{A}(T)$. Zamani [42] developed a new formula for computing the numerical radius of $T \in \mathcal{B}_{A}(\mathcal{H})$ :

$$
w_{A}(T)=\sup _{\theta \in \mathbb{R}}\left\|\frac{e^{i \theta} T+\left(e^{i \theta} T\right)^{\#_{A}}}{2}\right\|_{A} .
$$

The inequality (2) is also studied using $A$-numerical radius of $T$, and is given as

$$
\begin{equation*}
\frac{1}{2}\|T\|_{A} \leq w_{A}(T) \leq\|T\|_{A} \tag{4}
\end{equation*}
$$

Furthermore, if $T$ is $A$-selfadjoint, then $w_{A}(T)=\|T\|_{A}$. Moslehian et al. [32] pursued the study of $A$-numerical radius and established some $A$-numerical radius inequalities. Bhunia et al. [11] obtained several $\mathbb{A}$-numerical radius inequalities. Further generalizations and refinements of $A$-numerical radius inequalities are discussed in [ $8,9,15,34]$. Many studies on A-numerical radius inequalities are given in [15-20, 35, 37, 41].

In this aspect, the rest of the paper is organized as follows. Inspired by the work of Bani-Domi and Kittaneh [4], we establish certain A-numerical radius equalities for circulant, skew circulant, imaginary circulant, and imaginary skew circulant operator matrices in Sect. 2. Some special cases of our result have been given in this section. In Sect. 3, we apply these A-numerical radius equalities to obtain pinching type A-numerical radius inequalities for $n \times n$ block operator matrices. Some equality condition are also given. In Sect. 4, we extend some recent results of Bani-Domi et al. [5] to the semi-Hilbert space operators. In particular, we obtain certain $\mathbb{A}$-numerical radius equalities and pinching type inequalities for $n \times n$ tridiagonal and anti-tridiagonal operator matrices. Finally, we end up with a conclusion section, which may spark new problems for future research interest.

We need the following lemmas to prove our results. The first lemma is already proved by Bhunia et al. [11] for the case strictly positive operator $A$. Very recently the same result proved by Rout et al. [35] by dropping the assumption $A$ is strictly positive is stated next for our purpose. For usual numerical radius versions of Lemmas 1.1-1.3, one may consult [4, 21].

Lemma 1.1 [35, Lemma 2.4] Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$. Then
(iii)

$$
\begin{align*}
& w_{\mathrm{A}}\left(\left[\begin{array}{cc}
T_{1} & O \\
O & T_{2} \\
O & T_{1} \\
w_{\mathrm{A}} & =\max \left\{w_{A}\left(T_{1}\right), w_{A}\left(T_{2}\right)\right\} . \\
T_{2} & O
\end{array}\right]\right)=w_{\mathrm{A}}\left(\left[\begin{array}{cc}
O & T_{2} \\
T_{1} & O
\end{array}\right]\right) .  \tag{i}\\
& w_{\mathrm{A}} \\
& \left.\left.\begin{array}{cc}
O & T_{1} \\
e^{i \theta} T_{2} & O
\end{array}\right]\right)=w_{\mathrm{A}}\left(\left[\begin{array}{cc}
O & T_{1} \\
T_{2} & O
\end{array}\right]\right) \text { for any } \theta \in \mathbb{R} .
\end{align*}
$$

(iv) $\begin{aligned} w_{\mathrm{A}} \\ \\ w_{\text {A }}\end{aligned}\left(\begin{array}{ll}\left(\left[\begin{array}{ll}T_{1} & T_{2} \\ T_{2} & T_{1} \\ O & T_{1} \\ T_{1} & O\end{array}\right]\right) & =\max \left\{w_{A}\left(T_{1}+T_{2}\right), w_{A}\left(T_{1}-T_{2}\right)\right\} . \quad \text { In particular },\end{array}\right.$

Lemma 1.2 [35, Lemma 2.9] $\operatorname{Let} T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
w_{\text {A }}\left(\left[\begin{array}{cc}
T_{2} & -T_{1} \\
T_{1} & T_{2}
\end{array}\right]\right)=\max \left\{w_{A}\left(T_{1}+i T_{2}\right), w_{A}\left(T_{1}-i T_{2}\right)\right\} .
$$

The following lemma was proved by Rout et al. [35].
Lemma 1.3 [35, Lemma 2.2] $\operatorname{Let} T_{1}, T_{2}, T_{3}, T_{4} \in \mathcal{B}_{A}(\mathcal{H})$. Then
(i) $w_{\mathrm{A}}\left(\left[\begin{array}{cc}T_{1} & O \\ O & T_{4} \\ \hline O & T_{2} \\ T_{3} & O\end{array}\right]\right) \leq w_{\mathrm{A}}\left(\left[\begin{array}{cc}T_{1} & T_{2} \\ T_{3} & T_{4} \\ \text { (ii) } & w_{\mathrm{A}} \\ T_{1} & T_{2} \\ T_{3} & T_{4}\end{array}\right]\right)$.

Lemma 1.4[10, Lemma 3.1] Let $T_{i j} \in \mathcal{B}_{A}(\mathcal{H}), 1 \leq i, j \leq n$. Then

$$
\left[\begin{array}{cccc}
T_{11} & T_{12} & \cdots & T_{1 n} \\
T_{21} & T_{22} & \cdots & T_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
T_{n 1} & T_{n 2} & \cdots & T_{n n}
\end{array}\right]^{\#_{A}}=\left[\begin{array}{cccc}
T_{11}^{\#_{A}} & T_{21}^{\#_{A}} & \cdots & T_{n 1}^{\#_{A}} \\
T_{12}^{\#_{A}} & T_{22}^{\#_{A}} & \cdots & T_{n 2}^{\#_{A}} \\
\vdots & \vdots & \ddots & \vdots \\
T_{1 n}^{\#_{A}} & T_{2 n}^{\#_{A}} & \cdots & T_{n n}^{\#_{A}}
\end{array}\right] .
$$

Part (i) of Lemma 1.1 can be generalized as follows.
Lemma 1.5 [34, Theorem 3.5] Let $T_{i} \in \mathcal{B}_{A}(\mathcal{H}), 1 \leq i \leq n$. Then

$$
w_{\mathrm{A}}\left(\left[\begin{array}{ccc}
T_{1} & & \cdots \\
\hline O & T_{2} & \\
O \\
\vdots & & \ddots
\end{array}\right]\right)=\max \left\{w_{A}\left(T_{1}\right), \ldots, w_{A}\left(T_{n}\right)\right\} .
$$

## 2 A-numerical radius equalities for circulant and skew circulant operator matrices

The aim of this section is to discuss certain A-numerical radius equalities for circulant, skew circulant, imaginary circulant, and imaginary skew circulant operator matrices. The very first result is a formula for the $\mathbb{A}$-numerical radius of a circulant operator matrix.

Theorem 2.1 Let $T_{i} \in \mathcal{B}_{A}(\mathcal{H})$ for $1 \leq i \leq n$. Then

$$
w_{\text {A }}\left(\mathbb{T}_{\text {circ }}\right)=\max \left\{w_{A}\left(\sum_{i=1}^{n} \omega^{k(1-i)} T_{i}\right): k=0,1, \ldots, n-1\right\},
$$

where $\omega=e^{\frac{2 \pi i}{n}}$.
Proof Let $\mathbb{T}_{\text {circ }}=\left[\begin{array}{ccccc}T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\ T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\ T_{n-1} & T_{n} & T_{1} & \ddots & T_{n-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ T_{2} & T_{3} & \cdots & T_{n} & T_{1}\end{array}\right]$, let $1, \omega, \omega^{2}, \ldots, \omega^{n-1}$ be $n$ roots of unity
with $\omega=e^{\frac{2 \pi i}{n}}$ and $\mathbb{U}=\frac{1}{\sqrt{n}}\left[\begin{array}{ccccc}I & I & I & \cdots & I \\ I & \omega I & \omega^{2} I & \cdots & \omega^{n-1} I \\ I & \omega^{2} I & \omega^{4} I & \cdots & \omega^{n-2} I \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ I & \omega^{n-1} I & \omega^{n-2} I & \cdots & \omega I\end{array}\right]$.
It can be observed that $\bar{\omega}=\omega^{n-1}, \bar{\omega}^{2}=\omega^{n-2}, \cdots, \bar{\omega}^{k}=\omega^{n-k}, k=0,1, \ldots, n-1$,
so

$$
\mathbb{U}^{{ }^{A} A}=\frac{1}{\sqrt{n}}\left[\begin{array}{ccccc}
P_{\overline{\mathcal{R}}(A)} & P_{\overline{\mathcal{R}(A)}} & P_{\overline{\mathcal{R}(A)}} & \cdots & P_{\overline{\mathcal{R}(A)}} \\
P_{\overline{\mathcal{R}}(A)} & \omega^{n-1} P_{\overline{\mathcal{R}}(A)} & \omega^{n-2} P_{\overline{\mathcal{R}}(A)} & \cdots & \omega P_{\overline{\mathcal{R}(A)}} \\
P_{\overline{\mathcal{R}(A)}} & \omega^{n-2} P_{\overline{\mathcal{R}(A)}} & \omega^{n-4} P_{\overline{\mathcal{R}(A)}} & \cdots & \omega^{2} P_{\overline{\mathcal{R}(A)}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
P_{\overline{\mathcal{R}(A)}} & \omega P_{\overline{\mathcal{R}(A)}} & \omega^{2} P_{\overline{\mathcal{R}(A)}} & \cdots & \omega^{n-1} P_{\overline{\mathcal{R}(A)}}
\end{array}\right]
$$

$U^{\mathbb{U}^{A}}=\left[\begin{array}{cccc}P_{\overline{\mathcal{R}}(A)} & O & \cdots & O \\ O & P_{\overline{\mathcal{R}(A)}} & \cdots & O \\ \vdots & \vdots & \ddots & \vdots \\ O & O & \cdots & P_{\overline{\mathcal{R}}(A)}\end{array}\right]=\mathbb{U}^{\#_{A}} \mathbb{U}$. We set the direct sum $\bigoplus_{i=1}^{n} P_{\overline{\mathcal{R}}(A)}$ for
$n \times n$ block diagonal operator matrix $\left[\begin{array}{cccc}P_{\overline{\mathcal{R}(A)}} & O & \cdots & O \\ O & P_{\overline{\mathcal{R}(A)}} & \cdots & O \\ \vdots & \vdots & \vdots & \vdots \\ O & O & \cdots & P_{\overline{\mathcal{R}}(A)}\end{array}\right]$. Now, for $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{\mathrm{T}} \in \bigoplus_{i=1}^{n} \mathcal{H}$, we have

$$
\begin{aligned}
\|\cup x\|_{\mathbb{A}}^{2}=\langle\mathbb{U} x, \cup x\rangle_{\mathbb{A}}=\left\langle\mathbb{U}^{\#_{\mathrm{A}}} \cup x, x\right\rangle_{\mathbb{A}} & =\left\langle\bigoplus_{i=1}^{n} P_{\overline{\mathcal{R}(A)}} x, x\right\rangle_{\mathbb{A}} \\
& =\left\langle\bigoplus_{i=1}^{n} A P_{\overline{\mathcal{R}(A)}} x, x\right\rangle \\
& =\left\langle\bigoplus_{i=1}^{n} A A^{\dagger} A x, x\right\rangle \\
& =\left\langle\bigoplus_{i=1}^{n} A x, x\right\rangle \\
& =\|x\|_{\mathbb{A}}^{2} .
\end{aligned}
$$

So, $\|\cup x\|_{\mathbb{A}}=\|x\|_{\mathbb{A}}$. Similarly, it can be proved that $\left\|\mathbb{U}^{\#_{A}} x\right\|_{\mathbb{A}}=\|x\|_{\mathbb{A}}$. Thus, $\mathbb{U}$ is an $\mathbb{A}-$ unitary operator. Now, using Lemma 1.4 we have,

$$
\begin{aligned}
\mathbb{U T}_{\text {circ }}^{\#_{\mathrm{A}}} \mathbb{U}^{\#_{\mathrm{A}}} & =\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} P_{\overline{\mathcal{R}(A)}} \omega^{k(i-1)} T_{i}^{\#_{A}} \\
& =\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(i-1)} T_{i}^{\#_{A}} \quad \text { as } \mathcal{R}\left(T_{i}^{\#_{A}}\right) \subseteq \overline{\mathcal{R}(A)} \\
& =\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \bar{\omega}^{k(i-1)} T_{i}\right)^{\#_{A}} \\
& =\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} T_{i}\right)^{\#_{\mathrm{A}}} .
\end{aligned}
$$

Using the fact that $w_{\mathrm{A}}(\mathbb{T})=w_{\mathrm{A}}\left(\mathbb{U} \mathbb{T} \mathbb{U}^{\#_{\mathrm{A}}}\right)$ for any $\mathbb{T} \in \mathcal{B}_{A}(\mathcal{H})$, we get

$$
\begin{aligned}
w_{\mathrm{A}}\left(\mathbb{T}_{\text {circ }}\right) & =w_{\mathrm{A}}\left(\mathbb{T}_{\text {circ }}^{\#_{\mathrm{A}}}\right)=w_{\mathrm{A}}\left(\mathbb{U} \mathbb{T}_{\text {circ }}^{\#_{\mathrm{A}}} \mathbb{U}^{\#_{\mathrm{A}}}\right)=w_{\mathrm{A}}\left(\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} T_{i}\right)^{\#_{\mathrm{A}}}\right) \\
& =w_{\mathrm{A}}\left(\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} T_{i}\right)\right) \\
& =\max \left\{w_{A}\left(\sum_{i=1}^{n} T_{i}\right), w_{A}\left(\sum_{i=1}^{n} \omega^{(1-i)} T_{i}\right), \ldots, w_{A}\left(\sum_{i=1}^{n} \omega^{(n-1)(1-i)} T_{i}\right)\right\} \\
& =\max \left\{w_{A}\left(\sum_{i=1}^{n} \omega^{k(1-i)} T_{i}\right): k=0,1, \ldots, n-1\right\},
\end{aligned}
$$

where the last equality follows from Lemma 1.5.
As a special case of Theorem 2.1, we have part (iv) of Lemma 1.1.
Our next result is an estimate for $\mathbb{A}$-numerical radius of skew circulant operator matrices.

Theorem 2.2 $\operatorname{Let~}_{i} \in \mathcal{B}_{A}(\mathcal{H})$ for $1 \leq i \leq n$. Then

$$
w_{\mathrm{A}}\left(\mathbb{T}_{\text {scirc }}\right)=\max \left\{w_{A}\left(\sum_{i=1}^{n}\left(\sigma \omega^{k}\right)^{1-i} T_{i}\right): k=0,1, \ldots, n-1\right\},
$$

where $\sigma=e^{\pi i / n}$ and $\omega=e^{2 \pi i / n}$.

Proof The $n$ roots $\begin{array}{cccc}\text { of } & \text { the } & \text { equation } z^{n}=-1 \text { are } \sigma, \sigma \omega, \sigma \omega^{2}, \ldots, \sigma \omega^{n-1} \text {. Let } \\ \mathbb{T}_{\text {scirc }}=\left[\begin{array}{ccccc}T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\ -T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\ -T_{n-1} & -T_{n} & T_{1} & \ddots & T_{n-2} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -T_{2} & -T_{3} & \cdots & -T_{n} & T_{1}\end{array}\right] \text { and } \\ \mathbb{U}=\frac{1}{\sqrt{n}}\left[\begin{array}{ccccc}I & \sigma I & \sigma^{2} I & \cdots & \sigma^{n-1} I \\ (\sigma \omega) I & (\sigma \omega)^{2} I & (\sigma \omega)^{3} I & \cdots & (\sigma \omega)^{n} I \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \left(\sigma \omega^{n-2}\right)^{n-2} I & \left(\sigma \omega^{n-2}\right)^{n-1} I & \left(\sigma \omega^{n-2}\right)^{n} I & \cdots & \left(\sigma \omega^{n-2}\right)^{2 n-1} I \\ \left(\sigma \omega^{n-1}\right)^{n-1} I & \left(\sigma \omega^{n-1}\right)^{n} I & \left(\sigma \omega^{n-1}\right)^{n+1} I & \cdots & \left(\sigma \omega^{n-1}\right)^{2 n-2} I\end{array}\right] .\end{array}$.
Using a similar argument as used in the Theorem 2.1, we can show that $\mathbb{U}$ is $\mathbb{A}$ -unitary.

Now, using Lemma 1.4, we have

$$
\mathbb{U}_{\text {scirc }}^{\#_{A}} \mathbb{U}^{\#_{A}}=\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n}\left(\sigma \omega^{k}\right)^{1-i} T_{i}\right)^{\#_{A}}
$$

Using the property $w_{A}(\mathbb{T})=w_{\mathrm{A}}\left(\mathbb{U} \mathbb{T} \mathbb{U}^{\#_{A}}\right)$ for any $\mathbb{T} \in \mathcal{B}_{A}(\mathcal{H})$, we get

$$
\begin{aligned}
w_{\mathrm{A}}\left(\mathbb{T}_{\text {scirc }}\right) & =w_{\mathrm{A}}\left(\mathbb{T}_{\text {scirc }}^{\#_{\mathrm{A}}}\right)=w_{\mathrm{A}}\left(\mathbb{U}_{\text {scirc }}^{\#_{\mathrm{A}}} \mathbb{U}^{\#_{\mathrm{A}}}\right)=w_{\mathrm{A}}\left(\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n}\left(\sigma \omega^{k}\right)^{1-i} T_{i}\right)^{\#_{\mathrm{A}}}\right) \\
& =w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n}\left(\sigma \omega^{k}\right)^{1-i} T_{i}\right) \\
& =\max \left\{w_{A}\left(\sum_{i=1}^{n}\left(\sigma \omega^{k}\right)^{1-i} T_{i}\right): k=0,1, \ldots, n-1\right\},
\end{aligned}
$$

where the last equality follows from Lemma 1.5.

As a special case of the above theorem we have the following corollary which is already proved in [35].

Corollary 2.3 Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
w_{\mathrm{A}}\left(\left[\begin{array}{cc}
T_{1} & T_{2} \\
-T_{2} & T_{1}
\end{array}\right]\right)=\max \left\{w_{A}\left(T_{1}+i T_{2}\right), w_{A}\left(T_{1}-i T_{2}\right)\right\} .
$$

Theorem 2.4 provides A-numerical radius equalities for imaginary circulant operator matrices.

Theorem 2.4 Let $T_{i} \in \mathcal{B}_{A}(\mathcal{H})$ for $1 \leq i \leq n$. Then

$$
w_{\text {A }}\left(\mathbb{T}_{\text {circ }_{i}}\right)=\max \left\{w_{A}\left(\sum_{i=1}^{n}\left(\alpha \omega^{k}\right)^{i-1} T_{i}\right): k=0,1, \ldots, n-1\right\},
$$

where $\alpha=e^{\pi i / 2 n}$ and $\omega=e^{2 \pi i / n}$.
Proof The $n$ roots of the equation $z^{n}=i$ are $\alpha, \alpha \omega, \alpha \omega^{2}, \ldots, \alpha \omega^{n-1}$. Let

Using a similar argument as used in the Theorem 2.1 , we can show that $\mathbb{U}$ is $\mathbb{A}$ -unitary.

Now, using Lemma 1.4, we have

$$
\mathbb{U}^{\#_{\mathrm{A}}} \mathbb{C}_{\operatorname{circ}_{i}}^{\#_{\mathrm{A}}} \mathbb{U}=\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n}\left(\alpha \omega^{k}\right)^{i-1} T_{i}\right)^{\#_{\mathrm{A}}} .
$$

Using the property $w_{\mathrm{A}}(\mathbb{T})=w_{\mathrm{A}}\left(\mathbb{U}^{\#_{A}} \mathbb{T} \mathbb{U}\right)$ for any $\mathbb{T} \in \mathcal{B}_{A}(\mathcal{H})$, we get

$$
\begin{aligned}
w_{\mathrm{A}}\left(\mathbb{T}_{\mathrm{circ}_{i}}\right) & =w_{\mathrm{A}}\left(\mathbb{T}_{\text {circ }_{i}}^{\#_{\mathrm{A}}}\right)=w_{\mathrm{A}}\left(\mathbb{U}^{\#_{\mathrm{A}}} \mathbb{T}_{\operatorname{circ}_{i}}^{\#_{\mathrm{A}}} \mathbb{U}\right)=w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n}\left(\alpha \omega^{k}\right)^{i-1} T_{i}\right)^{\#_{\mathrm{A}}} \\
& =w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n}\left(\alpha \omega^{k}\right)^{i-1} T_{i}\right) \\
& =\max \left\{w_{A}\left(\sum_{i=1}^{n}\left(\alpha \omega^{k}\right)^{i-1} T_{i}\right): k=0,1, \ldots, n-1\right\},
\end{aligned}
$$

where the last equality follows from Lemma 1.5.

As a special case of the above theorem we have the following corollary.
Corollary 2.5 Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
w_{\text {A }}\left(\left[\begin{array}{cc}
T_{1} & T_{2} \\
i T_{2} & T_{1}
\end{array}\right]\right)=\max \left\{w_{A}\left(T_{1}+\frac{1+i}{\sqrt{2}} T_{2}\right), w_{A}\left(T_{1}-\frac{1+i}{\sqrt{2}} T_{2}\right)\right\} .
$$

In Theorem 2.6, we give an estimate for imaginary skew circulant operator matrices.

Theorem 2.6 Let $_{i} \in \mathcal{B}_{A}(\mathcal{H})$ for $1 \leq i \leq n$. Then

$$
w_{\text {A }}\left(\mathbb{T}_{\text {scirc }_{i}}\right)=\max \left\{w_{A}\left(\sum_{i=1}^{n}\left(\beta \omega^{k}\right)^{1-i} T_{i}\right): k=0,1, \ldots, n-1\right\},
$$

where $\beta=e^{\frac{-\pi i}{2 n}}$ and $\omega=e^{2 \pi i / n}$.
Proof The $n$ roots of the equation $z^{n}=-i$ are $\beta, \beta \omega, \beta \omega^{2}, \ldots, \beta \omega^{n-1}$.
Let

$$
\mathbb{T}_{\text {scirc }_{i}}=\left[\begin{array}{ccccc}
T_{1} & T_{2} & T_{3} & \cdots & T_{n} \\
-i T_{n} & T_{1} & T_{2} & \cdots & T_{n-1} \\
-i T_{n-1} & -i T_{n} & T_{1} & \ddots & T_{n-2} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-i T_{2} & -i T_{3} & \cdots & -i T_{n} & T_{1}
\end{array}\right]
$$

and

$$
\mathbb{U}=\frac{1}{\sqrt{n}}\left[\begin{array}{ccccc}
I & I & I & \cdots & I \\
\beta I & \beta \omega I & \beta \omega^{2} I & \cdots & \beta \omega^{n-1} I \\
\beta^{2} I & (\beta \omega)^{2} I & \left(\beta \omega^{2}\right)^{2} I & \cdots & \left(\beta \omega^{n-1}\right)^{2} I \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\beta^{n-1} I & (\beta \omega)^{n-1} I & \left(\beta \omega^{2}\right)^{n-1} I & \cdots & \left(\beta \omega^{n-1}\right)^{n-1} I
\end{array}\right] .
$$

The rest of the proof follows using a similar method as used in Theorem 2.4.

As a special case of the above theorem, we have the following corollary.
Corollary 2.7 Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
w_{\text {A }}\left(\left[\begin{array}{cc}
T_{1} & T_{2} \\
-i T_{2} & T_{1}
\end{array}\right]\right)=\max \left\{w_{A}\left(T_{1}+\frac{1-i}{\sqrt{2}} T_{2}\right), w_{A}\left(T_{1}-\frac{1-i}{\sqrt{2}} T_{2}\right)\right\} .
$$

## 3 Pinching type A-numerical radius inequalities for operator matrices

The pinching type inequalities are among the most inequalities of operator matrices. Very recently, Rout et al. [35] established some pinching type A-numerical radius inequalities (see Lemma 1.3). For usual pinching type numerical radius inequalities, one may consult [21]. Our goal of this section is to establish certain pinching type $\mathbb{A}$ -numerical radius inequalities for $n \times n$ block operator matrices.

Theorem 3.1 Let $\mathbb{T}=\left[T_{i k}\right]$ be an operator matrix where $T_{i k} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
\frac{1}{n} w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(i-1)} S_{i}\right) \leq w_{\mathrm{A}}(\mathbb{T}),
$$

where

$$
\begin{aligned}
S_{i} & =\sum_{j=1}^{n} T_{j j+i-1}^{\#_{A}}, \text { with } T_{n+i}=T_{i}(\text { we could say that the subscripts are modulo } n) \\
i & =1,2, \ldots, n \text { and } \omega=e^{2 \pi i / n}
\end{aligned}
$$

Proof Let $\mathbb{M}_{k+1, k+n+1}=\left[m_{r s}\right]$ be the $n \times n$ operator matrix with

$$
m_{r s}=\left\{\begin{array}{l}
I ; \text { for } r+s=k+1 \text { or } r+s=k+n+1,  \tag{5}\\
O ; \text { otherwise } .
\end{array}\right.
$$

Then we need to prove that $\mathbb{M}_{k+1, k+n+1}$ is an $\mathbb{A}$-unitary operator for all $k=1,2, \ldots, n$, i.e.,

$$
\begin{gathered}
\mathbb{M}_{2, n+2}=\left[\begin{array}{cccccc}
I & O & O & \cdots & O & O \\
O & O & O & \cdots & O & I \\
O & O & O & \cdots & I & O \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
O & O & I & \cdots & O & O \\
O & I & O & \cdots & O & O
\end{array}\right], \\
\mathbb{M}_{2, n+2}^{\#_{A}}=\left[\begin{array}{cccccc}
P_{\overline{\mathcal{R}}(A)} & O & O & \cdots & O & O \\
0 & O & O & \cdots & O & P_{\overline{\mathcal{R}(A)}} \\
O & O & O & P_{\overline{\mathcal{R}(A)}} & 0 \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
O & O & P_{\overline{\mathcal{R}(A)}} & \cdots & O & O \\
O & P_{\overline{\mathcal{R}(A)}} & O & O & O
\end{array}\right] \text { as } \overline{\mathcal{N}(A)^{\perp}=\overline{\mathcal{R}\left(A^{*}\right)}} \text { and } \mathcal{R}\left(A^{*}\right)=\mathcal{R}(A) . \\
\text { Now, } \mathbb{M}_{2, n+2} \mathbb{M}_{2, n+2}^{\#_{A}}=\left[\begin{array}{cccc}
P_{\overline{\mathcal{R}(A)}} & O & \cdots & O \\
O & P_{\overline{\mathcal{R}(A)}} & \cdots & O \\
\vdots & \vdots & \vdots & \vdots \\
O & O & \cdots & P_{\overline{\mathcal{R}}(A)}
\end{array}\right]=\mathbb{M}_{2, n+2}^{\#_{A}} \mathbb{M}_{2, n+2} .
\end{gathered}
$$

For $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{\mathrm{T}} \in \bigoplus_{i=1}^{n} \mathcal{H}$, we have

$$
\begin{aligned}
\left\|\mathbb{M}_{2, n+2} x\right\|_{\mathbb{A}}^{2}=\left\langle\mathbb{M}_{2, n+2} x, \mathbb{M}_{2, n+2} x\right\rangle_{\mathbb{A}} & =\left\langle\mathbb{M}_{2, n+2}^{\#_{\mathbb{A}}} \mathbb{M}_{2, n+2} x, x\right\rangle_{\mathbb{A}} \\
& =\left\langle\bigoplus_{i=1}^{n} P_{\overline{\mathcal{R}(A)}} x, x\right\rangle_{\mathbb{A}} \\
& =\left\langle\bigoplus_{i=1}^{n} A P_{\overline{\mathcal{R}(A)}} x, x\right\rangle \\
& =\left\langle\bigoplus_{i=1}^{n} A A^{\dagger} A x, x\right\rangle \\
& =\left\langle\bigoplus_{i=1}^{n} A x, x\right\rangle \\
& =\|x\|_{\mathbb{A}}^{2} .
\end{aligned}
$$

So, $\left\|\mathbb{M}_{2, n+2} x\right\|_{\mathbb{A}}=\|x\|_{\mathbb{A}}$. Similarly, it can be proved that $\left\|\mathbb{M}_{2, n+2}^{\#_{A}} x\right\|_{\mathbb{A}}=\|x\|_{\mathbb{A}}$. Thus, $\mathbb{M}_{2, n+2}$ is an $\mathbb{A}$-unitary operator. Similarly, it can be shown that other operator matrices $\mathbb{M}_{k+1, k+n+1}$ are $\mathbb{A}$-unitary operators for all $k=1,2, \ldots, n$.

Thus, using Lemma 1.4, we get $\mathbb{M}_{2, n+2} \mathbb{T}^{\#_{A}} \mathbb{M}_{2, n+2}^{\#_{A}}=\left[\begin{array}{cccc}T_{11}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & T_{n 1}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & \cdots & T_{21}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} \\ T_{1 n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & T_{n n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & \cdots & T_{2 n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} \\ \vdots & \vdots & \ddots & \vdots \\ T_{12}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & T_{n 2}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & \cdots & T_{22}^{\#_{A}} P_{\overline{\mathcal{R}}(A)}\end{array}\right]$.

Similarly,

$$
\mathbb{M}_{3, n+3}=\left[\begin{array}{ccccc}
O & I & O & \cdots & O \\
I & O & O & \cdots & O \\
O & O & O & \cdots & I \\
\vdots & \vdots & \vdots & . & \vdots \\
O & O & I & \cdots & O
\end{array}\right]
$$

$$
\begin{aligned}
& \mathbb{M}_{3, n+3}^{\#_{\mathrm{A}}}=\left[\begin{array}{ccccc}
O & P_{\overline{\mathcal{R}(A)}} & O & \cdots & O \\
P_{\overline{\mathcal{R}(A)}} & O & O & \cdots & O \\
O & O & O & \cdots & P_{\overline{\mathcal{R}(A)}} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
O & O & P_{\overline{\mathcal{R}(A)}} & \cdots & O
\end{array}\right], \\
& \text { and } \mathbb{M}_{3, n+3} \mathbb{T}^{\#_{A}} \mathbb{M}_{3, n+3}^{\#_{A}}=\left[\begin{array}{cccc}
T_{22}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & T_{12}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & \cdots & T_{32}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} \\
T_{21}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & T_{11}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & \cdots & T_{31}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} \\
T_{2 n}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & T_{1 n}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & \cdots & T_{3 n}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} \\
\vdots & \vdots & \ddots & \vdots \\
T_{23}^{\#_{A}} \bar{P}_{\overline{\mathcal{R}}(A)} & T_{13}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & \cdots & T_{33}^{\#_{A}} P_{\overline{\mathcal{R}}(A)}
\end{array}\right] . \text { Proceeding in this }
\end{aligned}
$$

way, we have

$$
\begin{aligned}
& \mathbb{M}_{n, 2 n}=\left[\begin{array}{cccccc}
O & O & \cdots & O & I & O \\
O & O & \cdots & I & O & O \\
\vdots & . & \vdots & \vdots & \vdots & \vdots \\
I & O & \cdots & O & O & O \\
O & O & \cdots & O & O & I
\end{array}\right], \\
& \mathbb{M}_{n, 2 n}^{\#_{\mathrm{A}}}=\left[\begin{array}{cccccc}
O & O & \cdots & O & P_{\overline{\mathcal{R}(A)}} & O \\
O & O & \cdots & P_{\overline{\mathcal{R}(A)}} & O & O \\
\vdots & . & \vdots & \vdots & \vdots & \vdots \\
P_{\overline{\mathcal{R}}(A)} & O & \cdots & O & O & O \\
O & O & \cdots & O & O & P_{\overline{\mathcal{R}(A)}}
\end{array}\right], \\
& \mathbb{M}_{n, 2 n} \mathbb{T}^{\#_{A}} \mathbb{M}_{n, 2 n}^{\#_{A}}=\left[\begin{array}{ccccc}
T_{n-1 n-1}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & \cdots & T_{2 n-1}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & T_{1 n-1}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} & T_{n n-1}^{\#_{A}} P_{\overline{\mathcal{R}}(A)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
T_{n-11}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & \cdots & T_{21}^{\#_{A}} P_{\overline{\overline{\mathcal{R}}(A)}} & T_{11}^{\#_{A}} P_{\overline{\overline{\mathcal{R}}(A)}} & T_{n 1}^{\#_{A}} P_{\overline{\overline{\mathcal{R}}(A)}} \\
T_{n-1 n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & \cdots & T_{2 n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & T_{1 n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}} & T_{n n}^{\#_{A}} P_{\overline{\mathcal{R}(A)}}
\end{array}\right],
\end{aligned}
$$

$$
\begin{gathered}
\mathbb{M}_{n+1,2 n+1}=\left[\begin{array}{ccccc}
O & O & \cdots & O & I \\
O & O & \cdots & I & O \\
\vdots & \vdots & . & \vdots & \vdots \\
O & I & \cdots & O & O \\
I & O & \cdots & O & O
\end{array}\right], \\
\\
\\
\\
\\
O
\end{gathered}
$$

where

$$
\begin{aligned}
S_{i} & =\sum_{j=1}^{n} T_{i j+i-1}^{\#_{A}}, \text { with } T_{n+i}=T_{i}(\text { we could say that the subscripts are modulo } n) \\
i & =1,2, \ldots, n \text { and } \omega=e^{2 \pi i / n}
\end{aligned}
$$

Let $\mathbb{U}=\frac{1}{\sqrt{n}}\left[\begin{array}{cccccc}I & I & I & I & \cdots & I \\ I & \omega I & \omega^{2} I & \omega^{3} I & \cdots & \omega^{n-1} I \\ I & \omega^{2} I & \omega^{4} I & \omega^{6} I & \cdots & \omega^{n-2} I \\ \vdots & \vdots & \vdots & \vdots & \vdots & \\ I & \omega^{n-1} I & \omega^{n-2} I & \omega^{n-3} I & \cdots & \omega I\end{array}\right]$. Then, using the proof of Theorem 2.1, we get

$$
\begin{equation*}
\mathbb{U S}_{\mathrm{circ}}^{\#_{\mathrm{A}}} \mathbb{U}^{\#_{\mathrm{A}}}=\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} S_{i}\right)^{\#_{\mathrm{A}}} \tag{6}
\end{equation*}
$$

Using the property $w_{\mathrm{A}}\left(\mathbb{U} \mathbb{\mathbb { U }} \mathbb{U}^{\#_{A}}\right)=w_{\mathrm{A}}(\mathbb{T})$ and triangle inequality, we get

$$
\begin{aligned}
w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} S_{i}\right) & =w_{\mathrm{A}}\left(\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} S_{i}\right)^{\#_{\mathrm{A}}}\right) \\
& =w_{\mathrm{A}}\left(\mathbb{U}_{\left.\mathbb{S}_{\text {circ }}^{\#_{A_{A}}} \mathbb{U}^{\#_{\mathrm{A}}}\right)}\right. \\
& =w_{\mathrm{A}}\left(\mathbb{S}_{\text {circ }}^{\#_{\mathrm{A}}}\right) \\
& =w_{\mathrm{A}}\left(\mathbb{S}_{\text {circ }}\right) \\
& =w_{\mathrm{A}}\left(\sum_{k=1}^{n} \mathbb{M}_{k+1, k+n+1} \mathbb{T}^{\#_{\mathrm{A}}} \mathbb{M}_{k+1, k+n+1}^{\#_{\mathrm{A}}}\right) \\
& \leq n w_{\mathrm{A}}\left(\mathbb{T}^{\#_{\mathrm{A}}}\right) \\
& =n w_{\mathrm{A}}(\mathbb{T}) .
\end{aligned}
$$

Hence, $\frac{1}{n} w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{i=1}^{n} \omega^{k(1-i)} S_{i}\right) \leq w_{\mathrm{A}}(\mathbb{T})$.
Corollary 3.2 Let $\mathbb{T}=\left[T_{i k}\right]$ be an operator matrix where $T_{i k} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
\frac{1}{n} \max \left\{w_{A}\left(\sum_{i=1}^{n} \omega^{k(1-i)} S_{i}\right): k=0,1, \ldots, n-1\right\} \leq w_{\mathrm{A}}(\mathbb{T}) .
$$

As a special case of the above corollary, we have

$$
\frac{1}{2} \max \left\{w_{A}\left(T_{11}+T_{22}+T_{21}+T_{12}\right), w_{A}\left(T_{11}+T_{22}-T_{21}-T_{12}\right)\right\} \leq w_{\text {A }}\left(\left[\begin{array}{ll}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right]\right) .
$$

We remark here that the A-numerical radius inequality in Theorem 3.1 is sharp.
Remark 3.3 Let $T_{i} \in \mathcal{B}_{A}(\mathcal{H})$ for $1 \leq i \leq n$. If $\mathbb{T}$ is a circulant operator matrix, then the inequality in Theorem 3.1 becomes equality. So, the A-numerical radius inequality in Theorem 3.1 is sharp.

Remark 3.4 Based on Theorem 2.2, one can employ a similar argument as used in Theorem 3.1 to obtain a pinching type inequality analogous to that in Theorem 3.1.

Theorem 3.5 Let $\mathbb{T}=\left[T_{j k}\right]$ be an operator matrix where $T_{j k} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
\frac{1}{n} w_{\mathbb{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{j=1}^{n}\left(\alpha \omega^{k}\right)^{j-1} S_{j}\right) \leq w_{\mathbb{A}}(\mathbb{T}),
$$

where

$$
S_{j}=e^{\frac{-i \pi}{2}} \sum_{k=1}^{j-1} T_{k k+n-j+1}^{\#_{A}}+\sum_{k=j}^{n} T_{k k+n-j+1}^{\#_{A}}, \quad \text { with }
$$

$T_{n+j}=T_{j}($ we could say that the subscripts are modulo $n), j=1, \ldots, n$, $\alpha=e^{\pi i / 2 n}$ and $\omega=e^{2 \pi i / n}$.

Proof Let $\mathbb{M}_{k, n-k}=\left[m_{r s}\right]$ be the $n \times n$ operator matrix with

$$
m_{r s}=\left\{\begin{array}{l}
I ; s-r=k  \tag{7}\\
e^{\frac{i \pi}{2}} I ; r-s=n-k \\
O ; \text { otherwise }
\end{array}\right.
$$

It is not difficult to show that $\mathbb{M}_{k, n-k}$ is an $\mathbb{A}$-unitary operator for all $k=1,2, \ldots, n$. Now,

$$
\sum_{k=1}^{n} \mathbb{M}_{k, n-k} \mathbb{T}^{\#_{A}} \mathbb{M}_{k, n-k}^{\#_{A}}=\left[\begin{array}{ccccc}
S_{1} & S_{2} & \cdots & S_{n-1} & S_{n} \\
i S_{n} & S_{1} & \cdots & S_{n-2} & S_{n-1} \\
i S_{n-1} & i S_{n} & \ddots & S_{n-3} & S_{n-2} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
i S_{2} & i S_{3} & \cdots & i S_{n} & S_{1}
\end{array}\right]=\mathbb{S}_{\operatorname{circ}_{i}}\left(S_{1}, S_{2}, \ldots, S_{n}\right),
$$

where

$$
\begin{aligned}
S_{j} & =e^{\frac{-i \pi}{2}} \sum_{k=1}^{j-1} T_{k k+n-j+1}^{\#_{A}}+\sum_{k=j}^{n} T_{k k+n-j+1}^{\#_{A}}, \text { with } \\
T_{n+j} & =T_{j}(\text { we could say that the subscripts are modulo } n), j=1, \ldots, n
\end{aligned}
$$

Let

$$
\mathbb{U}=\frac{1}{\sqrt{n}}\left[\begin{array}{ccccc}
I & I & I & \cdots & I \\
\alpha I & \alpha \omega I & \alpha \omega^{2} I & \cdots & \alpha \omega^{n-1} I \\
\alpha^{2} I & (\alpha \omega)^{2} I & \left(\alpha \omega^{2}\right)^{2} I & \cdots & \left(\alpha \omega^{n-1}\right)^{2} I \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\alpha^{n-1} I & (\alpha \omega)^{n-1} I & \left(\alpha \omega^{2}\right)^{n-1} I & \cdots & \left(\alpha \omega^{n-1}\right)^{n-1} I
\end{array}\right] .
$$

Then, using the proof of Theorem 2.4, we get

$$
\begin{equation*}
\mathbb{U}^{\#_{\mathrm{A}}} \mathbb{S}_{\text {circ }_{i}}^{\#_{\mathrm{A}}} \mathbb{U}=\left(\bigoplus_{k=0}^{n-1} \sum_{j=1}^{n}\left(\alpha \omega^{k}\right)^{j-1} S_{j}\right)^{\#_{\mathrm{A}}} \tag{8}
\end{equation*}
$$

Using the property $w_{A}\left(\mathbb{U}^{\#_{A}} \mathbb{T} \mathbb{U}\right)=w_{A}(\mathbb{T})$ and triangle inequality, we get

$$
\begin{aligned}
w_{\mathrm{A}}\left(\left(\bigoplus_{k=0}^{n-1} \sum_{j=1}^{n}\left(\alpha \omega^{k}\right)^{j-1} S_{j}\right)^{\#_{\mathrm{A}}}\right) & =w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{j=1}^{n}\left(\alpha \omega^{k}\right)^{j-1} S_{j}\right) \\
& =w_{\mathrm{A}}\left(\mathbb{U}^{\#_{\mathrm{A}}} \mathbb{S}_{\text {circ }_{i}}^{\#_{\mathrm{A}}} \mathbb{U}\right) \\
& =w_{\mathrm{A}}\left(\mathbb{S}_{\text {circ }_{i}}^{\#_{\mathrm{A}}}\right) \\
& =w_{\mathrm{A}}\left(\mathbb{S}_{\text {circ }_{i}}\right) \\
& =w_{\mathrm{A}}\left(\sum_{k=1}^{n} \mathbb{M}_{k, n-k} \mathbb{T}^{\#_{\mathrm{A}}} \mathbb{M}_{k, n-k}^{\#_{\mathrm{A}}}\right) \\
& \leq n w_{\mathrm{A}}\left(\mathbb{T}^{\#_{\mathrm{A}}}\right) \\
& =n w_{\mathrm{A}}(\mathbb{T}) .
\end{aligned}
$$

Hence, $\frac{1}{n} w_{\mathrm{A}}\left(\bigoplus_{k=0}^{n-1} \sum_{j=1}^{n}\left(\alpha \omega^{k}\right)^{j-1} S_{j}\right) \leq w_{\mathrm{A}}(\mathbb{T})$.
Corollary 3.6 Let $\mathbb{T}=\left[T_{j k}\right]$ be an operator matrix where $T_{j k} \in \mathcal{B}_{A}(\mathcal{H})$. Then

$$
\frac{1}{n} \max \left\{w_{\text {A }}\left(\sum_{j=1}^{n}\left(\alpha \omega^{k}\right)^{j-1} S_{j}\right): k=0,1, \ldots, n-1\right\} \leq w_{\text {A }}(\mathbb{T}) .
$$

As a special case of the above corollary we have

$$
\frac{1}{2} \max \left\{w_{A}\left(T_{11}+T_{22}+e^{\frac{-i \pi}{4}}\left(T_{21}+i T_{12}\right)\right), w_{A}\left(T_{11}+T_{22}-e^{\frac{-i \pi}{4}}\left(T_{21}+i T_{12}\right)\right)\right\} \leq w_{A}\left(\left[\begin{array}{ll}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right]\right) .
$$

We remark here that the A-numerical radius inequality in the Theorem 3.5 is sharp.

Remark 3.7 Let $T_{i} \in \mathcal{B}_{A}(\mathcal{H})$ for $1 \leq i \leq n$. If $\mathbb{T}$ is an imaginary circulant operator matrix, then the inequality in Theorem 3.5 becomes equality. So, the A-numerical radius inequality in Theorem 3.5 is sharp.

Remark 3.8 Based on Theorem 2.6, one can employ a similar argument as used in Theorem 3.5 to obtain a pinching type inequality analogous to that in Theorem 3.5.

## 4 A-numerical radius equalities for $\boldsymbol{n} \times \boldsymbol{n}$ tridiagonal and anti-tridiagonal operator matrices

In this section, inspired by the work of Bani-Domi et al. [5], we extend some recent results of [5] to semi-Hilbert space. Using a similar analysis as used in the previous section, one can employ certain A-numerical radius equalities for $n \times n$ tridiagonal and anti-tridiagonal operator matrices. We present here the results without proofs.

Theorem 4.1 Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$ and $\mathbb{T}=\left[\begin{array}{ccccc}T_{1} & T_{2} & O & \cdots & 0 \\ T_{2} & T_{1} & T_{2} & \cdots & \vdots \\ O & T_{2} & T_{1} & \ddots & O \\ \vdots & \vdots & \ddots & \ddots & T_{2} \\ O & O & \cdots & T_{2} & T_{1}\end{array}\right]$ be an $n \times n$ tridiagonal operator matrix. Then

$$
w_{\mathbb{A}}(\mathbb{T})=\max \left\{w_{A}\left(T_{1}+\left(2 \cos \frac{k \pi}{n+1}\right) T_{2}\right): k=1, \ldots, n\right\} .
$$

Remark 4.2 By setting $\mathbb{A}=I$ in Theorem 4.1, we get a recent result proved by BaniDomi et al. [5].

Some special cases of Theorem 4.1 are described in the following table.

| Results on A-numerical radius | Results on usual numerical radius |
| :--- | :--- |
| Letting $n=2$ in Theorem 4.1, we have | $w\left(\left[\begin{array}{ll}T_{1} & T_{2} \\ T_{2} & T_{1}\end{array}\right]\right)=\max \left\{w\left(T_{1}+T_{2}\right), w\left(T_{1}-T_{2}\right)\right\}$, see |
| $w_{\mathrm{A}}\left(\left[\begin{array}{ll}T_{1} & T_{2} \\ T_{2} & T_{1}\end{array}\right]\right)=\max \left\{w_{A}\left(T_{1}+T_{2}\right), w_{A}\left(T_{1}-T_{2}\right)\right\}$ | $[21$, Lemma 2.1]. |

see [Lemma 1.1].
If $T_{1}=O$ in Theorem 4.1, we have

$$
w_{\mathrm{A}}(\mathbb{T})=2 \max \left\{\left|\cos \frac{k \pi}{n+1}\right| w_{A}\left(T_{2}\right): k=1, \ldots, n\right\} .
$$

In particular, $w_{A}\left(\left[\begin{array}{cc}O & T_{2} \\ T_{2} & O\end{array}\right]\right)=w_{A}\left(T_{2}\right)$, $[$ see
Lemma 1.1].

If $T_{2}=O$ in Theorem 4.1, we have
$w_{\mathrm{A}}(\mathbb{T})=w_{A}\left(T_{1}\right)$, see [Lemma 1.1].
If $T_{1}=T_{2}$ in Theorem 4.1, we have $w_{\mathbb{A}}(\mathbb{T})=\max \left\{\left|1+2 \cos \frac{k \pi}{n+1}\right| w_{A}\left(T_{1}\right): 1 \leq k \leq n\right\}$.

If $T_{2}=i T_{1}$ in Theorem 4.1, we have

$$
w_{\mathrm{A}}(\mathbb{T})=\max \left\{w_{A}\left(\left(1+\left(2 \cos \frac{k \pi}{n+1}\right) i\right) T_{1}\right): 1 \leq k \leq n\right\} .
$$

$w(\mathbb{T})=2 \max \left\{\left|\cos \frac{k \pi}{n+1}\right| w\left(T_{2}\right): k=1, \ldots, n\right\}$ see [5]. In particular, $w\left(\left[\begin{array}{cc}O & T_{2} \\ T_{2} & O\end{array}\right]\right)=w\left(T_{2}\right)$, see [21, Lemma 2.1].
$w(\mathbb{T})=w\left(T_{1}\right)$ see [5] .
$w(\mathbb{T})=\max \left\{\left|1+2 \cos \frac{k \pi}{n+1}\right| w\left(T_{1}\right): 1 \leq k \leq n\right\}$, see [5].
$w(\mathbb{T})=\max \left\{w\left(\left(1+\left(2 \cos \frac{k \pi}{n+1}\right) i\right) T_{1}\right): 1 \leq k \leq n\right\}$,
see [5].

Theorem 4.3 Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H}), \mathbb{T}=\left[\begin{array}{ccccc}T_{1} & \alpha^{n-2} T_{2} & O & \cdots & O \\ T_{2} & T_{1} & \alpha^{n-2} T_{2} & \cdots & \vdots \\ O & T_{2} & T_{1} & \ddots & O \\ \vdots & \vdots & \ddots & \ddots & \alpha^{n-2} T_{2} \\ O_{\pi i} & O & \cdots & T_{2} & T_{1}\end{array}\right]$ be an $n \times n$ tridiagonal operator matrix, and let $\alpha=e^{\frac{\pi i}{2 n}}$. Then

$$
w_{\text {A }}(\mathbb{T})=\max \left\{w_{A}\left(T_{1}+\left(2 \alpha^{n-1} \cos \frac{k \pi}{n+1}\right) T_{2}\right): k=1, \ldots, n\right\} .
$$

Theorem 4.4 Let $T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H}), \mathbb{T}=\left[\begin{array}{ccccc}T_{1} & \omega^{n-1} T_{2} & O & \cdots & O \\ \omega T_{2} & T_{1} & \omega^{n-1} T_{2} & \cdots & \vdots \\ O & \omega T_{2} & T_{1} & \ddots & O \\ \vdots & \vdots & \ddots & \ddots & \omega^{n-1} T_{2} \\ O & O & \cdots & \omega T_{2} & T_{1}\end{array}\right]$ be an $n \times n$ tridiagonal operator matrix, and let $\omega=e^{\frac{2 \pi i}{n}}$. Then

$$
w_{\mathbb{A}}(\mathbb{T})=\max \left\{w_{A}\left(T_{1}+\left(2 \cos \frac{k \pi}{n+1}\right) T_{2}\right): k=1, \ldots, n\right\} .
$$

Theorem 4.5 $\operatorname{Let} T_{1}, T_{2} \in \mathcal{B}_{A}(\mathcal{H})$, and
be an $n \times n$ anti-tridiagonal operator matrix. Then

$$
w_{\mathrm{A}}(\mathbb{T})=\max \left\{w_{A}\left((-1)^{k+1}\left[T_{1}+\left(2 \cos \frac{k \pi}{n+1}\right) T_{2}\right]\right): k=1, \ldots, n\right\} .
$$

Remark 4.6 By setting $\mathbb{A}=I$ in Theorem 4.3, 4.4, and 4.5, we get usual numerical radius equalities proved by Bani-Domi et al. [5] very recently.

Finally, at the end of this section, we establish certain pinching inequalities for $n \times n$ tridiagonal and anti-tridiagonal operator matrices.

Theorem 4.7 Let $T_{1}, T_{2}, T_{3} \in \mathcal{B}_{A}(\mathcal{H})$ and $\mathbb{T}=\left[\begin{array}{ccccc}T_{1} & T_{2} & O & \cdots & O \\ T_{3} & T_{1} & T_{2} & \cdots & \vdots \\ O & T_{3} & T_{1} & \ddots & O \\ \vdots & \vdots & \ddots & \ddots & T_{2} \\ O & O & \cdots & T_{3} & T_{1}\end{array}\right]$ be an $n \times n$ tridiagonal operator matrix. Then

$$
\max \left\{w_{A}\left(T_{1}+\left(\cos \frac{k \pi}{n+1}\right)\left(T_{2}+T_{3}\right)\right): k=1, \ldots, n\right\} \leq w_{\mathbb{A}}(\mathbb{T}) .
$$

Theorem 4.8 $\operatorname{Let} T_{1}, T_{2}, T_{3} \in \mathcal{B}_{A}(\mathcal{H})$, and

$$
\mathbb{T}=\left[\begin{array}{ccccc}
O & \cdots & O & T_{2} & T_{1} \\
\vdots & . \cdot & T_{2} & T_{1} & T_{3} \\
O & . \cdot & T_{1} & T_{3} & O \\
T_{2} & . \cdot & . \cdot & . \cdot & \vdots \\
T_{1} & T_{3} & O & \cdots & O
\end{array}\right]
$$

be an $n \times n$ anti-tridiagonal operator matrix. Then

$$
\max \left\{w_{A}\left((-1)^{k+1}\left[T_{1}+\left(\cos \frac{k \pi}{n+1}\right)\left(T_{2}+T_{3}\right)\right]\right): k=1, \ldots, n\right\} \leq w_{\mathrm{A}}(\mathbb{T}) .
$$

Remark 4.9 The inequalities in Theorems 4.7 and 4.8 become equalities if $T_{2}=T_{3}$. So, the $\mathbb{A}$-numerical radius inequalities in Theorems 4.7 and 4.8 are sharp. For the usual numerical radius, the usual operator norm and the Schatten $p$-norms, one can visit [5].

## 5 Concluding remarks

In this paper, we have presented different $\mathbb{A}$-numerical radius equalities and inequalities, which depend on the nice structure of circulant, skew circulant, imaginary circulant, imaginary skew circulant, tridiagonal, and anti-tridiagonal operator matrices. By employing similar analysis to different special operator matrices, it is possible to obtain further A-numerical radius equalities and inequalities. We now conclude the article by remarking that further study on this topic may develop an interesting area for future research.

Acknowledgements The second author is thankful to the Government of India for introducing the work from home initiative during the COVID-19 pandemic.

## References

1. Arias, M.L., Corach, G., Gonzalez, M.C.: Partial isometries in semi-Hilbertian spaces. Linear Algebra Appl. 428, 1460-1475 (2008)
2. Audenaert, K.: A norm compression inequality for block partitioned positive semidefinite matrices. Linear Algebra Appl. 413, 155-176 (2006)
3. Bakherad, M., Shebrawi, K.: Upper bounds for numerical radius inequalities involving off-diagonal operator matrices. Ann. Funct. Anal. 9, 297-309 (2018)
4. Bani-Domi, Kittaneh, F.: Norm equalities and inequalities for operator matrices. Linear Algebra Appl. 429, 57-67 (2008)
5. Bani-Domi, Kittaneh, F., Shatnawi, M.: New norm equalities and inequalities for certain operator matrices. Math. Inequal. Appl. 23, 1041-1050 (2020)
6. Bhatia, R., Kittaneh, F.: Norm inequalities for partitioned operators and an application. Math. Ann. 287, 719-726 (1990)
7. Bhatia, R., Kahan, W., Li, R.: Pinchings and norms of block scaled triangular matrices. Linear Multilinear Algebra 50, 15-21 (2002)
8. Bhunia, P., Paul, K.: Some improvements of numerical radius inequalities of operators and operator matrices. Linear Multilinear Algebra (2020). https://doi.org/10.1080/03081087.2020.1781037
9. Bhunia, P., Nayak, R.K., Paul, K.: Refinements of A-numerical radius inequalities and its applications. Adv. Oper. Theory (2020). https://doi.org/10.1007/s43036-020-00056-8
10. Bhunia, P., Feki, K., Paul, K.: A-numerical radius orthogonality and parallelism of semi-Hilbertian space operators and their applications. Bull. Iran. Math. Soc. (2020). https://doi.org/10.1007/ s41980-020-00392-8
11. Bhunia, P., Paul, K., Nayak, R.K.: On inequalities for A-numerical radius of operators. Electron. J. Linear Algebra 36, 143-157 (2020)
12. Bose, A., Hazra, R.S., Saha, K.: Spectral norm of circulant-type matrices. J. Theor. Probab. 24, 479-516 (2011)
13. Davis, P.J.: Circulant Matrices. Chelsea Publishing, New York (1994)
14. Douglas, R.G.: On majorization, factorization, and range inclusion of operators on Hilbert space. Proc. Am. Math. Soc. 17, 413-415 (1966)
15. Feki, K.: Some A-numerical radius inequalities for $d \times d$ operator matrices. Rend. Circ. Mat. Palermo, II. Ser (2021). https://doi.org/10.1007/s12215-021-00623-9
16. Feki, K.: Some $A$-spectral radius inequalities for $A$-bounded Hilbert space operators. arXiv:2002. 02905v1 [math.FA] (2020)
17. Feki, K.: Some numerical radius inequalities for semi-Hilbertian space operators. arxiv:2001.00398 v2 [math.FA]
18. Feki, K.: Generalized numerical radius inequalities of operators in Hilbert spaces. Adv. Oper. Theory (2020). https://doi.org/10.1007/s43036-020-00099-x
19. Feki, K.: A note on the $A$-numerical radius of operators in semi-Hilbert spaces. Arch. Math. 115, 535-544 (2020). https://doi.org/10.1007/s00013-020-01482-z
20. Feki, K.: Spectral radius of semi-Hilbertian space operators and its applications. Ann. Funct. Anal. (2020). https://doi.org/10.1007/s43034-020-00064-y
21. Hirzallah, O., Kittaneh, F., Shebrawi, K.: Numerical radius inequalities for certain $2 \times 2$ operator matrices. Integr. Equ. Oper. Theory 71, 129-147 (2011)
22. Hirzallah, O., Kittaneh, F., Shebrawi, K.: Numerical radius inequalities for $2 \times 2$ operator matrices. Stud. Math. 210, 99-115 (2012)
23. Jiang, Z.L., Xu, T.T.: Norm estimates of $\omega$-circulant operator matrices and isomorphic operators for $\omega$-circulant algebra. Sci. China Math. 59, 351-366 (2016)
24. Jiang, Z.L., Zhou, Z.X.: Circulant Matrices. Chengdu Technology University Publishing Company, Chengdu (1999)
25. King, C.: Inequalities for trace norms of $2 \times 2$ block matrices. Commun. Math. Phys. 242, 531-545 (2003)
26. King, C., Nathanson, M.: New trace norm inequalities for $2 \times 2$ blocks of diagonal matrices. Linear Algebra Appl. 389, 77-93 (2004)
27. Kissin, E.: On Clarkson-McCarthy inequalities for $n$-tuples of operators. Proc. Am. Math. Soc. 135, 2483-2495 (2007)
28. Li, J., Jiang, Z.L., Lu, F.L.: Determinants, norms, and the spread of circulant matrices with Tribonacci and Generalized Lucas numbers. Abstr. Appl. Anal. 2014, 9 (2014)
29. Manuilov, V., Moslehian, M.S., Xu, Q.: Douglas factorization theorem revisited. Proc. Am. Math. Soc. 148, 1139-1151 (2020)
30. Moslehian, M.S., Sattari, M.: Inequalities for operator space numerical radius of $2 \times 2$ block matrices. J. Math. Phys. 57(15), 015201 (2016)
31. Moslehian, M.S., Kian, M., Xu, Q.: Positivity of $2 \times 2$ block matrices of operators. Banach J. Math. Anal. 13, 726-743 (2019)
32. Moslehian, M.S., Xu, Q., Zamani, A.: Seminorm and numerical radius inequalities of operators in semi-Hilbertian spaces. Linear Algebra Appl. 591, 299-321 (2020)
33. Nashed, M.Z.: Generalized Inverses and Applications. Academic Press, New York (1976)
34. Rout, N.C., Sahoo, S., Mishra, D.: Some A-numerical radius inequalities for semi-Hilbertian space operators. Linear Multilinear Algebra (2020). https://doi.org/10.1080/03081087.2020.1774487
35. Rout, N.C., Sahoo, S., Mishra, D.: On A-numerical radius inequalities for $2 \times 2$ operator matrices. Linear Multilinear Algebra (2020). https://doi.org/10.1080/03081087.2020.1810201
36. Saddi, A.: A-normal operators in semi Hilbertian spaces. AJMAA 9, 1-12 (2012)
37. Sahoo, S.: On A-numerical radius inequalities for $2 \times 2$ operator matrices-II. arXiv:2007.03512 [math.FA]
38. Sahoo, S., Das, N., Mishra, D.: Numerical radius inequalities for operator matrices. Adv. Oper. Theory 4, 197-214 (2019)
39. Sahoo, S., Rout, N.C., Sababheh, M.: Some extended numerical radius inequalities. Linear Multilinear Algebra (2019). https://doi.org/10.1080/03081087.2019.1698510
40. Sahoo, S., Das, N., Mishra, D.: Berezin number and numerical radius inequalities for operators on Hilbert spaces. Adv. Oper. Theory (2020). https://doi.org/10.1007/s43036-019-00035-8
41. Xu, Q., Ye, Z., Zamani, A.: Some upper bounds for the A-numerical radius of $2 \times 2$ block matrices. Adv. Oper. Theory (2021). https://doi.org/10.1007/s43036-020-00102-5
42. Zamani, A.: A-Numerical radius inequalities for semi-Hilbertian space operators. Linear Algebra Appl. 578, 159-183 (2019)

[^0]:    Communicated by Qing-Wen Wang.

    Fuad Kittaneh
    fkitt@ju.edu.jo
    Satyajit Sahoo
    satyajitsahoo2010@gmail.com
    1 Department of Mathematics, The University of Jordan, Amman, Jordan
    2 P.G. Department of Mathematics, Utkal University, Bhubaneswar, India

