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Abstract

The paper is devoted to modeling wireless mesh networks (WMN) through mixed-integer pro-
gramming (MIP) formulations that allow to precisely characterize the link data rate capacity and
transmission scheduling using the notion of time slots. Such MIP models are formulated for sev-
eral cases of the modulation and coding schemes (MCS) assignment. We present a general way
of solving the max-min fairness (MMF) traffic objective for WMN using the formulated capacity
models. Thus the paper combines WMN radio link modeling with a non-standard way of dealing
with uncertain traffic, a combination that has not, to our knowledge, been treated so far by exact
optimization models. We discuss several ways, including a method based on the so called com-
patible or independent sets, of solving the arising MIP problems. We also present an extensive
numerical study that illustrates the running time efficiency of different solution approaches, and
the influence of the MCS selection options and the number of time slots on traffic performance of
a WMN. Exact joint optimization modeling of the WMN capacity and the MMF traffic objectives
forms the main contribution of the paper.
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1. Introduction

Wireless mesh networks (WMN) offer common and affordable access to the Internet in metropoli-
tan and residential areas. The core of a WMN consists of a set of fixed mesh nodes — routers and
Internet gateways — interconnected by radio links that typically follow the Wi-Fi IEEE 802.11-
family standards. Other standards, such as Bluetooth IEEE 802.15.5, WiMAX TEEE 802.16a,
and IEEE 802.20 can also support WMNs. Mesh clients, being either fixed or mobile, connect
to mesh routers to obtain access to Internet gateways either over direct links or via multi-hop
mesh routes. WMN is a cost-efficient approach for Internet access with a bandwidth in the range
of 50-200 Mbps. The WMN solution is competitive to the wired Internet access offered by cable
network providers or by mobile operators. WMNs are decentralized, non-hierarchical networks,
typically deployed by communities of users (see [1, 4]), and based on commonly available off-the-
shelf wireless communication equipment (see [2, 3, 5]). The idea of WMN stems from the ad-hoc
networking paradigm and, as such, fits very well the decentralized philosophy of the Internet. For
comprehensive surveys of WMN, we refer to [7, 19].

Although WMNs are relatively cheap and easy to deploy, achieving efficient and fair resource
allocation is not straightforward. One particular issue is how to effectively allocate the offered
network capacity among the routes between the gateways and the routers. Without network
optimization, which ideally should be simple, fast, and distributed, a WMN can behave poorly,
delivering significantly lower throughput than it can potentially achieve. For WMN, network
optimization tasks range from transmission scheduling, through channel assignment, transmission
power adjustment and rate adaptation, to routing. In this context, traffic engineering, which
is a key aspect in operating communication networks, is of high significance to WMN. From
the mathematical optimization standpoint, traffic engineering in WMN poses challenges that are
not present in classical network flow optimization, necessitating novel modeling and optimization
concepts to account for:

e transmission scheduling on radio links realized by the MAC (medium access control) layer
using multiple access schemes such as CSMA (contention-aware carrier sense multiple access,
IEEE 802.11) or TDMA (contention-free reservation-based time division multiple access,
IEEE 802.16)

e need of (dynamic) channel assignment in multi-channel WMNs
e possibility of node power control for interference mitigation

e possibility of link rate control for adapting the transmission to the channel propagation and
interference conditions

e uncertain nature of traffic to be routed between WMN routers and gateways.

Because of interference, it is not likely that transmissions can simultaneously take place on all
links of a WMN. Therefore, scheduling algorithms are used to organize the transmissions with the
objective of end-to-end throughput optimization. Design and implementation of MAC scheduling
is a challenging task, and its impact on traffic performance is a key element in mathematical
optimization models for WMN traffic engineering. Moreover, in some types of WMNs, more than
one radio channel can be used. This adds a new dimension (and difficulty) to WMN optimization.
Finally, additional aspects that increase the complexity of WMN optimization are power control
and rate adaptation.

In the context of traffic engineering, the uncertainty in the requirements on the amount of
end-to-end information flows poses a major challenge. In WMN, the traffic matrix representing
the demands (information flows) to be routed between WMN routers and gateways is virtually
unknown. In fact, the classical notion of a traffic matrix is not well suited for WMN design, as
the sets of mesh clients connected to the mesh routers are highly dynamic and their traffic profiles
are nearly impossible to assess. In this paper, the way of dealing with traffic uncertainty is to
incorporate fairness in assigning bandwidth to WMN routes. i.e., to end-to-end flows. As traffic



demands in WMN are mostly elastic and QoS is considered only implicitly through lower bounds
imposed on the bandwidth assigned to the routes, bandwidth allocation within given bounds using
a fairness criterion is appropriate for dealing with the main traffic characteristic of WMN — the
aggregates of mesh clients attached to mesh routers are usually downloading as much contents as
possible, certainly within some reasonable bounds. To this end, we apply the max-min fairness
(MMF) concept for WMN traffic engineering.

In the paper we present a framework for studying multi-commodity flow formulations, and
propose mixed-integer programming (MIP) methods and algorithms for optimizing WMN traffic
engineering with objectives involving MMF, taking into account peculiarities of radio link mod-
eling, including scheduling, channel assignment, and rate control. The developed methods are
investigated by numerical studies for typical WMN scenarios. The results provide insights for the
development of link control and routing mechanisms for WMN.

The MMF criterion used in the paper applies to traffic throughput. The throughput is a
bandwidth vector assigned to traffic demands in their downstream directions, assuming that a
(single) routing path for each demand is fixed and given. The demands for traffic are elastic and
therefore they will consume any assigned bandwidth. In effect, the demands compete for link
capacities, and the objective of optimization becomes the MMF assignment of bandwidth to the
demands. Thus, the paper combines WMN radio link modeling with a non-conventional way of
dealing with unknown traffic, a combination that, to our knowledge, has not been considered so
far in terms of exact optimization models. This combination forms the key contribution of the
paper. More specifically, in the paper we present results along the following lines of research.

e We develop a generic MIP framework to characterize the space of network link capacity
vectors being feasible in terms of the signal to interference plus noise ratio (SINR).

e Based on the capacity characterization, we develop a set of MIP formulations for some
representative WMN link control mechanisms, maximizing the network traffic throughput
with the MMF criterion.

e For the selected link control mechanisms, we provide details of mathematical modeling,
using the case with unconstrained scheduling, shortest path routing and MMF traffic flow
assignment as the reference solution.

e The developed algorithms are applied in a numerical study of a class of IEEE 802.11 WMNs5
in order to compare the effectiveness of various link control mechanisms under the fairness
objective.

The paper is organized as follows. Section 2 is devoted to a survey of the field. In Section 3,
we introduce basic notions and notation. Section 4 presents a set of MIP models representing the
link capacity region for a variety of assumptions on radio links in WMNs. Section 5 contains three
parts. First, we introduce the notion of MMF and a general algorithm for solving non-convex
MMF problems. Second, based on the models from Section 4, we detail the problem settings to
be used in our numerical studies. Third, we present the solution approach using the notion of
a compatible set. Section 6 presents a heuristic method for solving a WMN traffic engineering
problem with MMF. Then, in Section 7 we report and discuss numerical results to illustrate the
effectiveness of the optimization approaches, and provide insights into the relation between traffic
throughput and system modeling parameters. Conclusions are given in Section 8. Finally, in the
two appendices we give some details of MMF modeling.

2. Survey of the field

There is a considerable literature on WMN networking technology and its applications, see,
for example, surveys in [7, 8, 19], and introductory discussions in [26, 32]. Also, optimization
techniques have been extensively studied in the literature to, generally speaking, maximize the



network capacity. Mixed-integer programming models related to WMN network optimization are
treated in quite a large number of papers such as [9, 10, 11, 14, 21, 23, 41, 50].

A general (rough) conclusion that can be drawn from these studies is that already for medium
networks (with 30 nodes, say) the exact MIP formulations, which are appropriate for the kind
of WMN optimization we consider, are hardly solvable to optimality (or even to near-optimality)
through direct application of even the top commercial MIP solvers (such as CPLEX). It seems that
there is a lot of room for strengthening the existing formulations (i.e., improving the upper bound,
see the remark after formula (7) in Subsection 4.1), simplifying them (to decrease the number
of binary variables, see Subsection 4.5), and for the use of branch-and-price-and-cut approach in
its more sophisticated forms, in order to achieve more time efficient solution algorithms. Such
improvements constitute an important direction of further research.

While the aforementioned papers use MIP modeling, their results are not directly usable for
our purpose as they assume that demand traffic matrices are known and fixed, i.e., the simplest
assumption on traffic data. The assumption is often improper, as uncertainty of traffic demand has
to be taken into account in modeling networks carrying unpredictable Internet traffic generated
by diverse data, voice and video applications. Today’s networks ought to be made robust to traffic
uncertainty — this has motivated network planners to extend classical optimization models with
demand descriptions that can effectively capture the uncertainty in question. Research in this
area (see a recent survey in [22]) falls under two categories: robust optimization and stochastic
optimization. Robust optimization assumes a given set of demand matrices, either a large discrete
set (multi-scenario description), or a continuous set, typically a polyhedron (polyhedral descrip-
tion) [15], and optimizes the network making sure that each demand matrix from the assumed
set will be supported. Stochastic optimization in turn works with a single demand matrix treated
as a stochastic matrix, modeling the point-to-point (point-to-multipoint) demands as correlated
random variables, and optimizes the network under the requirement that the actually realized
demand matrix will be supported with a sufficiently high probability [42]. However, these views
of the characteristics of traffic matrix may not be well suited for WMN design for the reasons
discussed in the introduction (highly variable sets of mesh clients connected to mesh routers with
unpredictable traffic profiles). This, as already mentioned, justifies less classical approaches to
traffic modeling as the one used in this paper, that is, max-min fairness (for the notion of MMF
see for example [35, 38, 39]).

In [13], it is observed that maximizing the overall throughput of a WMN tends to favor users
located close to mesh gateways, while users that have to be reached with more hops are discrim-
inated in capacity allocation. Thus fairness is an issue in experienced service quality, in addition
to dealing with traffic uncertainty. The MMF approach tackles fairness by not only maximizing
the flows equally assigned to the routes, but also increasing the flows for which this is possible in
subsequent iterative steps. In other words, a MMF solution means that no route can gain higher
flow without having to decrease the flow on a route where the current flow is lower. Application
of the MMF-type traffic engineering to WMN has been considered in [13, 27, 33, 43, 48]. All these
papers present heuristic methods (some of them very promising and useful, as in [13, 33, 43]) to op-
timize the WMN link data rate assignment. By the nature of heuristic methods, the solutions are
sub-optimal, and hence do not give a precise solution of globally optimal MMF resource allocation.
Our objective is to incorporate the MMF performance metric into MIP formulations for WMN
optimization in a rigorous yet efficient way based on our previous contributions in [37, 38, 39].
We note here that an MMF solution is a limiting case of the maximization of the sum of certain
concave utility functions (see for example [34]) — this fact can be used for finding approximate
MMEF solutions as proposed for WMN in [33].

An important, from the perspective of our work, recent paper is [21] where the authors intro-
duce optimization models of WMN for link control (scheduling, channel assignment, power control,
and link rate control) and traffic routing. Their basic approach is to solve linear relaxations of the
MIP problems formulated in terms of “compatible sets of links” (i.e., sets of links that can transmit
simultaneously), and to round-off the fractional solutions obtained through column generation to
reach sub-optimal integer solutions. In fact, the use of compatible sets (also called independent
sets) was considered as early as in the 90s, see [46]. As a matter of fact, assuming fixed power



transmission, the capacity maximization problem can be solved by finding maximum weighted
independent sets. Using this approach, for infinite time horizon researchers were maximizing the
transmission rates [36, 46] while for finite time horizon, they were minimizing the number of time
slots to accommodate the given traffic load, see [49] and references therein.

One capacity aspect modeled in our paper and in the previous work considering WMN opti-
mization is adaptive modulation and coding, also called link rate adaption. Several works have
addressed how to take advantage of the multi-channel and multi-rate capabilities of wireless net-
work interfaces used in WMNSs, and exploit the channel and path diversity [10, 17, 20]. All these
studies point out that the transmission rate used by the wireless interfaces is one of the most
important factors that influence the WMN performance. A wireless network interface with multi-
rate capabilities should select, at run-time, the transmission rate based on the medium conditions
achieving the best link performance. To this end, several rate adaptation algorithms have been
proposed in the literature [13, 24, 43]. The approaches either differ in the metrics used to estimate
the link quality, or in the rate-selection decision process. Some of the proposed rate adaptation
schemes, being compliant with the current 802.11 technology, have been implemented in commod-
ity hardware [13, 24] and used in off-the-shelf products. Recently, experimental studies (e.g., [12])
have investigated how effectively these adaptive rate adaptation algorithms perform in practical
settings.

3. Notation

The topology of a WMN network is modeled by a directed graph N/ = (V,€). V is the set
of nodes, v € V, and V = GU R, where G and R denote the sets of gateways and mesh routers,
respectively. The set € represents the (radio) links, modeled as directed arcs e, e € £. The head
and tail node of a link e € £ is denoted by a(e) and b(e), respectively, that is, when e = vw, v, w € V
then a(e) = v and b(e) = w. We assume that if vw € £ then also wv € &, that is, the arc ¢/ = wv
being opposite to an existing arc e = vw also exists (although may not be used). Further, §¥(v)
and 6~ (v) denote, respectively, the sets of outgoing and incoming arcs from/to node v € V, and
d(v) is the set of all arcs incident to node v, §(v) = 6T (v) U~ (v). A (radio) link e = vw is
provided, i.e., vw € & only when nodes v and w are able to communicate. As explained below,
this is the case when the signal to noise ratio for the v to w communication is greater than a
certain threshold.

Below, we are using the standard (dual) description of the quantities related to radio trans-
missions, using either the linear scale or the logarithmic scale (related to mW or dBm units,
respectively). Each quantity expressed in the logarithmic scale and corresponding to a quantity
(Q expressed in the linear scale will be denoted by Q The well known relation between the two
quantities is as follows (log denotes the decimal logarithm):

O =10logQ, Q =101,

Let P,, denote the power, expressed in mW, received at node w € V when node v € V is
transmitting (as defined above, the same power expressed in dBm is denoted by wa)- In the
numerical studies of this paper we assume the case of 802.11 WMNs operating with an OFDM
PHY in the 5 GHz band and use the generic path gain model from [25]. In the decibel scale for
a reference distance of 10 m and a path loss exponent of 4, the power received by w when v is
transmitting is given by

Py = P+ Gyp = P —140.046 — 40 - log dy,, (1)

where d,.,, is the distance between nodes v and w in km and the quantity Gow = —140.046 — 40 -
log d, is called the path gain. Note that we assume that all the nodes use the same transmission
power P, where P =100 mW (P = 20 dBm).

The quantity N will denote the ambient noise power which is set to the product of the thermal
noise spectral density S = —174 dBm/Hz and the system bandwidth W = 20 MHz, i.e., N =
—101 dBm, and in consequence N = 107191 mW.



Table 1: IEEE 802.11a MCS, FER < 1%, 1500 Byte payload, channel model (1)

MCS m raw rate B™ | SINR threshold 4™ | max. link length d™
BPSK 1/2 6 Mbps 3.5dB 273.5 m
BPSK 3/4 9 Mbps 6.5 dB 230.0 m
QPSK 1/2 12 Mbps 6.6 dB 228.0 m
QPSK 3/4 18 Mbps 9.5 dB 193.7 m

16-QAM 1/2 24 Mbps 12.8 dB 160.2 m
16-QAM 3/4 36 Mbps 16.2 dB 131.7 m
64-QAM 2/3 48 Mbps 20.3 dB 103.8 m
64-QAM 3/4 54 Mbps 22.1 dB 93.5 m

At a given time instance a node can transmit using one of the available modulation and coding
schemes (MCS). The set of such MCSs is denoted by M, and a particular MCS by m € M. Table 1,
reproduced from [43], shows the set of MCSs available for IEEE 802.11a. Each MCS m € M has
its signal to interference plus noise ratio (SINR) requirement, i.e., a certain (decoding) threshold
~™ which must be obeyed in order for a transmission to be successful. The SINR thresholds 4™
and the maximal feasible transmission distances which allow to meet a frame error rate (FER) of
1% when an IP packet with 1500 B payload is transmitted over an additive white gaussian noise
channel with bandwidth W = 20 MHz are obtained by link level simulations and are given in
Table 1. Note that in Table 1, 4™ is given in the logarithmic scale (in dB) while its value in the

linear scale (y™ = 10%) is used in the balance of this paper. The resulting (raw) data rate of a
transmission using MCS m is specified by the quantity B™ in Table 1.
The signal to noise ratio (SNR) of a (potential) link e = vw is a constant value equal to

P,
T, =22 2
€ N ()

We assume that in a network with the given set M of available MCSs , a link e is provided (e € &)
only if I, > 4™ for at least one m € M. In fact, assuming channel model (1), this condition is
equivalent to that d,,, < d™ where d,, is the distance from node v to node w and the maximum
distance values d™ are given in Table 1. The set of MCSs for which d,,, < d™ could be denoted by
M(e) but in the paper we assume (merely to simplify the considerations) that M(e) = M, e € €.
The question which MCS to use for which link is addressed by the formulations presented in
Sections 4 and 6.1. In the sequel the superscript m will be skipped for the case of a WMN with
only one available MCS.

Note that T, > ~™ means that link e can successfully transmit when there are no other
(simultaneous) transmissions in the network. If at certain instance of time ¢ other transmission
are on, this may not be possible as other nodes can interfere with the transmission on e. To take
this fundamental fact into account define the set A(t) of nodes active at time instance ¢ (A(t) C V).
Then the corresponding SINR of link e = vw is defined as

P’U'LU P’U’LU

N+ ZaEA(t)\{v} Pow N+ va(t)

(3)

where the time varying interference, I, (t), is computed as the sum of the powers received from
the nodes which are transmitting at the same time as v. For of convenience, we will drop the time
indicator t unless it is necessary. If the interference is zero (no node is transmitting at the same
time as v) then I, = I}, otherwise I'. < I',. We observe that link e can successfully transmit

e’

using MCS m at the time instant ¢ only if I'.(t) > 4™, that is if

va
> 4™, (4)
N+ acawn vy Pow

Inequality (4) is referred to as the SINR constraint.



Finally, 7 denotes the set of (abstract) time slots modeling transmission scheduling. Each slot
t € T represents a time interval of length 7, with a specified subset of active radio links that can
successfully transmit at the same time. The subsets of links active in consecutive time slots t € T
are specified by a particular scheduling solution. The quantity T' = 7|7 | expresses the length of
the basic cycle of network operation. A network continuously repeats the cycle, thus potentially
operates in an infinite time horizon using time slots of very short duration.

The following list summarizes the introduced notation.

E — set of directed links (arcs), e € £

a(e),b(e) — tail and head nodes of link e € £; we assume that if vw € £ then also wv € &
V, G, R — sets of nodes, gateways, and mesh routers, respectively

d*t(v), 6 (v) — outgoing and incoming sets of arcs to node v € V), respectively

d(v) — set of all arcs incident to node v € V; §(v) = §+(v) U~ (v)

P, — power received at node w € V when node v € V is transmitting

N — thermal noise power (assumed to be the same for all nodes v € V)

I, — signal to noise ratio (SNR) of link e

I'. — signal to interference plus noise ratio (SINR) of link e

M — set of available MCSs, m € M

4™ — SINR requirement or decoding threshold for MCS m € M (7 if only one MCS is used)
B™ — data rate of MCS m € M (B if only one MCS is used)

T — set of time slots modeling transmission scheduling

7 — the length/duration of a time slot

T — length of a cycle; T = 7|T]|.

We end this section with specifying the basic variables used in the optimization models con-
sidered in the next sections.

Y.; — binary variable indicating whether link e is scheduled to be active in time slot t € T. If a
link is active, then (4) must be satisfied for the SINR threshold of the appropriate MCS.

yo — binary variable indicating whether link e is active and uses MCS m in time slot ¢t € 7.
Xyt — binary variable indicating whether node v transmits (is active) in time slot ¢ € T.

2t — binary variable indicating whether node v transmits using MCS m in time slot t € T.

Z" — binary variable indicating which MCS is used at node v in all time slots (only when the

static MCS assignment is used).
re; — nonnegative continuous capacity of link e achieved in time slot ¢t € T .

ce — nonnegative continuous capacity of link e, equal to the total volume of data that can be
send on link e during time 7.



4. Modeling link capacity space

This section is devoted to modeling feasible sets of radio link capacity reservations correspond-
ing to possible variants of WMN systems. For this purpose we use mixed-integer programming for-
mulations, that is, systems of linear equalities/inequalities in continuous/integer variables. Start-
ing with a formulation for a simple WMN system, we subsequently present its extensions capturing
more advanced features of WMN system configurations. The models of this section are indepen-
dent of any particular optimization objective formulations and are in this sense general. They
will be used in the subsequent sections for defining and solving network optimization problems
involving MMF. In all the cases we assume that at any time slot each mesh node is either active
(and in this case it transmits) or is inactive, and so are the links.

Certainly, many other variants of capacity reservation models relevant to WMN systems could
be considered besides those studied in this section. One important class of such extensions is
obtained when the power control is admitted in the nodes (i.e., when P,,, become variables). As
discussed in [21], this allows to limit the interferences and in consequence to increase the network
capacity.

Another extension is to model multiple radio channels with separate interference domains. A
channel is assigned to a link either statically (the same channel for all time slots) or dynamically
(channels assigned to a link can change from a time slot to a time slot). Clearly, interference
constraints (4) would be then considered separately for transmissions on different channels. Such
a multi-transceiver, multiple-MCS, multi-channel model consistent with the notation used in this
paper can be found in [40]. Also, the OFDMA technology can be modeled in a similar way with
the OFDMA subcarriers (roughly) corresponding to transmission channels. Still another extension
could be obtained when multiple directed antennas can be used in the nodes. Then the interference
constraint (4) would be transformed to a much less demanding one.

In the paper we limited the set of the considered models to keep the paper volume on an
acceptable level.

4.1. Single MCS

The following formulation describes a very simple WMN system where each node has only one
transceiver, and only one fixed MCS is used by all the nodes.

2 Vsl veVteT (5a)
e€d(v)

D Ya=Xu veV,teT (5b)
e€dt(v)
Yer Pae)v(e) > Yery ec&teT (5¢)

N+ Z’l)EV\{oL(e)} va(e)th
ce=7B) Y ecék. (5d)
teT

The constraints assure that:
(5a): at most one link e incident to node v can be active in time slot t.

(5b):  exactly one link e outgoing from node v is active in time slot ¢ if the node is active in this
time slot.

(5¢):  SINR constraint (see (4)); if link e is active in time slot ¢, i.e., if Y = 1, then its SINR
must be greater or equal to the decoding threshold.

(5d): total effective capacity of link e is the sum of its capacities over all time slots; note that
because B is expressed in Mbps, the capacity is the total number of bits transmitted on
the link in the time frame T containing all time slots (i.e., the entire duration of the cycle,

T =r7|T|).

10



Notice that in formulation (5), X, are auxiliary variables and thus they can either be eliminated
or their binarity can be skipped. Moreover, observe that (5¢) is not linear but bi-linear. It can be
made linear by introducing additional (continuous) variables z.,: to express the product Ye; - X,
i.e., zept = 1 if both Y.y and X,; are equal to 1, and 0, otherwise. This is achieved by adding the
constraints

Zevt = Yer + Xopr — 1 veV,eel,teT (6a)
Zevt S}/;ta Zevt SX’Ut UGV,eES,tET (6b)
Zewt 2 0 vEV,eEE',tGT (GC)
and changing (5c¢) to
1
N}/et + Z R)b(e)zevt < *Pa(e)b(e)}/et ec gvt eT. (7)
veV\{a(e)} 7

It is important to note that although variable Y.; is not necessary on the left hand side of (5c¢),
its presence strengthens formulation (5) because it makes it possible to avoid using the so called
“big M” in constraints (6) and (7), contrary to the analogous linearization in [21]. The lack of
“big M” in our formulations considerably decreases the upper bounds of the corresponding linear
relaxations, and therefore improves their tractability (see Section 7).

In effect, we arrive at a mixed-integer programming (MIP) formulation (mixed-binary, in fact)
that expresses constraints for feasible allocations of link capacities, and, in fact, for transmission
scheduling within individual time slots. The so specified optimization space C for variables ¢ =
(ce, € € &) can then be used to formulate optimization problems involving optimization of traffic
objectives for WMN. In Section 5 this is done for the MMF allocation of flows to paths.

4.2. Single MCS, node capacity split

In the system modeled by (5), the entire transmission capacity 7B of active node v € V in
a time slot is allocated only to one selected link outgoing from node v. This assumption can in
fact be alleviated by allowing the system to arbitrarily split the transmission capacity within a
time slot among all links outgoing from a node. Such a split could be realized through a suitable
protocol (there is a similarity to the routing protocol realizing the ECMP feature in OSPF). As
shown in Section 7, this new degree of freedom (referred to as node capacity split) in allocating
capacity to links can help to improve the efficiency of network control for example by using fewer
time slots for achieving the same capacity allocation. Below we present a formulation assuming
the node capacity split. Note that, in the considered problem, if multiple outgoing links of a node
become active during a time slot, they are restricted to use a common MCS.

Z Yer <1 veV,teT (8a)
e€s—(v)
Yer +Yer <1 ec&teT (8b)
Yer < Xt veV,ecdt(v),teT (8¢)
Zevtz}/;t+th_1 vEV,eEE,tGT (Sd)
Zevt §Y:3t7 Zevt < Xt ’UGV,GGE,tGT (86)
1
NYu+ D Pue)zent < =Pageyp(e) Yer ec&teT (8f)
veV\{a(e)} v
Tet < TBYe ec&teT (8g)
> ra<rB veEV,teT (8h)
et (v)
Ce=» Ter cek. (8i)
teT

11



The constraints assure that:

(8a): at most one link e incoming to node v can be active in time slot ¢.

8b): only one arc in any pair of opposite arcs can be active in time slot ¢.
potentially all links outgoing from any node v can be active in time slot ¢.

(
(8c):
(

8d)-(8f): admissible SINR for link e in time slot ¢; note that the linearization discussed in Section
4.1 is used.

(8g)-(8h): volume of data transmitted from node v in a time slot ¢ can be split among the active
links outgoing from the node.

(81): total effective capacity of link e is the sum of its capacities over all time slots.

Note that, because of (8c), variables X,; cannot be eliminated from the formulation like in (5).
However, still their binarity can be relaxed.

Contrary to (5a), in (8a) only links incoming to v are considered. It may create an impression
that node v can receive and transmit simultaneously. This is not the case, because of (8f), i.e., if
v transmits then it jams all the transmissions to v. Also note that we have assumed that a node
cannot use more than one incoming link in a time slot. This assumption is not only justified, but
also inevitable. Assume that node v can use two incoming links, say wv and w’v. Then the nodes
w and w’ cannot transmit simultaneously when one of them is transmitting to v, as they would
jam each other. But they do, as they both transmit during the whole time slot. Thus, we reach a
contradiction.

After straightforward adaptations, the node capacity split extension applies to all subsequent
model formulations in this section. Still, we will not include this option in the rest of the models
presented in this section. Consequently, we will not indicate this fact in the titles of the subsections.

4.3. Static allocation of MCS

The next problem we consider assumes that a set of possible MCSs is available. Still, each
node uses only one MCS which is fixed in all time slots. This is referred to as static allocation of
MCS to nodes, a technique which is used by all state-of-the-art WiFi access points.

Y zp=1 vey (9)
meM
Ty < 2y veEV,meMteT (9b)
Xot = Z Tyt veV,teT (9c)
meM
> ym=al veEV,mEMILET (9d)
e€6+ (v)
Yo=Y i ccEteT (9e)
meM
ZYetgl vEV,tET (9f)
e€d(v)
20t = Yor + Xt — 1 veV,ec&teT, meM (9g)
Zopt < Yot Zeopt < Xot veV,ee&,teT,meM (%)
1 .
Ny + Z Pop(e)Zent < — Pa(e)b(e)Yer ec&teT,meM (91)
vEV\{a(e)} 7
=73 > By et (99)
teT meM

The constraints assure that:
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(9a): every node selects one MCS.

(9b):  MCS used by a node in any time slot in which the node is active must be the one selected
for this node.

(9¢):  defines X,; indicating whether or not node v is active in time slot ¢.

(9d): if node v is active in time slot ¢ then exactly one link outgoing from node v is active in
time slot ¢ and uses the MCS of the node.

(9e): Y. =1if, and only if, link e is active and uses one of the available MCSs.
(9f): at most one link incident to a node can be active in any time slot.
(92)-(9i): admissible SINR for link e with MCS m in time slot ¢.

(9j): total effective capacity of link e is the sum of its capacities over all time slots and MCSs.

A modified version of the above formulation was considered in [43, 44]. In the modification, MCSs
are fixed to links rather than to nodes so that each link uses the same MCS in all time slots (when
active) but different links outgoing from a node can use different MCSs. This particular version
of (9) allows to address the trade-off between spatial reuse and throughput and is used in the
corresponding formulations of Subsection 5.2 and assumed for the heuristic presented in Section 6.

4.4. Dynamic allocation of MCS
The following formulation corresponds to a system where multiple MCSs are available, and the

nodes can use different MCSs in different time slots. The latter feature is referred to as dynamic
allocation of MCS to nodes.

Xyt = Z x veV,teT (10a)
meM
Yo=Yyl ee&teT (10Db)
meM
> Yuc<i veVvteT (10c)
e€s(v)
> ym=al veV,meMteT (10d)
e€dt(v)
20t = Yor + Xot — 1 veV,ecé,teT,meM (10e)
Zowt S Yoty Zowe < Xot veV,eel,teT, meM (10f)
1
Nyg + Z R)b(e)z?]n < ?Pa(e)b(e)yg e c 5,t S 7'7m eM (10g)
veV\{a(e)} 7
Ce = TZ Z B™y% ecé. (10h)
teT meM

The constraints assure that:

(10a): node v can use at most one MCS in time slot ¢.

(10b): link e can use at most one MCS in time slot ¢.

(10c): at most one link e incident to node v can be active in time slot ¢.
(

10d): exactly one link e outgoing from node v is active and uses MCS m in time slot ¢ if the
node is active in this time slot and uses this MCS.

13



(10e)-(10g): admissible SINR for link e using MCS m in time slot ¢ (this constraint is active if
link e is active and uses MCS m in time slot t).

(10f):  total effective capacity of link e is the sum of its capacities over all MCS in all time slots.

4.5. A simplified interference model

An important modification of the considered feasible link capacity space characterization that
leads to a significant decrease of the time needed to solve the related optimization problems (see
the formulations in Section 5 and the numerical results in Section 7) is a simplification of the
interference model. In the cases considered earlier in this section, a full interference model was
assumed. However, it is possible to reasonably simplify it like in [13, 43] where only the first order
interference was considered using the notion of the so called collision domains. The idea of the
simplification is to assume that if any subset of nodes W C V\ {a(e)}, when simultaneously active,
interferes with transmission on link e then transmission on link e is already interfered when any
single node v € W is active. Certainly, in general this is not the case and therefore may lead to
network capacity overestimation.

In order to formally incorporate the simplified interference model into for example (5), we
replace (5¢) with the following constraint:

Pyeyp(e)

Yop——m——
tN + va(e)th

>Yuy ec& teT,veV\{a(e)}. (11)

Now it is possible to rewrite (11) in a linear form (with no extra variables, contrary to (6)-(7)) in
the following way:
Yoo+ Xt <1, e€c& teT,veW, (12)

where
Pageyve)

We ={veV\{ale)}: m

<~} (13)

As illustrated in Section 7, it turns out that constraint (12), being what we may call the first
order SINR constraint, leads to much more efficient optimization problem formulations than (6)
and (7) and therefore is computationally advantageous. Moreover, taking into account only first
order SINR allows for devising efficient heuristics — see Section 6.

In the case of multiple MCSs, the corresponding modification of the SINR constraint is analo-
gous. Hence, the modification can be applied to all problems considered in this paper by replacing
the original SINR constraints (involving additional variables z) with an appropriate constraint
similar to (12).

5. MMF optimization of demand flows

5.1. Application of the MMF approach

Below we shall formulate a general, from the point of view of the models of Section 4, max-
min fair (MMF) flow optimization problem. We assume that link capacity reservation variables
¢ = (cc : e € &) belong to a feasible set C C RI®l. The set C can be defined as in any of the
formulations described in Section 4. Note that all of those sets are not convex.

Let P = {p1,p2,...,pp} be the given set of paths between nodes and gateways. Each such
path pg is supposed to carry the entire downstream flow fy from a selected gateway (gateways
form a subset G of V) to a destination node in D =V \ G, where D = |D|. (Upstream flow can be
accounted in a similar way, although it is not considered here, see also Section 1.) Each path py is
treated as a subset of links, i.e., pg C &,d=1,2,...,D. For each link e € £, the set of all indices
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of paths in P that contain this link will be denoted by Q. = {d: e € pg, 1 <d < D}. The MMF
flow optimization problem is defined as follows:

lexmax [(f1, f2,---, fD)] (14a)
celC (14b)
> fa<e cek. (14c)

deQ.

In (14a), [f] = ([f]1,[f]2,---,[f]p) denotes the vector f = (f1, f2,...,fp) sorted in the non-
decreasing order, so that objective (14a) consists in lexicographical maximization of the sorted
vector of path-flows ([f]1 < [fl2 < ... <[flp).

Problem (14) can be solved sequentially through the so called conditional means approach
described in Section 4.2 of [38]. The idea of the approach is to express the consecutive entries of
vector [f] (these entries are referred to as optimization criteria) and maximize them one by one,
keeping the previously optimized entries at their optimal values. For the details of the derivations
given below, the reader is referred to [38].

Let the cumulated optimization criteria be defined as Fy = [f]1+[f]2+. . .- +[f]a, d=1,2,...,D.
Each such cumulated criterion Fy (for a fixed d, 1 < d < D) can be expressed as the solution of

a linear programming problem in continuous variables b and gq;,j = 1,2,...,D:
D
Fd = max {dbd — ngj} (15&)
j=1
ba — fj < 945 i=12,....D (15b)
gaj >0 j=12...,D. (15¢)

The justification and derivation of (15) is given in Appendix A. Note that the entities fy in (15b)
are the entries of the flow vector f — they are variables in formulation (14) but are given constants
in formulation (15). Because of (15a), the following algorithm solves the MMF flow allocation
problem.

Algorithm 1 (Algorithm for problem (14))

Input: Optimization space C.
Output: MMF solution f = (fP, f2,..., f%) and corresponding optimal capacities c°.

Step 0: Set d = 1.

Step 1: Solve the mathematical program:

maximize dbd—z:f:1 9dj (16a)
st. celC (16Db)
Dogco, fa<ce, e€& (16¢)
FY <ibj =Y gy, i=12,...,d-1 (16d)
bi— f; <gy, j=12....D i=12...d (16e)
9i; >0, j=1,2,....D i=12,....4d (16f)

and denote the resulting optimal objective by F9.

Step 2: If d < D put d := d+1 and go to Step 1. Otherwise, stop: f{ = F), f9=F}—F} |, d=
2,3,..., D and the last optimized capacities ¢’ compose the optimal solution).

It is worth mentioning that the difficulty in solving problems (16) for consecutive d,d = 1,2,..., D
lies in non-convexity of the set C and not in additional (continuous) variables by (d =1,2,..., D)
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and gq; (d,7 =1,2,...,D) nor in (linear) constraints (16¢)-(161).

Remark: The number of steps of the algorithm is equal to the number of demands, i.e., to D.
In each step we fix one (consecutive) value of the MMF vector of bandwidth assignments. In
fact there exists another approach (called the distribution approach, see Section 4.3 of [38]) to
non-convex MMF problems. The complexity of this alternative approach is similar to that of the
above approach. The distribution approach requires that the set of values assumed by the criteria
f1, fo,..., fp is finite, and then the number of steps is equal to the number of distinct values
assumed by the criteria in the optimal vector f°.

5.2. The considered MMF problems

For the numerical studies presented in Section 7 we have selected the following link capacity
models corresponding to different WMN systems described in Section 4:

CEL.. — model (9) with static MCS allocation with the modification described at the end of
Section 4.3 (static allocation with full interference)

cSE. .. — model (9) with static MCS allocation with the modification described at the end of Sec-
tion 4.3 and with constraints (9g)-(91) substituted with (12) (static allocation with simplified
interference)

nylnamic — model (10) with dynamic MCS allocation of Section 4.4 (dynamic allocation with full
interference)

Cinamic — model (10) with dynamic MCS allocation of Section 4.4 and with constraints (10e)-
(10g) substituted with an appropriate version of (12) (dynamic allocation with simplified
interference).

Additionally we will consider modifications of the above models assuming node capacity split
described in Section 4.2. When this option is assumed, we will denote this by adding /NS to the
superscript, for example Cii{ﬁs The resulting MMF optimization problems are then obtained

by substituting C in constraint (14b) of the generic MMF problem (14) by:

Problem SA /FI (Static Allocation with Full Interference): C := CL!

static

Problem DA /FI (Dynamic Allocation with Full Interference): C := CL1

dynamic

Problem SA/FI/NS (Static Allocation with Full Interf. and Node Capacity Split): C := cEI/NS

static

Other MMF problems that correspond to other feasible capacity sets defined previously are ob-
tained analogously. Hence, problems abbreviated with DA /FI/NS, DA/SI, DA/SI/NS, SA/SI and
SA/SI/NS are defined by substituting C in constraint (14b) with C;Zﬁfic, C;memic, nglégfic,
¢S and C31/NS respectively.

static static

5.3. Non-compact formulation and compatible sets generation

Problems of the form (16) solved in Step 1 of the MMF algorithm (Algorithm 1) for the
formulations described at the end of the previous subsection (SA/FI, DA/FI, etc.) are hard
(see Section 7). Fortunately, it is possible to considerably simplify them (especially problems
of the DA type, see below) by using the so called compatible sets [21]. When a single MCS is
assumed, a compatible set (CS) is defined as a subset & of links (£ C &) that can transmit
simultaneously without interfering with each other. In other words, a compatible set is defined
by & ={e €& : Y, =1} for any set of (feasible) link variables Y, e € £ fulfilling (19b)-(19h).
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For the case with multiple MCS, the definition of &; includes not only a subset of links but also
a list of particular MCSs that each link is using. Hence, & = {(e,m) € € x M : y* = 1} where
variables ¢y form a feasible solution for a corresponding problem from Section 4.3 or Section 4.4
with only one time slot, i.e., when |7| =1 and the subscript ¢ is skipped in formulations (9) and
(10).

Let Z be a family of compatible sets. Using Z, we can introduce alternative formulations
of the previously considered MIP problems, i.e., formulations involving time slots ¢ € 7. In
fact, the compatible-set formulations are continuous approximations of the MIP problems, with
continuous variables z; that represent the portion of time T utilizing the transmission scheme
defined by a compatible set i € Z. The compatible-set formulations are non-compact, since |Z|
grows exponentially in the network size. One of advantages of using compatible sets is that there
is no need of treating time slots explicitly, as the optimization task boils down to determining
how many time slots a compatible set should be allocated within the whole cycle T = 7|T| —
this number is simply proportional to Z. This type of approximation has been shown to be very
accurate in [18]. Note that when the length T of the cycle grows, the approximation will approach
an integer optimum.

As an example of a compatible-set formulation, consider the problem solved in the first step of
the MMF algorithm (maximization of a minimal flow) for the simplest WMN system considered
in Section 4.1 defined by the set of constraints (5a)-(5b), (6), (7), and (5d), i.e., for all DA/FI,
and SA/FI with |M| = 1.

max f (17a)
o] Y z=T (17b)
ez
Aa>0] f<fa deD (17¢c)
Ce = ZBeizi ecé& (17d)
i€z
[re > 0] Z fa<ce ee€é (17e)
deQ.
z > 0. (171)

In the above formulation, d € D are the demands (abbreviated d = 1,2,...,D earlier in this
section), and Be; is the rate allocated to link e € £ in compatible set i € Z, i.e., either B or 0,
depending on whether link e is active or not in compatible set ¢. The entities shown within the
brackets denote the dual variables. Note that the non-compactness of formulation (17) is implied
by the exponential number of potential compatible sets.

The dual problem (for the notion of duality see for example [31]) corresponding to the primal
problem (17) with the current list of compatible sets Z reads:

min o7 (18a)
d h=1 (18b)
deD
ZweBei <a iel (18c¢)
ecé
<> e deD (18d)

eEpyq

A, > 0. (18e)

Let o™, 7* be an optimal solution of the dual problem. A compatible set is generated by solving
the following problem.
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max Z 7 Be (19a)

ecé
Y ov.<i vey (19b)
e€s(v)
Y v.=Xx, vey (19¢)
e€st(v)
Zey > Ye+ Xy —1 veV,eel (19d)
Zey < Ye, Zey < Xy veV,ee& (19e)
NYe+ > Pue)Zes < lPa(e)b(e)ye eck (19f)
veV\{a(e)} v
B, = BY, eeé& (19g)
Y, € {0,1} eck. (19h)

Above, B, is the rate allocated to link e in the optimized compatible set, i.e., either B or 0. The
variables and constraints have the same interpretation as in Section 4.1 assuming only one time
slot ¢ (and hence skipping the subscript ¢) as we are looking for a compatible set for an arbitrary
portion of time. If the result of the optimization is greater than o™ then the generated compatible
set defined by {e € £: Y, =1} is added to Z as it may improve the optimal primal solution.

Note that generation of compatible sets for problem DA/FI (based on the link capacity model
(10) from Section 4.4) looks essentially the same. The only difference is that in the compatible set
generation subproblem (19), constraints (19b)-(19g) should be substituted by their counterparts
based on constraints from (10) involving index m.

For problem SA/FI (based on (9) from Section 4.3), the use of compatible sets becomes more
complicated as it requires additional constants an variables to formulate an appropriate (non-
compact) primal problem. Denote by ¢ a binary constant equal to 1 if, and only if, a compatible
set ¢ consists of node v transmitting using MCS m. By 2] denote a binary variable equal to 1 if
node v can use MCS m, and 0 otherwise. Then the problem can be formulated as follows.

max f (20a)

[a] doa=T (20b)
€T

[Bui = 0] ultz; < a'T veEV,meM,icl (20c)

(¢ > 0] Y ar<i vev (20d)
meM

A = 0] f<fa deD (20¢)

Ce = ZBeizi eeé (20f)

€T

[re > 0] > fa<ee ecé (20g)
deQ.

2> 0. (20h)

Formulation (20) extends (17) with two additional constraints (20c) and (20d) that let each node
use only one MCS. The problem dual to (20) reads:
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min o1 + Z Co (21a)

veV

d =1 (21b)
deD

Zﬂ'eBei_Z Z il < @ i€l (21c)
ec& veEY meM

A<D e deD (21d)

ecpq

ZﬂET < v veV,meM (21e)
i€T

A > 0. (21f)

Although formulation (21) looks more complicated than (18), it turns out that compatible sets
are generated in the same way as before, i.e., by solving (19). The reason is that in an optimal
dual solution all variables ) can be made equal to 0.

Solving (20) is much more complicated than solving (17), because it consists of binary variables
and in consequence requires the branch-and-price approach [6, 39]. When at a certain node of the
branch-and-bound tree a variable z]" becomes fixed (to 0 or 1) then all the compatible sets used in
the corresponding branch-and-bound subtree must obey this. This requires invoking a compatible
set generation procedure in each node of the branch-and-bound tree.

It is worth to notice that the compatible set generation problem becomes a lot simpler when
the simplified interference model (SI) is used. In such a case, the generation problem is just a well-
known Maximum Weight Matching extensively studied in the literature. Moreover, it was proved
that the scheduling scheme that solves Maximum Weight Matching can achieve optimal throughput
performance, see [46] for the back-pressure scheme, and [36] for the max weight scheduling,.

Certainly, for further steps of the MMF algorithm from Subsection 5.1, the compatible set
generation problem remains the same. However, since the CS formulations (as (17)) are linear,
a more efficient MMF algorithm specialized for convex MMF problems is applicable. Such an
algorithm is presented in Appendix B.

5.4. Practicability of the models’ solutions

Note that when solving (17) or (20) we obtain a vector z* of optimal periods of time each
compatible set should be used. Then we may split the time z] allocated to each compatible set
i among the time slots. If the number of time slots |7 is large (recall that |T|7 = T'), then
the resulting solution will be an excellent approximation of an exact solution of a corresponding
problem involving time slots as in formulations of Section 4.

First note that the number of non-zero columns in an optimal solution provided by Simplex
cannot be greater than the number of rows, which in case of (17) is |D| + |&] + 1. Assume that
all paths have positive flows f; > 0,d € D, so all the columns corresponding to fg and a column
corresponding to f are non-zero. Thus only |E| of other variables can be greater than zero. It
implies that no more than |€| compatible sets can be used in an optimal solution.

Assume now that the optimal vector z* and the number of time slots | 7| are given. It is easy
to see that in order to obtain a vector £, such that 2; > zF and 2; = 7L, (L non-negative integer),
for all i € Z, we need at most 7|+ |£| — 1 time slots. Analogously, to obtain a vector 2 for a
vector z, such that z; = z:‘%, for all i € Z, we need no more than |7| time slots. Thus
the result provided by the compatible-set approach translated into a given number of time slots

cannot be farther than IgllT_‘ 1. 100% from the optimum.
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6. A heuristic approach to SA /SI

The link capacity optimization space of WMNs, as introduced in Section 4, is described by
a large number of integer variables and is therefore hard to efficiently handle in optimizations.
Therefore, heuristic methods for WMN optimization are in place. In this section we describe
a heuristic sub-optimal method, referred to as LBA (load based algorithm), for optimizing the
MMF throughput in WMN, namely for solving problem SA/SI. LBA is a two phase algorithm.
In the first phase (Subsection 6.1), LBA determines the assignment of MCSs to the links in a
simple way called adaptive modulation and coding (AMC). The resulting MCSs m(e),e € £ and
the corresponding link data rates B™(€) are then used in the second phase (Subsection 6.2) for
calculating the achievable MMF solution for given routing paths (recall that in this paper the
routing paths are fixed, see Subsection 5.1). The LBA approach assumes that the obtained MMF
solution can be achieved in a real WMN by some suitable transmission scheduling protocol.

6.1. Phase 1: adaptive modulation and coding

Certainly, in problem SA/SI (and as matter of fact in SA/FI) assigning fixed MCSs m(e),e € £
to links should be optimized as it not only influences the link data rates B, = B™®) e € £ but
also, through 7”(¢), the admissible SINR ratios (3) (see Table 1). When active, a link which
uses an MCS with a high data rate admits less concurrent transmissions than a link which uses
an MCS with a lower data rate [25]. In effect, providing links that communicate at the highest
possible data rate (although commonly assumed in the literature, see for example [30, 29]) may
not be advantageous since an MCS with a smaller data rate used for link e would decrease the link
rate B, but at the same time would increase the spatial reuse. This tradeoff should definitely be
considered in optimizations. If the use of some link e simultaneously with a link in its neighborhood
becomes possible, this clearly increases the throughput of the end-to-end data flows. Thus, such
a more conservative link rate assignment strategy (i.e., to possibly use MCS smaller than implied
by dyw < d™, see Table 1) can be advantageous for increasing the MMF network throughput [43],
and also for the performance of a random access WMN [44].

Contrary to exact optimization of the MCS assignment which is difficult (as it requires ex-
act solving of SA/SI), fixing reasonable MCSs in advance leads to a significant simplification of
subsequent optimization of the MMF allocation vector. Hence, if this assignment is appropriate
we may expect that it will allow for near-optimal MMF allocation. Pre-selection of appropriate
MCSs for the links as a subproblem of the optimization problem SA/SI was considered in a pre-
vious work [43, 44]. Below we briefly summarize this approach (called AMC) and assume the
computed MCS for the second phase of LDA.

Consider a fixed link e € £ and suppose that the transmissions on all other links in the network
are specified at each time instant t. Let I'c(¢) (see (3)) be the resulting SINR of link e. Then,
an optimal MCS assignment mechanism would clearly select the transmission m(e) at the highest
data rate that still allows to decode the transmitted signals at any time instant ¢ when link e is
active (i.e., To(t) < y™€)). Following [47], define the link rate function B (i.e., a function that
maps the link SINR to the maximum link data rate available through one of m € M) as follows:

B(T.) = ;ne%{Bm ™ < T} (22)

If the link rates are to be statically assigned before a WMN becomes operational, such an AMC
mechanism cannot be used since SINR is time varying (I's = [.(¢), see (3)) and not predictable
in advance. In contrast, the SNR coefficient (I, = w, see (2)) is a constant (depends on the
constant path gain only). Therefore, we alternatively could use the link SNR for assigning data

rates (MCS) to links through the equation.
B, = B(T). (23)

Clearly, (23) results in link data rates which are larger or equal to those computed by (22).
For a more conservative link rate assignment, i.e., a more robust MCS choice which enables a
receiver to successfully decode a transmission despite a certain amount of interference, we use the
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link SNR together with the so called interference buffer AT'.. This quantity can be interpreted as
a safety margin to account for a certain amount of interference which realistically decreases the
link rate. An interference buffer for link e € £ guaranteeing the successful transmission on the
link in the presence of interference would formally be given by

T (t
AT', = max ( )
o<t<T I

(24)

A conservative link rate assignment strategy using the interference buffer consists in replacing (23)
by

!
B. = %%{Bm M < A—lfe}
Using this function for link rate assignment would hence allow to transmit successfully in the
presence of a number of interfering nodes (using any AT, > 1 would increase the likelihood of suc-
cessful transmission with respect to (23)). Still, as AT'. depends on the time-varying interference,
it is not known in advance and the values of AT, e € £ (equivalently, assignment of MCSs to links)
should in fact be optimized (with the MIP techniques applied to models of Section 5). However, a
simplified assignment of MCS to links achieved through specifying a suitable fixed AT, > 1,e € £
would greatly simplify the subsequent optimization process, in effect transforming a multi-MCS
problem SA/SI to its single MCS counterpart (the only difference would be that the fixed link rate
values B, would in general be different for different links). Our previous results [43, 44] indicate
the usefulness of using a small interference buffer for the link rate assignment for all links, and
hence this is the solution we use in LBA.

(25)

6.2. Phase 2: max-min fair throughput computation

In this subsection we present two algorithms of the LBA method for computing a MMF flow
solution in the case when a selected single MCS m/(e) is already fixed to each link e € £ (which
means that also the data rate of each link link is fixed to B, = B™()). This assignment is done
heuristically by means of the simple AMC method described in the previous subsection. The
two algorithms are referred to as nominal load based algorithm (NLBA), and effective load based
algorithm (ELBA). Both NLBA and ELBA assume the simplified interference model described in
Section 4.5.

For the load computation, NLBA uses the notion of a collision domain [13, 43]. A collision
domain F, of link e € £ consists of the link e itself and all links g € £ such that transmission on
g disturbs transmission on e or vice versa. Formally:

Pageybe) Poioy(e)
Fe={etu{gel\{e}: ——m—— < ,ym(e) VvV — PRI~ f},m(g) . 2%
{e} U{ \e}: & T Puon R } (26)

For the same purpose, ELBA uses the notion of a mazimal clique in the contention graph
G¢ = (£,K). The vertices of G® are the links e € £ between the mesh nodes (eventually after
discarding the links not used in the routing paths). An edge k € K between two links e, g € £
exists if, and only if, the two links are contending, i.e., cannot be used in parallel [27]. We define
Q as the set of all maximal cliques in G¢. In each clique C € Q one link may be used at any time
instant.

As an example consider the collision domain Fy3 of link e = 43 in the example shown in Fig-
ure la. For the sake of simplicity, we consider only the links which are used for routing purposes
and discard the rest. Consequently, assuming that we are to establish the flow from gateway 1
to node 2, and the flows from gateway 5 to nodes 3 and 4, we consider only links 12, 54, and
43 (depicted by solid lines), and discard links 23, 32, 21, 34 and 45 as they are not used for
routing purposes. Assuming a realistic interference scenario, the collision domain of link 43 is
Fus = {43,54,12}.

The contention graph for the topology of Figure 1a is shown in Figure 1b. The corresponding
set of maximal cliques is given by Q = {{12,43}, {43,54}}.

21



1,2 413 5’4
9 .............. 9 e . . .

(a) Network topology (b) Contention graph

Figure 1: Exemplary network topology and corresponding contention graph

The main (and virtually only) difference between the two algorithms is that NLBA uses the
notion of the nominal load related to collision domains: L;‘EZS, e € £, while ELBA — the notion of

effective load related to maximal cliques: sz f ,C € Q. These entities are defined as follows:

T
LY = =——— eeé (27a)
2 Zee]:(e) i
L CeQ 27b
c - Z Ne €3 ( )
e€C B,
In (27), ne denotes the number of routes traversing link e, i.e., |Qce)|. Note that when B, is the
; nom _ __TB eff _ _TB
same (and equal to B) for all links, then L3 = S and L, = S

NLBA assumes that only one link in a collision domain can be active at a given time instant
while ELBA assumes this for a maximal clique. In either case the maximal flow that can equally
be assigned to the network routes (the smallest value in the MMF allocation vector) is given by

nom __ in [,nom eff: : Leff. 2

f min LE™,  f min L¢ (28)

We illustrate the difference again with the help of Figure 1a assuming that all links have the data

rate equal to B. The minimum in the left hand side of (28) is achieved for Fy3 with 3 .z ne =4

(flow 3 induces transmissions on two links and flows 4 and 2 induce transmission on one link
TB

each). This results in the nominal load of L% = == and hence in the first step of MMF we

get fypom = fpom — fnom — TR Analogously the minimum of the right hand side of (28) is

achieved for C = {43,54} with szf = LB (3. .cne = 3) and hence JEIT = peld — et — iTB.

Having computed the values in (28) we assign the resulting flows to all routes in the network.
We fix the corresponding values in the MMF vector for all the routes traversing the selected
bottleneck collision domain (NLBA) or clique (ELBA). Then we delete these routes from the
network and reduce the link data rates accordingly (B, := B, — f™°™n, or B, := B, — f¢//n,).
After that we repeat the procedure to increase the flows on the remaining routes to get the next
value in the MMF vector, and so on. This procedure is a variant of the so called water-filling
algorithm (see [16, 35, 39]).

In general, the nominal load (computed for a collision domain of link e) is smaller than or
equal to the effective load (of a maximal clique containing the link), as the latter accounts for the
possibility that two links in a collision domain can be used in parallel. In the example topology
of Figure 1la, transmissions on links 12 and 54 cannot take place simultaneously with transmission
on link 43, but they can take place in parallel to each other. The transmission from 4 to 3 could
thus be scheduled for % of the time. For % of the time, transmissions on 12 and on 54 can take
place in parallel. Transmission on link 54 is split equally to the flow from 5 to 4 and to the flow
from 5 to 3. In effect, the final MMF allocation computed with ELBA is fgff = fff = 1B and

5 1= %B while with NLBA it does not change after the first step.

An algorithm based on the effective LBA concept was proposed in [13]. However, it is correct
(i.e., gives an optimal MMF vector for a fixed MCS allocation) only for the case of a tree-type
mesh network with just one Internet gateway, as [13] does not show how to correctly compute the
effective load for a general mesh network. Such a correct computation is given in [45] (based on
ideas from [27]) resulting in the method ELBA described above.

To conclude, for fixed m(e),e € M, NLBA is a sub-optimal heuristic method for computing
optimal MMF flow allocations while ELBA, as discussed in [45] is exact. This in particular means
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that ELBA is an exact method for SA/SI when |[M| = 1. Still, in general computing maximal
cliques is an N'P-complete problem what may become an issue for large networks. As already
mentioned, both NLBA and ELBA assume an idealistic channel access scheme guaranteeing a
specific scheduling of channel access to each node that would realize the calculated MMF flow.

7. Numerical study

In this section we present a numerical study illustrating computational efficiency of the opti-
mization models discussed in the previous sections and traffic efficiency (in terms of the resulting
MMEF vector of flows allocated to demands) of various variants of the WMN systems.

The reported results were obtained from the LP and MIP models implemented using Visual
C++ under Windows XP, and executed on a single core Intel 2.4 GHz CPU with 3.92 GB RAM
using the CPLEX 12.1 LP/MIP solver [28]. The heuristics as well as the algorithms NLBA and
ELBA were implemented in MATLAB under Windows XP and executed on a dual core Intel 3.16
GHz CPU with 3.72 GB RAM.

In the numerical results we concentrate on four main problems, namely DA /FI, DA /SI, SA/FI,
and SA/SI. We solve them using two approaches:

TS — time slot approach that considers time as a discrete resource and takes into account a notion
of time slots; the approach is based on the MIP models of Section 4.

CS — compatible-set approach that considers time as a continuous resource and does not take
into account a notion of time slots; the approach, based on column generation, is described
in Subsection 5.3.

We compare running times of the algorithms and the resulting MMF vectors. Moreover, we
investigate the impact of the number of possible MCSs on the results, and (in case of TS) the
impact of the assumed number of time slots. We also compare the optimal MMF vector with the
results provided by the LBA heuristics. Finally, we show how introducing NS (node capacity split)
influences the optimal MMF vector and the running time of TS.

7.1. Example networks

Different variants of the MMF optimization problems (see Subsection 5.2) were solved for a
number of randomly generated example topologies shown in Figure 2. Each of those topologies
was generated using a grid with length d, of n, X n, points where each of the grid points is chosen
to be a mesh router or a mesh gateway with probability p, and p, respectively. This methodology,
based on a binomial point process on a grid, guarantees the topologies that are likely to occur in
reality (it is common that there is a certain minimal distance between the mesh nodes). As the
topological characteristics may strongly influence the performance of WMN and of our algorithms,
we generate sparse and dense topologies in a square with length 750 and 1050 m, respectively. For
the sparse topologies shown in Figures 2a-2d, the parameters d, = 25 m, n; = n, = 30 m and the
probabilities p, = 0.02 and p; = 0.003 are used. The dense topologies depicted in Figures 2e-2f,
are created with d, = 30 m, n, = ny = 30 m and the probabilities p, = 0.04 and p, = 0.006.

In Figure 2, mesh routers are represented by circles and mesh gateways by squares. The routing
topology is created by a routing protocol abstracts a sophisticated mesh routing protocol that was
used in [43]. Paths rooted in the gateways are established by iteratively connecting the neighbor
which is reachable with the highest link rate. Routing links are depicted by solid lines, all other
links e € £ are depicted by dotted lines. For LBA, MCS assignment (shown in the figure) is done
by means of AMC discussed in Subsection 6.1 using AI' = 1, i.e., each link e uses the highest
feasible link rate given the SNR between its end points. The resulting link rates are represented
by colors which are summarized by the legend shown in Figure 2a.
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Figure 2: Tested networks.

24



Table 2: Running times

TS CS
network DA SA DA SA

name | V] | €] | FI ST FI ST FI | SI | FI ST

Netl 12 | 10 | 3mb0s <ls 3s 7s <1s <ls 7s <1s

Net2 16 | 13 3h* 58s 1h13m 17s <1s <ls | 2m48s | 1ml2s

Net3 21 | 17 3h* 5s 3h* 10s 7s 6s | 19m59s | 7m20s

Net4d 25 | 23 3h* 3s 3h* 30s 13s 11s 3h* 3h*
Densel | 32 | 29 3h* 11m28s 3h* 39m33s | 4m4ls | 35s 3h* 3h*
Dense2 | 42 | 34 3h* 3h* 3h* 48mb53s | 23mls | 56s 3h* 3h*

Table 3: Maximal minimum flow

TS CS
network DA SA DA SA

name V| | €] | FI SI FI SI FI SI FI SI
Netl 12 | 10 | 0.6 | 0.6 0.6 0.6 | 0.75]0.76 | 0.73 | 0.73 (0.66)
Net2 16 | 13 | 1.2* 1.2 1.2 1.2 1.62 | 1.65 1.5 1.5 (1.2)
Net3 21 17 | 1.2% 1.2 0.9%* 1.2 1.32 | 144 | 1.26 1.41 (1.19)

Net4 25 | 23 [ 0.0% | 0.15 | 0.15% | 0.15 | 0.22 | 0.23 | 0.21* | 0.22* (0.22)
Densel | 32 | 29 | 0.0* | 0.6 | 0.0* | 0.6 | 0.92 | 0.99 | 0.72* | 0.74* (0.80)
Dense2 | 42 | 34 | 0.0% | 1.2* | 0.0* 1.2 | 1.57 | 1.70 | 1.25% | 1.26* (1.44)

7.2. Computational efficiency

Below we discuss the running times obtained for different variants of the MMF problems. In
Table 2, running times of algorithms maximizing the minimum flow in the presented models are
shown. The first three columns of the table describe tested networks and contain: network name,
number of nodes, and number of links. Remaining eight columns contain running times of the
appropriate algorithms solving the four considered problems (DA /FI, DA/SI, SA/FI, and SA/SI),
all approached with both TS and CS. Note that some results are marked with an asterisk. Those
are the cases that were not solved within a time limit of three hours.

In the considered cases, all eight MCSs were available, and the number of time slots | 7| for
TS was set to ten.

The obtained results confirms the difficulty of the FI cases, thus justifying introducing the
simplified interference model (SI). They also show that CS is in general superior to TS in terms of
the running time. An interesting observation regarding this fact is that the SA cases seem to be
much more difficult than the DA cases for CS. The reason is that they require a branch-and-price
algorithm, while for TS a branch-and-cut algorithm is sufficient (note that we were able to use a
commercial B&C solver).

The time required for computing the MMF solution for the LBA heuristics for all the considered
topologies was in the worst case equal to 90 seconds, and in most cases much smaller. Thus the
running time for the heuristics is not explicitly given in the following.

7.8. Traffic efficiency

In Table 3, the minimum flow for each case considered in Table 2 is presented. Note that for
SA/SI solved using CS the results are presented in the following way: a (b), where a is a result
returned by the exact method, while b is the best result provided by the heuristic methods of
Section 6. As before, the cases that were not solved within a 3 hour time limit are marked with
an asterisk.

As expected, the results obtained by CS are better than the results obtained by TS. This fact
is self-explanatory. Another fact that might have been considered obvious is that results for SI
should have been better than those for FI. It is usually the case. However, when TS was taken
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Table 4: Impact of the number of available MCSs

# MCSs 1 2 3 4 5 6 7 8
time 1s 18 14s 26s 28s 1m3ds 2mds 3mb0s
result 03 045 06 06 0.6 0.6 0.6 0.6

Table 5: Impact of the number of available time slots

# time slots | 3 4 5 6 7 8 9 10 11 12
time 1s 1s 6s 8  43s  40s 48 3mb0s 4m23s 5m22s
result 00 025 04 05 051 06 0.67 0.6 0.55 0.6

into account, simplifying the interference model was sometimes the only way to obtain a non-zero
feasible result. Thus, due to the inability to solve big problem instances for FI models by MIP
solvers, results provided for SI models sound like a good alternative. Note that results found
by the heuristic method are better than the result found by the exact methods for Densel and
Dense2. The reason is that the exact algorithm timed out, thus the solution it returned is not
optimal.

In Table 4, the impact of the number of available MCSs on the minimum flow and the running
time is shown. The impact has been measured for Netl network, DA/FI problem, solved using
TS with ten time slots. The MCSs were taken from Table 1 in the order presented there, i.e., if
one MCS is available then it is the first one from the table, if two are available then they are the
first two ones from the table, and so on.

As expected both running time of the algorithm and the minimum flow increase with the
number of available MCSs. An interesting observation is that while the increase in time grows
with the number of MCSs, the minimum flow rises significantly only in the beginning and seems
to converge when bigger numbers of MCSs are available. The reason is that MCSs with higher
required SINR can be used rarely in a network, thus their impact on the final result is limited.
Note that in many cases an MCS with a high SINR cannot be used at all not because of the
interferences but solely because of the noise. This fact highlights the importance of the choice of
the number of available MCSs.

In Table 5, the impact of the number of time slots |7 | on the results and the running time is
presented. The conditions are like in the previous case, i.e., network Netl, DA /FI problem, solved
using T'S. Note that in this case the number of available time slots is changing from 3 to 12. The
number of available MCSs is constant and equal to 8. In the first row of the table the number of
available time slots is presented. The next row contains running times of the algorithm solving
the considered instances of the problem, while in the last row the minimum flows obtained while
solving the problems are shown.

Note that increasing the number of time slots does not always result in the increase of the
minimum flow. The reason is that the increased number of time slots decrease T (assuming
constant T) and this may limit the amount of data transmitted in crucial time slots. Obviously,

adding the n*1 time slot cannot deteriorate the result by more than 1/n.

In Table 6, the time needed to solve each MMF step to optimality is presented together with
the obtained optimal result and results returned by heuristic methods presented in Section 6. In
this case Net2 network was used, and SA/SI case was solved using CS. In order to solve the full
MMF problem, the algorithm of Section 5 was employed.

In the first row of the table the number of the considered step of the algorithm, i.e., d in
Algorithm 1, is shown. The next row presents the time needed to solve the step of the first row to
optimality. The following three rows contain results returned by the three considered algorithms,
i.e., exact algorithm of Section 5.2, and two heuristic approaches (ELBA, NLBA) of Section 6.
The results should be read as follows. The first column contains the minimum flow, the second
column contains the second minimum flow, etc. The results show that the heuristics do not
provide optimal solutions. Thus, as far as it is possible with respect to the running time, the exact
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Table 6: Results for algorithms providing the full MMF vector

MMF step 1 2 3 4 5 6 7 8 9 10 11 12 13
time 72s 5bs 5bs H9s H9s 65s  Tls 35s 10s 3s 3s 1s 1s
optimal 1.5 15 15 15 15 15 1.5 2.4 2.4 2.4 27 794 794
ELBA 1.2 12 12 12 12 1.2 1.2 258 258 258 258 849 849
NLBA 09 09 09 09 09 09 233 327 327 327 327 947 947

Table 7: Impact of the node split

without NS with NS
name time result time result
Netl <ls 0.6 38s 0.7
Net2 58s 1.2 1h6m 1.35
Net3 58 1.2 3h* 1.2
Net4d 3s 0.15 | 12mb0s | 0.15
Densel | 11m28s 0.6 3h* 0.6
Dense2 3h* 1.2 3h* 1.2

approach should be used in order to solve the problem. Note that the time needed to solved the
consecutive steps of Algorithm 1 decreases. The reason is that the feasible region is continuously
diminished by adding constraints (16d), (16e), and a constraint resulting from (16a) after each
step of the algorithm.

In Table 7, the impact of NS on the results and the time is presented. In this case all the
networks from Table 2 were used, and DA /SI/NS case was solved using TS with ten available time
slots. Note that the NS case cannot be solved with the form of CS described in Subsection 5.3.

It is clearly visible in the table that NS adds difficulty to the problem. The algorithm solving
the problem reached a 3-hour time limit in three test cases out of six for the case with NS, while
it reached the time limit only once for the case without NS. On the other hand, in two test cases
the result provided for NS were significantly better (> 10%) that the corresponding results for the
case without NS.

7.4. Practical hints on problem solving

The difficulty of the considered problems lays in the presence of a significant number of binary
variables in the formulations. Usually it is possible to reduce their number, as the integrity of some
of them is implied by the integrity of others. Fortunately, in the considered cases the integrity of
all binary variables is imposed by the integrity of link variables, i.e., Yo, Y7, Ye in case of the
column generation, and y.* in SA case solved using CS. Thus, the integrity of all other variables,
ie., Xy, )y, 27", and zeyt, can be relaxed.

The branch-and-price approach for solving (20) was implemented in C++. The branch-and-
price tree was traversed using the depth-first search (DFS) algorithm. The order of links in DFS

was with respect to the priority, which for link e was computed as:

Z Pva(e) + va(e)-

veY

Each node of the tree, together with a procedure generating interesting compatible sets, was solved
using CPLEX.

7.5. Summary of the numerical study

In this section a numerical study illustrating computational efficiency of the optimization mod-
els discussed in the previous sections and traffic efficiency (in terms of the resulting MMF vector
of flows allocated to demands) of various variants of the WMN systems has been presented.
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We have concentrated on four problems: DA/FI, DA/SI, SA/FI, and SA/SI. The problems
have been solved using two approaches: TS and CS. Running times of the algorithms and the
quality of the obtained MMF vectors have been compared, showing that CS outperforms TS in
both running time and the quality of the solution. Also, the impact of the number of possible
MCSs on the results, and (in case of TS) the impact of the number of available time slots has
been discussed.

We also compared the optimal MMF vector to results provided by our heuristic approaches.
The results clearly show that there is a space for improvements in this field, and the gap should
be filled by more efficient heuristic methods that are able to optimize the link rate assignment and
the time of usage of each link in some kind of an interlacing way.

Finally, we showed how introducing NS influences the optimal MMF vector and the running
time of T'S. Our results confirm that NS can be desirable from the point of view of the objective
function, at least for a small number of time slots (we can expect that the gain from NS will
gradually disappear with increasing |7]). However, introducing NS significantly increases the
running times.

8. Conclusion

The paper is devoted to WMN modeling using mixed-integer programming (MIP) formulations
that allow to precisely characterize the link data rate capacity space and transmission scheduling
within time slots. Such MIP models have been formulated for several cases of the modulation and
coding schemes (MCS) assignment. On top of that we have presented a general way of solving the
MMF traffic objective for WMN and use it for the formulated capacity models. This is a novel
feature of the paper. We have discussed several ways of solving the considered MMF problems
(compact MIP formulations based on time slots, non-compact LP/MIP formulations based on
compatible sets, heuristic methods). We have made an extensive numerical study that illustrates
the running time efficiency of the different solution approaches, and the influence of the MCS
selection options (static, dynamic, node capacity split) and the number of time slots on the traffic
performance of a WMN.

As for the running times, a general conclusion is that the exact approaches (especially those
based on generation of compatible sets) are quite effective and can be applied even to network
examples of realistic sizes (especially when combined with the simplified interference model). When
the exact approach fails, the heuristics (for static MCS allocation) can be used since in practice
they indicate short running times. Still, the heuristics tend to underestimate the MMF vector and
need some improvement of the first phase (allocation of MCSs to links).

As for the traffic performance, dynamic MCS allocation (DA) seems to be only slightly better
than static allocation (SA). Adding the node capacity split feature increases the traffic performance
(for small number of time slots) but on the expense of increased running times. We have also
investigated the influence of the number of MCS and the number of time slots on the MMF
vector. It seems that limiting the number of MCS and time slots is acceptable. We obtained
the same results for the case with three MCSs and the case with eight MCSs. What is more,
the result for nine time slots was only 10% away from the theoretical maximum obtained for an
infinite number of time slots (the case equivalent to CS).

Basically, the presented approach assumes (abstract) time slots and provides the transmission
plan for each slot. In practice, the calculated schedule should somehow be realized in a network.
One such solution would be to implement a centrally preplanned transmission scheduling by means
of TDMA. This aspect, however, has not been studied in the paper — it needs a considerable effort
in terms of further research, This in particular concerns our heuristics, as they do not even use
the notion of a time slot. Another direction of further research is improvement of the MIP models
formulated in Section 4 to make them applicable to larger network instances. This can be achieved
by introducing additional cuts and other means of integer programming. Finally, improving the
first phase of the heuristics is an important research issue.
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Appendix A. Derivation of formulation (15)

Consider a fixed, given (criteria) vector f = (f1, f2,..., fp) € R™. Let [f] = ([f]1, [fl2,-- -, [f]p)
denote the version of f sorted in the non-decreasing order and let the cumulated optimization cri-
teria vector F' = (f1, f2,..., fp) be defined by Fy = [f]l1 + [fle+ ...+ [fla, d=1,2,...,D. We
will show that each such cumulated criterion Fy (for a fixed d, 1 < d < D) can be expressed as
the solution of a linear programming problem in continuous variables b and g;,j = 1,2,..., D (see
Section 4.2 of [38] and the references therein):

D
F; = max {db— Zgj} (A.1a)
j=1
b< fj+gj j=12,...,D (A.1b)
9; >0 j=1,2,...,D. (A.1c)

The fact that the optimal objective (A.la) does indeed express the sum of the d smallest elements
of f can be verified intuitively. The formal proof is as follows.
Consider the following binary minimization problem:

D
z = min Z fiu; (A.2a)
j=1
D
> uy=d (A.2D)
j=1
u; € {0,1} j=1,2,...,D. (A.2¢)

The minimal objective 2 defined in (A.2a) is equal to F,; because according to (A.2b) each feasible
vector of variables v contains exactly d entries u; equal to 1, and in the optimal solution u*, the
entries u? = 1 will correspond to the first d smallest entries in vector f.

Moreover, we can relax the binarity of the variables and solve the corresponding linear program

in continuous u with constraint 0 <wu; <1, j =1,2,..., D instead of (A.2c):
D
min ijuj (A.3a)
j=1
D
[b] > uy=d (A.3D)
j=1
[g;>0] u; <1 j=1,2,....D (A.3¢)
u; >0 i=12,...,D. (A.3d)

The quantities in brackets are the dual variables corresponding to the constraints. It is now a
straightforward exercise to see that the problem dual to (A.3) is exactly the problem formulated
in (A.1).

Appendix B. MMF algorithm for the CS formulations

Algorithm 2 (Algorithm for problem (17))

Input: A procedure for generating compatible sets.
Output: MMF solution fO = (0, f9,..., f%) and corresponding optimal capacities c°.

Step 0: Set B =0 (the set of blocking demands).
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Step 1: Solve (through CS generation) the linear program:

max F (B.1a)
F < fa deD\B (B.1b)
fa= 14 deB (B.1c)
> =T (B.1d)
i€

Ce = Z B.;z; eef (B.1le)

i€

Y fa<ee eeé (B.1f)
deQ.

z2>0 (B.1g)

(where D = {1,2,...,D}).

Step 2: Denote the resulting optimal objective by F© and the optimal values of dual variables
corresponding to (B.1b) by A\, d € D\ B.
Put f9=F° de{deD\B: \j>0}and B:=BU{deD\B: \)>0}.

Step 3: If B & D come back to Step 1. Otherwise, stop: fO = (f2, f9,..., f%) and the last
optimized capacities ¢¥ compose the optimal solution.

The correctness of Algorithm 2 follows from the convexity of problem (B.1), non-negativity of Ay
(d € D\ B), the dual constraint »_ dep\s Ad = 1, and the complementary slackness property. For
details the reader is referred to Chapter 8 in [39] (see also [35, 38]).
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