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1. As is well known $[2 ; 4 ; 11]\left({ }^{1}\right)$, we have the following theorem.

Theorem A. If an n-dimensional Riemannian space admits a group of motions of the maximum order $n(n+1) / 2$, then, the space is of constant curvature.

Thus, it might be interesting to ask whether an $n$-dimensional Riemannian space can admit complete groups of motions of order $n(n+1) / 2-1$, $n(n+1) / 2-2, \cdots$ or not, and if so, then what the structure of the corresponding space is.

In this connection, we have a very suggestive theorem due to $G$. Fubini [4, p. 229; 5]:

Theorem B. An $n$-dimensional Riemannian space for $n>2$ cannot admit a complete group of motions of order $n(n+1) / 2-1$.

On the other hand, it was an open problem to determine the $n$-dimensional Finslerian space which admits a group of motions of the maximum order $n(n+1) / 2$. Recently, H. C. Wang [8] gave the answer to this problem by proving the following beautiful theorem.

Theorem C. If an $n$-dimensional Finslerian :bace for $n>2, n \neq 4$, admits a group of motions of order greater than $n(n-1) / 2+1$, then the space is Riemannian and of constant curvature ${ }^{(2}$ ).

To prove this theorem, Wang used, among others, the first of the following theorems due to D. Montgomery and H. Samelson [6].

Theorem D. In an $n$-dimensional Euclidean space for $n \neq 4$, there exists no proper subgroup of the rotation group of order greater than $(n-1)(n-2) / 2$.

Theorem E. In an $n$-dimensional Euclidean space for $n \neq 4, n \neq 8$, any subgroup of the rotation group of order $(n-1)(n-2) / 2$ fixes one and only one direction.

Wang's Theorem C not only generalizes Theorem A, but also gives the following interesting

[^0]Theorem F. Ann-dimensional Riemannian space for $n>2, n \neq 4$, which is not of constant curvature cannot admit a group of motions of order greater than $n(n-1) / 2+1$.

On the other hand, by studying the integrability conditions of the socalled Killing equations, I. P. Egorov [3] has proved recently the following two theorems.

Theorem G. The maximum order of the complete groups of motions in $n$-dimensional Riemannian spaces which are not Einstein spaces is $n(n-1) / 2$ +1 .

Theorem H. The order of complete groups of motions of those $n$-dimensional Riemannian spaces which are different from spaces of constant curvature is not larger than $n(n-1) / 2+2$.

According to Theorem C , if an $n$-dimensional Riemannian space for $n>2$, $n \neq 4$, admits a group of motions $G_{r}$ of order $r>n(n-1) / 2+1$, then the space is of constant curvature. The largest group of motions in a space of constant curvature being of order $n(n+1) / 2$, if we denote it by $G$, then $G_{r}$ must be a subgroup of $G$.

But, as will be seen in the next section, by exactly the same method as that used by Wang to prove Theorem C , we can prove that the group $G_{r}$ coincides with the largest group $G$, that is to say:

Theorem I. In an n-dimensional Riemannian space for $n \neq 4$, there exists no group of motions of order $r$ such that

$$
\frac{1}{2} n(n+1)>r>\frac{1}{2} n(n-1)+1
$$

Thus, it might not be useless to study the $n$-dimensional Riemannian spaces which admit a group of motions of order $n(n-1) / 2+1$. This is the main purpose of the present paper, in which Theorem $E$ plays an important rôle. The main result appears in the last Theorem 9.
2. We begin with a sketch of the proof of Theorem I. We consider an $n$ dimensional Riemannian space $V_{n}$ with positive definite fundamental metric form $d s^{2}=g_{j k}(x) d x^{i} d x^{k}(i, j, k, l, m=1,2, \cdots, n)$ and assume that the space $V_{n}$ admits a continuous group $G_{r}$ of motions of order $r>n(n-1) / 2+1$.

We take an arbitrary point $P_{0}\left(x_{0}^{3}\right)$ in the space $V_{n}$ and consider all the motions of $G_{r}$ leaving this point $P_{0}$ fixed. These motions constitute a subgroup $G\left(P_{0}\right)$ of $G_{r}$ consisting of the motions:

$$
\begin{equation*}
T_{\alpha}: \quad \bar{x}^{i}=f^{i}(x ; \alpha) \tag{1}
\end{equation*}
$$

with the property

$$
x_{0}^{i}=f^{i}\left(x_{0} ; \alpha\right),
$$

$\alpha$ being $r_{0} \geqq r-n$ essential parameters [4, pp. 64-65]. The subgroup $G\left(P_{0}\right)$ is called a subgroup of stability of $G_{r}$ at the point $P_{0}$.

To each transformation $T_{\alpha}$ of $G\left(P_{0}\right)$ corresponds a linear transformation $S_{\alpha}$ defined by

$$
\begin{equation*}
S_{\alpha}: \quad d \bar{x}^{i}=\frac{\partial f^{i}\left(x_{0} ; \alpha\right)}{\partial x_{n}^{j}} d x^{j} . \tag{2}
\end{equation*}
$$

It is easily seen that if $T_{\alpha} \rightarrow S_{\alpha}$ and $T_{\alpha^{\prime}} \rightarrow S_{\alpha^{\prime}}$, then $T_{\alpha} T_{\alpha^{\prime}} \rightarrow S_{\alpha} S_{\alpha^{\prime}}$, where $T_{\alpha} T_{\alpha^{\prime}}$ is a product of two transformations while $S_{\alpha} S_{\alpha^{\prime}}$ is a product of two matrices.

Thus, all the $S^{\prime}$ s forming a linear group $L\left(P_{0}\right)$, it is readily proved [8] that the correspondence $T_{\alpha} \rightarrow S_{\alpha}$ is an isomorphism between $G\left(P_{0}\right)$ and $L\left(P_{0}\right)$ in the sense of topological groups, and consequently that $G\left(P_{0}\right)$ and $L\left(P_{0}\right)$ are of the same order.

The group $G\left(P_{0}\right)$ being a group of motions fixing the point $P_{0}$ in an $n$-dimensional Riemannian space, the group $L\left(P_{0}\right)$ is a rotation group in an $n$-dimensional Euclidean space.

On the other hand, we know that the order $r_{0}$ of $G\left(P_{0}\right)$ or of $L\left(P_{0}\right)$ satisfies the inequality

$$
r_{0} \geqq r-n .
$$

But, we are assuming that

$$
r>\frac{1}{2} n(n-1)+1,
$$

and consequently we have

$$
r_{0}>\frac{1}{2} n(n-1)+1-n=\frac{1}{2}(n-1)(n-2) .
$$

Thus, from Theorem D, we must have, for $n \neq 4$,

$$
r_{0}=\frac{1}{2} n(n-1),
$$

and consequently the group $L\left(P_{0}\right)$ coincides with rotation group $O(n)$. Thus, $G\left(P_{0}\right)$ contains a motion which carries any given direction at $P_{0}$ into any given direction at $P_{0}$. We note here that, in the above discussion, the point $P_{0}$ was an arbitrary point.

Now, we take two arbitrary points $P_{1}$ and $P_{2}$ in $V_{n}$ such that they are sufficiently near to each other and consequently they can be joined by a geodesic. We consider a midpoint $M$ of this geodesic segment and a direction at $M$ tangent to this geodesic. Then, in the group of stability $G(M)$, there exists a motion which changes the direction of this tangent into the op-
posite direction. Since a motion does not change the length of a curve and carries a geodesic into a geodesic, this motion carries $P_{1}$ into $P_{2}$.

If there are given two arbitrary points $A$ and $B$ in $V_{n}$, then we join these points by a curve, and choose a series of points on it $P_{1}, P_{2}, \cdots, P_{N}$ in such a way that $A$ and $P_{1}, P_{1}$ and $P_{2}, P_{2}$ and $P_{3}, \cdots, P_{N-1}$ and $P_{N}, P_{N}$ and $B$ can be joined by geodesics. If we denote the midpoints of the geodesic segments $A P_{1}, P_{1} P_{2}, P_{2} P_{3}, \cdots, P_{N-1} P_{N}, P_{N} B$ by $M_{0}, M_{1}, \cdots, M_{N}$ respectively, then, applying suitable motions belonging to $G\left(M_{0}\right), G\left(M_{1}\right), \cdots, G\left(M_{N}\right)$ successively, we can carry the point $A$ into the point $B$. The points $A$ and $B$ being any points in $V_{n}$, this means that our group $G_{r}$ is transitive and consequently that

$$
r=r_{0}+n=n(n+1) / 2
$$

Thus, Theorem I is proved.
3. Next, we assume that the space $V_{n}$ admits a continuous group $G_{r}$ of motions of order $r=n(n-1) / 2+1$.

If we denote $r$ infinitesimal operators of the group $G_{r}$ by

$$
X_{A} f=\xi_{A}^{i}(x) \frac{\partial f}{\partial x^{i}} \quad(A=1,2, \cdots, r)
$$

and the rank of the matrix $\left(\xi_{A}^{d}\left(x_{0}\right)\right)$ at a point $P_{0}\left(x_{0}^{4}\right)$ by $q_{0}$, then $n \geqq q_{0}$, and the subgroup $G\left(P_{0}\right)$ of stability at $P_{0}$ is of order [4, p. 65]

$$
r-q_{0}=\frac{1}{2} n(n-1)+1-q_{0}
$$

Now, suppose that $n>q_{0}$, then we have

$$
r-q_{0}>\frac{1}{2} n(n-1)+1-n=\frac{1}{2}(n-1)(n-2) .
$$

Thus, the subgroup $G\left(P_{0}\right)$ of stability at $P_{0}$, and consequently the corresponding rotation group $L\left(P_{0}\right)$, is of order greater than $(n-1)(n-2) / 2$. Thus, from Theorem D , we conclude that, for $n \neq 4$, the rotation group $L\left(P_{0}\right)$ coincides with $O(n)$.

Thus, if we denote the generic rank of the matrix $\left(\xi_{A}(x)\right)$ by $q$ and assume that $n>q$, then our Riemannian space admits free mobility around any point of the space, and, consequently, our group becoming transitive (see, for example, [2]), we have $n=q$, which contradicts our assumption.

Thus, we must have $n=q$ and consequently:
Theorem 1. If an $n$-dimensional Riemannian space for $n \neq 4$ admits a group of motions of order $n(n-1) / 2+1$, then the group is transitive.

In the following, since we need always Theorem $E$, we assume hereafter
that $n \neq 4, n \neq 8$.
If we suppose that our $V_{n}$ admits a group $G_{r}$ of motions of order $r=n(n-1) / 2+1$, and if we fix a point $P_{0}$ in $V_{n}$, then the above mentioned rotation group $L\left(P_{0}\right)$ is of order $(n-1)(n-2) / 2$, and consequently, by Theorem E , it consists of all rotations around a fixed direction. Thus, with every point $P$ of the space $V_{n}$, there is attached one and only one direction which is left invariant under the subgroup $G(P)$ of stability at the point $P$. We shall denote this direction by $\xi(P)$.

Now, we take two arbitrary points $P$ and $Q$ in our Riemannian space. Since the group $G_{r}$ of motions is transitive, there exists a motion $T$ carrying the point $P$ into the point $Q$. If we denote an arbitrary motion fixing the point $Q$ by $T_{Q}$, then the motion $T^{-1} T_{Q} T$ fixes the point $P$. Thus, applying $T^{-1} T_{Q} T$ to the direction $\xi(P)$, we obtain

$$
T^{-1} T_{Q} T \xi(P)=\xi(P)
$$

$\xi(P)$ being invariant under $T^{-1} T_{Q} T$. From the above equation, we have

$$
T_{Q} T \xi(P)=T \xi(P)
$$

which shows that the direction $T \xi(P)$ at $Q$ is invariant under any $T_{Q}$. Thus, we must have

$$
T \xi(P)=\xi(Q)
$$

and consequently:
Theorem 2. If an $n$-dimensional Riemannian space $V_{n}$ for $n \neq 4, n \neq 8$ admits a group of motions of order $n(n-1) / 2+1$, then there exists a field of directions such that the direction $\xi(P)$ at $P$ is transformed into the direction $\xi(Q)$ at $Q$ by any motion of the group carrying the point $P$ into the point $Q$.

Now, we consider the geodesic which is tangent to the above mentioned direction $\xi(P)$ at $P$. Since the group $G(P)$ of stability at $P$ is a group of motions and fixes the point $P$ and the direction $\xi(P)$, it fixes also this geodesic pointwise. Thus, if we take an arbitrary point $Q$ on this geodesic, $G(P)$ fixes the point $Q$. Now, we consider an orthogonal frame at $P$ whose first axis is in the direction of $\xi(P)$ and transport it parallelly along the geodesic to the point $Q$. Then we have, at $Q$, an orthogonal frame whose first axis is tangent to the geodesic. The parallelism of vectors along a curve being preserved by a motion, a motion belonging to $G(P)$ gives the same effect on the orthogonal frame at $Q$ as on that at $P$. This shows that the group $G(P)$ behaves, at $Q$, as a group of motions fixing the point $Q$ and of order $(n-1)(n-2) / 2$, and consequently that $G(P)=G(Q)$. The group $G(Q)$ fixing the tangent to the geodesic and $\xi(Q)$, the tangent must coincide with $\xi(Q)$, and consequently the geodesic is a trajectory of the direction $\xi$.

Since there is one and only one trajectory passing through an arbitrary
point of the space, these geodesics depend on $n-1$ parameters, and are transformed into each other by a motion belonging to $G_{r}$. Thus we have [2, p. 294]:

Theorem 3. If an $n$-dimensional Riemannian space $V_{n}$ for $n \neq 4, n \neq 8$ admits a group of motions of order $n(n-1) / 2+1$, then there exists a family of geodesics such that, passing through a point of the space, there is one and only one geodesic of the family and the geodesic passing through $P$ is transformed into the geodesic passing through $Q$ by a motion of the group carrying the point $P$ into the point $Q$.
4. Now we take a point $M$ in $V_{n}$; then there is associated a direction $\xi(M)$ with this point. We attach to this point an orthogonal frame of reference $\left[e_{i}\right]$ in such a way that the first axis $e_{1}$ is in the direction of $\xi(M)$ and we consider all the frames of reference which are obtainable from this original one by all the motions of the transitive group $G_{r}$. Such a family of orthogonal frames of reference is said to be adapted to the group of motions under consideration.

The frames of reference thus attached to different points of the space depend on $n(n-1) / 2+1$ parameters, the first $n$ of which are coordinates $x^{1}, x^{2}, \cdots, x^{n}$ of the origin $M$ and the last $(n-1)(n-2) / 2$ of which are parameters $v^{1}, v^{2}, \cdots, v^{(n-1)(n-2) / 2}$ fixing the directions of the axes $e_{2}, \cdots, e_{n}$.

Now, with respect to these moving orthogonal frames of reference, we write down the formulas

$$
\begin{equation*}
d M=\omega_{i} \mathbf{e}_{i}, \quad d \mathbf{e}_{i}=\omega_{i j} \mathbf{e}_{j} \tag{3}
\end{equation*}
$$

defining the Euclidean connexion without torsion of the Riemannian space under consideration. Here the $\omega_{i}$ and $\omega_{i j}$ are Pfaffian forms with respect to $x$ and $v$.

The frames of reference being orthogonal ones, we must have

$$
\begin{equation*}
\omega_{i j}+\omega_{j i}=0 \tag{4}
\end{equation*}
$$

Moreover, the frames of reference being adapted ones, the Pfaffian forms $\omega_{i}$ and $\omega_{i j}$ are invariant under the group [2, p. 274].

We can see that the forms $\omega_{i}$ are linear homogeneous in $d x^{i}$, because they must vanish when the point $\left(x^{i}\right)$ is fixed, that is to say, when the $d x^{i}$ vanish, and moreover that the forms $\omega_{1 j}$ are also linear homogeneous in $d x^{i}$ because the vector $e_{1}$ must be invariant, say, $d e_{1}=\omega_{1 j} e_{j}=0$, when the point ( $x^{i}$ ) is fixed.

Thus, $\omega_{i}$ being $n$ linearly independent forms, we must have relations of the form

$$
\begin{equation*}
\omega_{1 j}=c_{j k} \omega_{k}, \tag{5}
\end{equation*}
$$

$c_{j k}$ being functions of $x$ and $v$.

But, all the motions belonging to $G_{r}$ leave $\omega_{1 j}$ and $\omega_{k}$ invariant, and consequently they leave $c_{j k}$ invariant. Thus, the group being transitive on all the frames, the $c_{j k}$ are all constants.

To find the values of these constants $c_{j k}$, we shall follow a method given by E. Cartan [2, pp. 293-295].

At two infinitely nearby points $M$ and $M^{\prime}$ of the space, we consider the orthogonal frames of reference ( $R_{M}$ ) and ( $R_{M^{\prime}}$ ) both adapted to the group $G_{r}$. Next, we effect, on both of them, an infinitesimal rotation around the first axis, these rotations being defined respectively with respect to ( $R_{M}$ ) and ( $R_{M^{\prime}}$ ) by a bivector having the same components $\xi_{i j}$. By the assumption, $\boldsymbol{\xi}_{i j}$ must satisfy

$$
\begin{equation*}
\xi_{1 j}=\xi_{i 1}=0 \tag{6}
\end{equation*}
$$

We denote the orthogonal frames of reference thus obtained from ( $R_{M}$ ) and ( $R_{M^{\prime}}$ ) by ( $\bar{R}_{M}$ ) and ( $\bar{R}_{M^{\prime}}$ ) respectively. Then the figure consisting of ( $R_{M}$ ) and ( $\bar{R}_{M}$ ) is congruent to the figure consisting of ( $R_{M^{\prime}}$ ) and ( $\bar{R}_{M^{\prime}}$ ), that is to say, there exists a displacement which carries at the same time ( $R_{M}$ ) into ( $R_{M^{\prime}}$ ) and ( $\bar{R}_{M}$ ) into ( $\bar{R}_{M^{\prime}}$ ). This displacement is analytically represented with respect to $\left(R_{M}\right)$ by the set of vector $\omega_{i}$ and bivector $\omega_{i j}$. But, under the transformation of the orthogonal frames of reference which carries ( $R_{M}$ ) into ( $\bar{R}_{M}$ ), these components $\omega_{i}$ and $\omega_{i j}$ will receive the variations

$$
\begin{equation*}
\delta \omega_{i}=\xi_{i k} \omega_{k}, \quad \delta \omega_{i j}=\xi_{i k} \omega_{k j}+\xi_{j k} \omega_{i k} \tag{7}
\end{equation*}
$$

But, from (5), we have

$$
\delta \omega_{1 j}=c_{j k} \delta \omega_{k} .
$$

Substituting (5) and (7) into this equation, we find

$$
\xi_{1 k} \omega_{k j}+\xi_{j k} c_{k l} \omega_{l}=c_{j k} \xi_{k l} \omega_{l},
$$

or

$$
\begin{equation*}
\xi_{j k} c_{k l}-c_{j k} \xi_{k l}=0 \tag{8}
\end{equation*}
$$

by virtue of $\xi_{1 k}=0$ and the linear independence of $\omega_{l}$.
First putting $j=1$ in (5), we find

$$
\begin{equation*}
c_{1 k}=0 \tag{9}
\end{equation*}
$$

Next, putting $l=1$ in (8), and taking account of $\xi_{k 1}=0$, we get

$$
\xi_{j k} c_{k 1}=0
$$

which must be satisfied by any $\xi_{j k}\left(=-\xi_{k j}\right.$ ) satisfying (6), from which we conclude

$$
\begin{equation*}
c_{k 1}=0 \tag{10}
\end{equation*}
$$

Finally, since $\xi_{1 j}=\xi_{j 1}=0$, we may consider that the summation index $k$ in (8) takes the values $2,3, \cdots, n$ only. Then, in (8), putting $j=r, l=t$ ( $r, s, t, u, v=2,3, \cdots, n$ ), we obtain

$$
\xi_{r s} c_{s t}-c_{r s} \xi_{s t}=0,
$$

which may be also written in the form

$$
\begin{equation*}
\xi_{u v}\left(\delta_{u r} c_{v t}-c_{r u} \delta_{v t}\right)=0 \tag{11}
\end{equation*}
$$

Equation (11) must be satisfied for any $\xi_{u v}$ satisfying $\xi_{u v}+\xi_{v u}=0$, from which we get

$$
\left(\delta_{u r} c_{v t}-c_{r u} \delta_{v t}\right)-\left(\delta_{v r} c_{u t}-c_{r v} \delta_{u t}\right)=0
$$

Contracting, in this equation, with respect to $r$ and $\nu$, we find

$$
\begin{equation*}
(n-2) c_{u t}+c_{t u}=c_{v v} \delta_{u t} \tag{12}
\end{equation*}
$$

If $n=3$, then we have

$$
\begin{equation*}
c_{u t}+c_{t u}=c_{v v} \delta_{u t} \tag{13}
\end{equation*}
$$

and consequently, we can conclude from (9), (10), and (13), that the matrix ( $c_{j k}$ ) has the form

$$
\left(c_{j k}\right)=\left(\begin{array}{rrr}
0 & 0 & 0  \tag{14}\\
0 & c & \alpha \\
0 & -\alpha & { }_{c}
\end{array}\right)
$$

Since this case was throughly studied by E. Cartan [2, pp. 300-306], we assume hereafter $n>3, n \neq 4, n \neq 8$, that is to say, $n>4, n \neq 8$.

Then, taking the anti-symmetric part of both members of (12), we find $(n-3)\left(c_{u t}-c_{t u}\right)=0$, from which

$$
c_{u t}=c_{t u},
$$

and consequently

$$
c_{u t}=\frac{1}{n-1} c_{v v} \delta_{u t}
$$

Thus, in this case, the matrix ( $c_{j k}$ ) has the form

$$
\left(c_{j k}\right)=\left(\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0  \tag{15}\\
0 & c & 0 & \cdots & 0 \\
0 & 0 & c & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & c
\end{array}\right)
$$

Consequently, we have, from (5),

$$
\begin{equation*}
\omega_{18}=c \omega_{3} . \tag{16}
\end{equation*}
$$

Thus, from the equations of structure

$$
d \omega_{i}=\left[\omega_{i j} \omega_{j}\right]
$$

we find

$$
d \omega_{1}=\left[\omega_{18} \omega_{8}\right]=0
$$

Thus, the Pfaffian form $\omega_{1}$ is an exact differential:

$$
\begin{equation*}
\omega_{1}=d g(x) \tag{17}
\end{equation*}
$$

and, consequently, we can see that, in our space, there exists an $\infty^{1}$ family of hypersurfaces $g(x)=$ constant along which we have $\omega_{1}=0$, or

$$
d M=\omega_{2} e_{2}+\cdots+\omega_{n} e_{n}
$$

Since vectors $e_{2}, \cdots, e_{n}$ are always tangent to one of these hypersurfaces, we can see that these hypersurfaces, regarded as ( $n-1$ )-dimensional Riemannian spaces, admit the free mobility. Thus, these hypersurfaces regarded as ( $n-1$ )-dimensional Riemannian spaces are all of constant curvature.

It is clear that the orthogonal trajectories of these hypersurfaces are geodesics referred to in Theorem 3.

Since any of these geodesics which are orthogonal trajectories of these hypersurfaces is transformed into any of these geodesics by a motion of $G_{r}$, we can see that any of these hypersurfaces is also transformed into any of these hypersurfaces by a motion of $G_{r}$. Thus, these hypersurfaces, regarded as ( $n-1$ )-dimensional Riemannian spaces, must be of the same constant curvature.

Now, we must distinguish here two cases: (I) $c=0$ and (II) $c \neq 0$.
We shall first assume that $c=0$ in (16). Then we have

$$
\begin{equation*}
\omega_{1 s}=0, \tag{18}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
d \mathbf{e}_{1}=0 \tag{19}
\end{equation*}
$$

which shows that the $e_{1}$ is a parallel vector field. Thus, the normal to the hypersurfaces referred to above being always parallel, the hypersurfaces must be totally geodesic, their orthogonal trajectories being geodesics.

We next assume that $c \neq 0$ in (16). Then we have

$$
\omega_{s}=\frac{1}{c} \omega_{1 s},
$$

and consequently

$$
\begin{aligned}
d M & =\omega_{1} e_{1}+\omega_{8} e_{8} \\
& =\omega_{1} e_{1}+\frac{1}{c} \omega_{1 e} e_{8} \\
& =\omega_{1} e_{1}+\frac{1}{c} d e_{1}
\end{aligned}
$$

from which

$$
\begin{equation*}
d\left(M-\frac{1}{c} e_{1}\right)=\omega_{1} \Theta_{1} \tag{20}
\end{equation*}
$$

which shows that

$$
d\left(M-\frac{1}{c} e_{1}\right)=0
$$

along the hypersurfaces $\omega_{1}=0$, that is to say, the vector $e_{1}$ is a concurrent vector field [10] along the hypersurfaces referred to above. The normals to these hypersurfaces being concurrent along them, these hypersurfaces are totally umbilical hypersurfaces with constant mean curvature and their orthogonal trajectories are geodesic Ricci curves. Thus we have:

Theorem 4. If an $n$-dimensional Riemannian space $V_{n}$ for $n>4, n \neq 8$ admits a group of motions of order $n(n-1) / 2+1$; then (I) there exists an $\infty^{1}$ family of totally geodesic hypersurfaces whose orthogonal trajectories are geodesics, these hypersurfaces regarded as ( $n-1$ )-dimensional Riemannian spaces being of the same constant curvature, or (II) there exists an $\infty^{1}$ family of totally umbilical hypersurfaces with constant mean curvature whose orthogonal trajectories are geodesic Ricci curves, these hypersurfaces regarded as ( $n-1$ )-dimensional Riemannian spaces being of the same constant curvature. In both cases, the group leaves the family of geodesics and that of hypersurfaces invariant.
5. We shall first study case (I). If case (I) in Theorem 4 occurs, then, the normals to these hypersurfaces being a parallel vector field, by a well known theorem [10], there exists a coordinate system in which the fundamental metric form of the space takes the form

$$
\begin{equation*}
d s^{2}=\left(d x^{1}\right)^{2}+g_{s t}\left(x^{r}\right) d x^{s} d x^{t}, \tag{21}
\end{equation*}
$$

the form $g_{s t}\left(x^{r}\right) d x^{s} d x^{t}$ being the fundamental metric form of an ( $n-1$ )dimensional Riemannian space $V_{n-1}$ of constant curvature.

Conversely, if there exists a coordinate system in which the fundamental metric form of the space $V_{n}$ takes the form (21), $g_{s t}\left(x^{*}\right) d x^{s} d x^{t}$ being the fundamental metric form of an ( $n-1$ )-dimensional Riemannian space $V_{n-1}$ of constant curvature, then it is evident that case (I) in Theorem 4 occurs and the space admits a group of motions $G_{r}$ of order $n(n-1) / 2+1$ :

$$
\bar{x}^{1}=x^{1}+t, \quad \bar{x}^{r}=f^{r}(x ; a)
$$

where $\bar{x}^{r}=f^{r}(x ; a)$ represent the group of motions of order $n(n-1) / 2$ in the ( $n-1$ )-dimensional Riemannian space $V_{n-1}$ of constant curvature. Thus we have:

Theorem 5. A necessary and sufficient condition that case (I) in Theorem 4 occur is that there exist a coordinate system in which the fundamental metric form of the space takes the form (21), $g_{A}\left(x^{r}\right) d x^{s} d x^{t}$ being the fundamental metric form of an ( $n-1$ )-dimensional Riemannian space of constant curvature.

In this coordinate system, the fundamental tensors being of the form

$$
\left(g_{j k}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & g_{s t}\left(x^{r}\right)
\end{array}\right), \quad\left(g^{i j}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & g^{r s}\left(x^{t}\right)
\end{array}\right)
$$

if we calculate the Christoffel symbols of $V_{n}$ :

$$
\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}=\frac{1}{2} g^{i l}\left(\frac{\partial g_{l j}}{\partial x^{k}}+\frac{\partial g_{l k}}{\partial x^{j}}-\frac{\partial g_{j k}}{\partial x^{l}}\right)
$$

we then find

$$
\left\{\begin{array}{c}
r  \tag{22}\\
s t
\end{array}\right\}=\left\{\begin{array}{c}
r \\
s t
\end{array}\right\}^{*}
$$

the other

$$
\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}
$$

being zero, where

$$
\left\{\begin{array}{l}
r \\
s t
\end{array}\right\}^{*}
$$

denotes the Christoffel symbols of $V_{n-1}$ :

$$
\left\{\begin{array}{c}
r \\
s t
\end{array}\right\}^{*}=\frac{1}{2} g^{r u}\left(\frac{\partial g_{u s}}{\partial x^{t}}+\frac{\partial g_{u t}}{\partial x^{s}}-\frac{\partial g_{s t}}{\partial x^{u}}\right) .
$$

Next, calculating the Riemann-Christoffel curvature tensor of $V_{n}$ :

$$
R^{i}{ }_{j k l}=\frac{\partial\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}}{\partial x^{l}}-\frac{\partial\left\{\begin{array}{c}
i \\
j l
\end{array}\right\}}{\partial x^{k}}+\left\{\begin{array}{c}
m \\
j k
\end{array}\right\}\left\{\begin{array}{c}
i \\
m l
\end{array}\right\}-\left\{\begin{array}{c}
m \\
j l
\end{array}\right\}\left\{\begin{array}{c}
i \\
m k
\end{array}\right\}
$$

we find

$$
\begin{equation*}
R^{r}{ }_{e t u}=R^{* r} r_{t u}, \tag{23}
\end{equation*}
$$

the other $R^{i}{ }_{j k l}$ being zero, where $R^{* r_{s t u}}$ denotes the Riemann-Christoffel curvature tensor of $V_{n-1}$ :

$$
R_{s t u}^{* r_{s}}=\frac{\partial\left\{\begin{array}{c}
r \\
s t
\end{array}\right\}^{*}}{\partial x^{u}}-\frac{\partial\left\{\begin{array}{c}
r \\
s u
\end{array}\right\}^{*}}{\partial x^{t}}+\left\{\begin{array}{c}
v \\
s t
\end{array}\right\}^{*}\left\{\begin{array}{c}
r \\
v u
\end{array}\right\}^{*}-\left\{\begin{array}{c}
v \\
s u
\end{array}\right\}^{*}\left\{\begin{array}{c}
r \\
v t
\end{array}\right\}^{*}
$$

But, we know that

$$
\begin{equation*}
R^{* r_{s t u}}=\frac{R^{*}}{(n-1)(n-2)}\left(g_{s t} \delta_{u}^{r}-g_{s u} \delta_{t}^{r}\right), \tag{24}
\end{equation*}
$$

$R^{*}$ being an absolute constant, and consequently we have, for the Ricci tensor $R_{j k}=R^{i}{ }_{j k i}$ of $V_{n}$,

$$
\begin{equation*}
R_{s t}=\frac{R^{*}}{n-1} g_{s t} \tag{25}
\end{equation*}
$$

the other $R_{j k}$ being zero. From (25), we obtain, for the scalar curvature $R$ $=g^{i k} R_{j k}$ of $V_{n}$,

$$
\begin{equation*}
R=R^{*} \tag{26}
\end{equation*}
$$

Thus if we put

$$
\begin{equation*}
\pi_{j k}=-\frac{R_{j k}}{n-2}+\frac{R g_{j k}}{2(n-1)(n-2)}, \quad \pi^{i}{ }_{k}=g^{i j} \pi_{j k} \tag{27}
\end{equation*}
$$

we then find

$$
\begin{array}{ll}
\pi_{11}=\frac{R^{*}}{2(n-1)(n-2)}, & \pi_{s t}=-\frac{R^{*} g_{a t}}{2(n-1)(n-2)}, \\
\pi_{1_{1}}=\frac{R^{*}}{2(n-1)(n-2)}, & \pi_{t}^{r}=-\frac{R^{*} \delta_{t}^{r}}{2(n-1)(n-2)}, \tag{28}
\end{array}
$$

the other $\pi$ 's being zero.
Thus, for the Weyl conformal curvature tensor:

$$
\begin{equation*}
C_{j k l}^{i}=R_{j k l}^{i}+\pi_{j k} \delta_{l}^{i}-\pi_{j l} \delta_{k}^{i}+g_{j k} \pi_{l}^{i}-g_{j l} \pi_{k}^{i}, \tag{29}
\end{equation*}
$$

we find

$$
\begin{equation*}
C_{j k l}^{i}=0 \tag{30}
\end{equation*}
$$

Thus, since we are assuming $n>4$, our space must be conformally flat.
Conversely, if we assume that our space is conformally flat and admits a parallel vector field, then there exists a coordinate system in which

$$
d s^{2}=\left(d x^{1}\right)^{2}+g_{a t}\left(x^{r}\right) d x^{s} d x^{t}
$$

and
the other

$$
\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}
$$

$R^{i}{ }_{j k l}$ and $R_{j k}$ being zero. From these we have

$$
\begin{array}{rlrl}
\pi_{11} & =\frac{R^{*}}{2(n-1)(n-2)}, & \pi_{s t} & =-\frac{R^{*}{ }_{s t}}{n-2}+\frac{R^{*} g_{s t}}{2(n-1)(n-2)}, \\
\pi_{1}^{1} & =\frac{R^{*}}{2(n-1)(n-2)}, & \pi_{t}=-\frac{R^{* r_{t}}}{n-2}+\frac{R^{*} \delta_{t}^{r}}{2(n-1)(n-2)},
\end{array}
$$

the other $\pi$ 's being zero.
First, from

$$
C_{s t 1}^{1}=\pi_{s t}+g_{s t} \pi^{1}{ }_{1}=0,
$$

we find

$$
R_{s t}^{*}=\frac{R^{*}}{n-1} g_{s t}
$$

and consequently

$$
\pi_{s t}=-\frac{R^{*} g_{t t}}{2(n-1)(n-2)}, \quad \pi_{t}^{r}=-\frac{R^{*} \delta_{t}^{r}}{2(n-1)(n-2)}
$$

Next, from

$$
C_{s t u}^{r}=R_{s t u}^{r}+\pi_{s} \delta_{u}^{r}-\pi_{s u} \delta_{t}^{r}+g_{s t} \pi_{u}^{r}-g_{s u} \pi_{t}^{r}=0,
$$

we find

$$
R^{* r_{s t u}}=\frac{R^{*}}{(n-1)(n-2)}\left(g_{s t} \delta_{u}^{r}-g_{s u} \delta_{t}^{r}\right),
$$

which shows that the hypersurfaces $x^{1}=$ const. regarded as ( $n-1$ )-dimensional Riemannian spaces are of the same constant curvature. Thus we have:

Theorem 6. A necessary and sufficient condition that case (I) in Theorem 4 occur is that the space be conformally flat and admit a parallel vector field.
T. Adati and the present author [12] proved that a necessary and suffi-
cient condition that a space be Kagan's subprojective space is that the space be conformally flat and admit a concircular vector field. Thus Theorem 6 shows that the space under consideration is Kagan's subprojective space.

Next, we shall try to get a characterization by curvature tensor of the space referred to above.

First of all, there exists, in our space, a parallel vector field $\xi^{i}$ :

$$
\begin{equation*}
\xi_{j ; k}=0, \tag{31}
\end{equation*}
$$

semi-colon denoting the covariant differentiation.
We assume that $\xi_{i}$ is a unit vector field and, $\boldsymbol{\xi}_{i}$ being a gradient field, we put

$$
\begin{equation*}
\xi_{i}=\frac{\partial g(x)}{\partial x^{i}} \tag{32}
\end{equation*}
$$

First, from (31), we find

$$
\begin{equation*}
R_{i j k l} \xi^{i}=0, \quad\left(R_{i j k l}=g_{i m} R_{j k l}^{m}\right) \tag{33}
\end{equation*}
$$

The sectional curvature at a point of the space determined by a 2-plane containing the unit vector $\xi^{i}$ and an arbitrary unit vector $\eta^{i}$ orthogonal to $\xi^{i}$ is given by $-R_{i j k k} \xi^{i} \eta^{i} \xi^{k} \eta^{l}$. But, the space admitting a transitive group of motions which carry the field $\xi^{i}$ into itself and any vector orthogonal to $\xi^{i}$ into any vector orthogonal to $\xi^{i}$, this sectional curvature must be an absolute constant. But, from (33), we have

$$
\begin{equation*}
-R_{i j k l} \xi^{i} \eta^{i} \xi^{k} \eta^{l}=0 \tag{34}
\end{equation*}
$$

for any $\eta^{i}$, which shows that this sectional curvature is always zero.
On the other hand, we know that the hypersurfaces given by

$$
\begin{equation*}
g(x)=\text { constant } \tag{35}
\end{equation*}
$$

are totally geodesic and are of the same constant curvature. Thus, representing one of (35) by parametric equations:

$$
x^{i}=x^{i}\left(u^{r}\right)
$$

and putting

$$
\eta_{r^{i}}=\frac{\partial x^{i}}{\partial u^{\tau}}
$$

we have, from the equation of Gauss,

$$
\begin{equation*}
R_{r s t u}^{*}=R_{i j k l} \eta_{r}^{i} \eta_{s}^{j} \eta_{t}^{k} \eta_{u}^{l} \tag{36}
\end{equation*}
$$

where $R^{*}{ }_{r s t u}$ are components of curvature tensor of the hypersurface, and consequently have the form

$$
\begin{equation*}
R_{r s t u}^{*}=K\left(g_{s t g_{r u}}^{*}-g_{\left.s u g_{r t}^{*}\right),}^{*},\right. \tag{37}
\end{equation*}
$$

$g_{s t}^{*}$ being the fundamental tensor of the hypersurface: $g_{s t}^{*}=g_{j k} \eta_{s}{ }^{i} \eta_{t}{ }^{k}$.

$$
g_{s t}^{*}=g_{j k \eta_{s}{ }^{j} \eta_{t}{ }^{k} .}
$$

The $K$ in (37) represents the sectional curvature determined by a 2-plane orthogonal to $\xi^{i}$. The space admitting a transitive group of motions fixing $\xi^{i}$ invariant, $K$ must be an absolute constant.

Now, putting $\eta^{*}{ }_{j}=g_{i j} g^{* r s} \eta_{r}{ }^{i}$, we have

$$
\begin{equation*}
\eta_{r}^{i} \eta_{j}^{r}=\delta_{j}^{i}-\xi_{j}^{i} \xi_{j}, \quad g_{s t}^{*} t \eta_{j}^{s} \eta_{k}^{t}=g_{j k}-\xi_{j} \xi_{k} . \tag{38}
\end{equation*}
$$

Multiplying both members of (36) by $\eta^{r}{ }_{a} \eta^{{ }^{*}}{ }_{b} \eta^{t}{ }_{c} \eta^{u}{ }_{d}(a, b, c, d=1,2, \cdots, n)$ and contracting, we have, by virtue of (37) and (38),
$K\left(g_{s i}^{*} g_{r u}^{*}-g_{s u}^{*} g_{r t}^{*}\right) \eta^{r}{ }_{a} \eta^{s}{ }_{b} \eta^{t}{ }^{t}{ }^{\eta} \eta^{u}{ }_{a}$

$$
=R_{i j k l}\left(\delta_{a}^{i}-\xi^{i} \xi_{a}\right)\left(\delta_{b}^{j}-\xi^{j} \xi_{b}\right)\left(\delta_{c}^{k}-\xi^{k} \xi_{c}\right)\left(\delta_{d}^{l}-\xi^{l} \xi_{d}\right),
$$

or, by virtue of (33) and (38),

$$
K\left[\left(g_{b c}-\xi_{b} \xi_{c}\right)\left(g_{a d}-\xi_{a} \xi_{d}\right)-\left(g_{b d}-\xi_{b} \xi_{d}\right)\left(g_{a c}-\xi_{a} \xi_{c}\right)\right]=R_{a b c d}
$$

from which

$$
\begin{equation*}
R_{i j k l}=K\left[\left(g_{j k} g_{i l}-g_{j l} g_{i k}\right)-\left(\xi_{i} g_{j k}-\xi_{j} g_{i k}\right) \xi_{l}+\left(\xi_{i} g_{j l}-\xi_{j} g_{i l}\right) \xi_{k}\right] \tag{39}
\end{equation*}
$$

Conversely, suppose that the curvature tensor of the space has the form (39) where $K$ is a constant and $\xi_{i}$ is a unit parallel vector field. The vector $\xi_{i}$ being a gradient, if we put $\xi_{i}=\partial g / \partial x^{i}$, then the hypersurfaces $g(x)=$ constant are totally geodesic and their orthogonal trajectories are geodesics.

Representing one of these hypersurfaces by $x^{i}=x^{i}\left(u^{r}\right)$, we have, from (39) and the equation of Gauss,

$$
R_{r s t u}^{*}=K\left(g_{s t}^{*} g_{r u}^{*}-g_{s u}^{*} g_{r t}^{*}\right),
$$

where $R^{*}{ }_{r a t u}$ is curvature tensor of the hypersurface. This equation shows that the hypersurfaces regarded as ( $n-1$ )-dimensional Riemannian spaces are of the same constant curvature. Thus we have:

Theorem 7. A necessary and sufficient condition that case (I) in Theorem 4 occur is that the curvature tensor of the space have the form (39) where $K$ is a constant and $\xi_{i}$ is a unit parallel vector field.

From (39), we have

$$
\begin{equation*}
R_{i j k l ; m}=0 \tag{40}
\end{equation*}
$$

Thus, we can see that our space is symmetric in the sense of E. Cartan [2].
6. We shall next study case (II). If case (II) in Theorem 4 occurs, then
the normals to the hypersurfaces being Ricci directions, by a well known theorem [9], the space admits a so-called concircular transformation [9] and consequently there exists a coordinate system in which the fundamental metric form of the space takes the form [9]:

$$
\begin{equation*}
d s^{2}=\left(d x^{1}\right)^{2}+f\left(x^{1}\right) f_{s t}\left(x^{r}\right) d x^{*} d x^{t} \tag{41}
\end{equation*}
$$

the form $g_{s t} d x^{s} d x^{t}=f\left(x^{1}\right) f_{s t}\left(x^{r}\right) d x^{s} d x^{t}$ being that of $(n-1)$-dimensional Riemannian spaces $V_{n-1}$ of the same constant curvature.

Here, if the function $f\left(x^{1}\right)$ reduces to a constant, then our case reduces to case (I). Consequently, in this case (II), we assume that $f\left(x^{1}\right)$ is not a constant.

Calculating the Christoffel symbols of $V_{n}$, we find

$$
\left\{\begin{array}{c}
1  \tag{42}\\
s t
\end{array}\right\}=-\frac{1}{2} \frac{f^{\prime}}{f} g_{s t}, \quad\left\{\begin{array}{c}
r \\
1 t
\end{array}\right\}=\left\{\begin{array}{c}
r \\
t 1
\end{array}\right\}=+\frac{1}{2} \frac{f^{\prime}}{f} \delta_{t}^{r}, \quad\left\{\begin{array}{c}
r \\
s t
\end{array}\right\}=\left\{\begin{array}{c}
r \\
s t
\end{array}\right\}^{*},
$$

the other

$$
\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}
$$

being zero, where $f^{\prime}=d f / d x^{1}$ and the

$$
\left\{\begin{array}{l}
r \\
s t
\end{array}\right\}^{*}
$$

denote Christoffel symbols formed from $g_{s t}=f\left(x^{1}\right) f_{s t}\left(x^{r}\right)$ or, what amounts to the same thing, from $f_{s t}\left(x^{r}\right)$.

Next, calculating the Riemann-Christoffel curvature tensor $R^{i}{ }_{j k l}$ of $V_{n}$, we find

$$
\begin{align*}
& R_{s 1 u}^{1}=-R_{s u 1}^{1}=+\left(\frac{1}{2} \frac{f^{\prime \prime}}{f}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\right) g_{s u}, \\
& R_{11 u}^{r_{11}}=-R^{r_{1 u 1}}=-\left(\frac{1}{2} \frac{f^{\prime \prime}}{f}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\right) \delta_{u}^{r},  \tag{43}\\
& R_{s t u}^{r}=-R_{s u t}^{r}=R^{* r_{s t u}}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\left(g_{s t} \delta_{u}^{r}-g_{s u} \delta_{t}^{r}\right),
\end{align*}
$$

the other $R^{i}{ }_{j k l}$ being zero, where $R^{* r_{s t u}}$ denotes Riemann-Christoffel curvature tensor of $V_{n-1}$.

From (43), we get

$$
\begin{align*}
& R_{1 s 1 u}=\left(\frac{1}{2} \frac{f^{\prime \prime}}{f}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\right) g_{s u}, \\
& R_{r s t u}=R_{r s t u}^{*}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\left(g_{s t} g_{r u}-g_{s u} g_{r t}\right), \tag{44}
\end{align*}
$$

the other $R_{i j k l}$ not related to these being zero.
From the first equation of (44), we see that the sectional curvature determined by two unit orthogonal vectors

$$
(1,0,0, \cdots, 0), \quad\left(0, \eta^{2}, \eta^{3}, \cdots, \eta^{n}\right)
$$

is

$$
\begin{equation*}
-R_{1 \varepsilon 1 \eta \eta^{*} \eta^{u}}=-\left(\frac{1}{2} \frac{f^{\prime \prime}}{f}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\right) \tag{45}
\end{equation*}
$$

and does not depend on $\left(0, \eta^{2}, \cdots, \eta^{n}\right)$. But, the space admitting a transitive group of motions which carry the field ( $1,0,0, \cdots, 0$ ) into itself and any vector orthogonal to it into any vector orthogonal to it, this sectional curvature must be an absolute constant.

From the second equation of (44), we see that the sectional curvature determined by two mutually orthogonal unit vectors

$$
\left(0, \eta^{2}, \eta^{3}, \cdots, \eta^{n}\right), \quad\left(0, \zeta^{2}, \zeta^{3}, \cdots, \zeta^{n}\right)
$$

is

$$
-R_{r e t u \eta^{\gamma} \zeta^{s} \eta^{\imath} \zeta^{u}}=-\left(R^{*} r s t u \eta^{\gamma} \zeta^{s} \eta^{t} \zeta^{u}+\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}\right) .
$$

This having to be independent of the choice of $\eta^{r}$ and $\zeta^{r}$, we must have

$$
\begin{equation*}
R_{r s t u}^{*}=K^{*}\left(g_{s t} g_{r u}-g_{s u} g_{r t}\right), \tag{46}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
-R_{r s t u \eta^{\gamma} \zeta^{s} \eta^{t} \zeta^{u}}=K^{*}-\frac{1}{4} \frac{f^{\prime 2}}{f^{2}} \tag{47}
\end{equation*}
$$

The group being transitive, this scalar must be also an absolute constant.
Equation (46) shows that the hypersurfaces $x^{1}=$ const., regarded as ( $n-1$ )-dimensional Riemannian spaces, are of constant curvature. But we know that these must be of the same constant curvature. Thus, $K^{*}$ is also an absolute constant.

On the other hand, we have

$$
\begin{gathered}
g_{s t}=f\left(x^{1}\right) f_{s t}\left(x^{r}\right) \\
\left\{\begin{array}{c}
r \\
s t
\end{array}\right\}^{*}=\frac{1}{2} f^{r u}\left(\frac{\partial f_{u s}}{\partial x^{t}}+\frac{\partial f_{u t}}{\partial x^{t}}-\frac{\partial f_{s t}}{\partial x^{u}}\right),
\end{gathered}
$$

and consequently

$$
R^{* r_{s t u}}=F_{s t u},
$$

where $F_{s t u}$ is the Riemann-Christoffel curvature tensor formed with $f_{s t}\left(x^{r}\right)$.

Thus,

$$
\begin{equation*}
R_{r s t u}^{*}=f\left(x^{1}\right) F_{r s t u} . \tag{48}
\end{equation*}
$$

From (46) and (48), we obtain

$$
f\left(x^{1}\right) F_{r s t u}=f\left(x^{1}\right)^{2} K^{*}\left(f_{s t} f_{r u}-f_{s u} f_{r t}\right),
$$

or

$$
\begin{equation*}
F_{v a t u}=F\left(f_{s t} f_{r u}-f_{s u} f_{r t}\right), \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
F=f K^{*} \tag{50}
\end{equation*}
$$

is an absolute constant.
Now, we know that $F$ and $K^{*}$ are both absolute constants. But, we are assuming that the function $f\left(x^{1}\right)$ is not constant. Thus, we must have

$$
F=0, \quad K^{*}=0
$$

from which

$$
\begin{equation*}
F_{\text {retu }}=0, \quad R_{r s t u}^{*}=0 \tag{51}
\end{equation*}
$$

Moreover, the right-hand side of (47) being a constant, we put

$$
\frac{1}{4} \frac{f^{\prime 2}}{f^{2}}=k^{2}
$$

$k$ being a constant different from zero, from which we get

$$
\begin{equation*}
f=a^{2} e^{2 k x 1} \tag{52}
\end{equation*}
$$

$a^{2}$ being an arbitrary positive constant.
Thus, the fundamental metric form (41) takes the form

$$
\begin{equation*}
d s^{2}=\left(d x^{1}\right)^{2}+a^{2} e^{2 k x 1} f_{s t}\left(x^{r}\right) d x^{s} d x^{t}, \tag{53}
\end{equation*}
$$

where the form $f_{s t}\left(x^{r}\right) d x^{s} d x^{t}$ is, as equation (51) shows, the fundamental metric form of an ( $n-1$ )-dimensional Euclidean space.

Moreover, substituting (52) into (44), we get

$$
R_{1 s 1 u}=+k^{2} g_{s u}, \quad R_{r s t u}=-k^{2}\left(g_{s t} g_{r u}-g_{s u} g_{\tau t}\right),
$$

which may be also written as

$$
\begin{equation*}
R_{i j k l}=-k^{2}\left(g_{j k} g_{i l}-g_{j l} g_{i k}\right) \tag{54}
\end{equation*}
$$

Thus, the space is of negative constant curvature.
Conversely, if an $\boldsymbol{n}$-dimensional Riemannian space is of negative constant curvature $-k^{2}$, then it is well known [1] that its metric can be written in the form (53), or

$$
\begin{equation*}
d s^{2}=\left(d x^{1}\right)^{2}+a^{2} e^{2 k x 1}\left[\left(d x^{2}\right)^{2}+\cdots+\left(d x^{n}\right)^{2}\right] \tag{55}
\end{equation*}
$$

or, on putting

$$
a e^{k x^{1}}=\frac{1}{k u}
$$

in the form

$$
\begin{equation*}
d s^{2}=\frac{d u^{2}+\left(d x^{2}\right)^{2}+\cdots+\left(d x^{n}\right)^{2}}{k^{2} u^{2}} \tag{56}
\end{equation*}
$$

Thus, the space admits a group of motions of order $n(n-1) / 2+1$ given by

$$
\begin{equation*}
\bar{u}=\alpha u, \quad \bar{x}^{r}=\alpha\left(a_{s}^{r} x^{s}+a^{r}\right), \tag{57}
\end{equation*}
$$

where $\alpha$ is a parameter and

$$
x^{* r}=a_{s}^{r} x^{r}+a^{r}
$$

represents a general motion in an ( $n-1$ )-dimensional Euclidean space. Thus we have:

Theorem 8. A necessary and sufficient condition that case (II) in Theorem 4 occur is that the space be of negative constant curvature.
7. Gathering all the results, we can state the following:

Theorem 9. A necessary and sufficient condition that an n-dimensional Riemannian space $V_{n}$ for $n>4, n \neq 8$ admit a group $G_{r}$ of motions of order $r=n(n-1) / 2+1$ is that the space be the product space of a straight line and an ( $n-1$ )-dimensional Riemannian space of constant curvature (this is equivalent to the fact that the space is conformally flat and admits a parallel vector field) or that the space be of negative constant curvature.

The author wishes to express here his gratitude to Professor D. Montgomery and to his colleagues, Professors K. Iwasawa, H. E. Rauch, and H. C. Wang, discussions with whom were very valuable during this research.

## Bibliography

1. L. Bianchi, Lezioni di geometria differenziale, 3d ed., vol. II.
2. E. Cartan, Lesons sur la géometrie des espaces de Riemann, 2d ed., Paris, GauthierVillars, 1946.
3. I. P. Egorov, On a strengthening of Fubini's theorem on the order of the group of motions of a Riemannian space, Doklady Akad. Nauk SSSR. N.S. vol. 66 (1947) pp. 793-796.
4. L. P. Eisenhart, Continuous groups of transformations, Princeton University Press, 1933.
5. G. Fubini, Sugli spazii che ammettono un gruppo continuo di movimenti, Annali di Matematica (3) vol. 8 (1903) pp. 39-81.
6. D. Montgomery and H. Samelson, Transformation groups of spheres, Ann. of Math. (2) vol. 44 (1943) pp. 454-470.
7. P. Rachevsky, Caractères tensoriels de l'espace sous-projectif, Abhandlungen des Seminars für Vektor- und Tensoranalysis. Moskou vol. 1 (1933) pp. 126-140.
8. H. C. Wang, On Finsler spaces with completely integrable equations of Killing, J. London Math. Soc. vol. 22 (1947) pp. 5-9.
9. K. Yano, Concircular geometry. II. Integrability conditions of $\zeta_{\mu \nu}=\phi g_{\mu \nu}$, Proc. Imp. Acad. Tokyo vol. 16 (1940) pp. 354-360.
10. -_, Sur le parallélisme et la concourance dans l'espace de Riemann, Proc. Imp. Acad. Tokyo vol. 19 (1943) pp. 189-197.
11. -, Groups of transformations in generalized spaces, Tokyo, 1949.
12. K. Yano and T. Adati, On certain spaces admitting concircular transformations, Proc. Jap. Acad. vol. 25 (1949) pp. 188-195.

Institute for Advanced Study, Princeton, N. J.


[^0]:    Received by the editors December 28, 1951 and, in revised form, March 24, 1952.
    ${ }^{(1)}$ The numbers between brackets refer to the bibliography at the end of the paper.
    $\left.{ }^{(2}\right)$ Professor H. C. Wang pointed out to the author that Theorem D below, and consequently this Theorem C, are not true for $n=4$.

