
ON NEGATIVE EIGENVALUES OF THE SPECTRAL PROBLEM FOR

WATER WAVES OF HIGHEST AMPLITUDE

VLADIMIR KOZLOV1, EVGENIY LOKHARU1

Abstract. We consider a spectral problem associated with steady water waves of extreme
form on the free surface of a rotational flow. It is proved that the spectrum of this problem
contains arbitrary large negative eigenvalues and they are simple. Moreover, the asymptotics
of such eigenvalues is obtained.

1. Introduction

Extreme waves (or, equivalently, “waves of greatest height” according to Stokes) are remark-
able objects in the mathematical theory of water waves. These are normally large-amplitude
travelling waves with sharp crests of included angle 120◦, see Figure 1A. Extreme waves were
conjectured by Stokes already in 1880s. In [21] Stokes considered periodic solutions to the water
wave problem with a fixed wavelength and assumed that such waves can be parametrized by
the wave height supx∈R η(x)− infx∈R η(x), where η is the surface profile. Later he conjectured
in [22] that the family of periodic waves contains the “wave of greatest height” with surface
stagnation, distinguished by sharp crests of included angle 120◦. Stokes also argued that the
stagnation by itself forces the surface profile to have a sharp crest of included angle 120◦. This
property is known as the Stokes conjecture about waves of greatest height, which stimulated the
development of the theory for many years. It is reasonable to divide the Stokes conjecture into
two parts: (i) there exists a travelling solution of the water wave problem that enjoys stagnation
at every crest; (ii) Every solution from (i) with surface profile η must satisfy

lim
x→x0±

ηx(x) = ∓ 1√
3

at every stagnation point (x0, η(x0)); this corresponds to the included angle 120◦ as illustrated
in Figure 1. Both statements were complicated problems for the time because solutions with
surface stagnation points are large-amplitude waves and could not be analysed by the classical
perturbation methods. The first existence of Stokes waves that are close to the stagnation is
due to Keady and Norbury [9], who used a global bifurcation theory for positive operators
applied to the Nekrasov equation. Thus, one could think of proving (i) by passing to the limit
along a sequence of waves approaching stagnation. This was done by Toland [23] in 1978 for
the infinite depth case and by Amick and Toland [2] for waves of finite depth. The second part
(ii) for Stokes waves (periodic waves, symmetric around each crest and trough and monotone
in between) was verified independently by Amick, Fraenkel and Toland in [1] and by Plotnikov
[19]. Later, Plotnikov and Toland [20] proved the existence of irrotational waves of extreme
form that are convex everywhere outside crests. The second part of the conjecture was refined
by Varvaruca and Weiss in [28], who proved (ii) for solutions under weak regularity assumptions
and without any symmetry or monotonicity constraints. In particular, (ii) turned out to be a
local property and is valid for the extreme solitary wave found in [3].

All previously mentioned results concerned irrotational water waves, while the case of waves
with vorticity is much less studied. There is also a qualitative difference. In their study [29]
Varvaruca and Weiss found (without proving the existence) that surface profiles near stagnation
points are either Stokes corners (120◦), horizontally flat, or horizontal cusps, though it is not
known if the last two options are possible. Regarding the first question (i), it was shown in
[27] that there exists a family of periodic solutions to the water wave problem with ”negative”
vorticity converging to an extreme wave enjoying stagnation at every crest. Unfortunately, it was
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(a) an extreme Stokes wave (b) an extreme solitary wave

Figure 1

not possible to show that the limiting wave is not ”trivial”, that is its surface is not a horizontal
line. This difficulty was resolved in [12] by using a different approach and extreme waves subject
to (i) were found. A further analysis was made in [11], where authors obtained higher-order
asymptotics for the surface profile near stagnation points of type (ii). It was shown that vorticity
affects the shape of an extreme wave near the stagnation point: it is convex for non-positive
vorticities and concave otherwise. This observation is confirmed by several numerical studies,
such as [10] and [8].

Only Stokes and solitary waves were known until 1980, when Chen and Saffman [5] numeri-
cally found new types of periodic waves of infinite depth bifurcating from near-extreme Stokes
waves. The result was generalized by Vanden-Broeck [24] to the case of a finite depth. As
in the infinite depth case some new ”irregular” waves were found that bifurcate from regular
Stokes waves. Such irregular waves have crests at different heights so that more than one crest
is observed within the minimal period. A further analysis was made in [26]. It was shown that
there exist bifurcations of irregular waves that approach stagnation. The limiting wave has
infinitely many oscillations and one sharp crest of included angle 120◦. Irregular waves with an
infinite period were found in [25]. The only analytical study of irregular waves of infinite depth
is by Buffoni, Dancer and Toland [4]. The authors investigated the global bifurcation continuum
of waves with a fixed period Λ. The latter set is connected and contains an extreme wave in
its closure. They proved that there are infinitely many points along the continuum which are
either turning points or give rise to sub-harmonic bifurcations of waves whose minimal periods
are integer multiples of Λ. Such new bifurcations of irregular waves occurs from Stokes waves
that are close to stagnation, for which the associated spectral problem possesses a finite but
arbitrary large number of negative eigenvalues.

The main subject of this paper is an analysis of the corresponding spectral problem for
extreme Stokes waves in the case of finite depth and in the presence of vorticity. Here we cannot
use the Nekrasov equation and the spectral problem is formulated in terms of a boundary value
problem for a partial differential equation representing the first variation of the limit problem.
We show that the spectrum of such problems contains negative eigenvalues with arbitrary large
absolute values. We obtain also their asymptotics and simplicity of large negative eigenvalues.
Our main Theorem 1.1 is formulated and proved in a more general form, where we allow for
arbitrary singularities of coner type. An application for the water wave problem is given in
Section 5.1.

1.1. Formulation of the problem. Let η = η(x) be a positive, continuous and periodic
function on R of a period Λ > 0. We assume that η is even, i.e. η(x) = η(−x), and that η
belongs to C2 outside the points kΛ, k ∈ Z. Near the origin it has an asymptotics

η′(x) = −a0 +O(xα), and η′′(x) = O(xα−1) for x > 0. (1.1)

Here α ∈ (0, 1]. Since the function η is even the same expression with −a0 replaced by a0 is
valid for negative x, and due to periodicity similar relations are true in a neighborhoods of the
points kΛ.

It will be useful to introduce the angle α∗ between the vertical line and the tangent to η(x),
x ≥ 0, at the point x = 0. It is defined by α∗ = π/2− arctan a0.

Let

D̂ = {(x, y) ∈ R2 : 0 < y < η(x)}, Ŝ = {(x, η(x)) : x ∈ R}, B̂ = {(x, 0) : x ∈ R}. (1.2)
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Figure 2. A sketch of the domain

Consider the following spectral problem

−∆u+ σ(x)u = λu in D̂

∂νu− r−1ρu = 0 on Ŝ

u = 0 on B̂. (1.3)

Here r is the distance from (x, y) to (0, η(0)), σ and ρ are Λ periodic, even functions, σ is
supposed to be bounded and ρ is C1 outside the points kΛ, k ∈ Z, and

ρ = ρ0 +O(xα) and
dρ

dx
= O(x−1+α). (1.4)

It is assumed that ρ0 > 0 and that

µ1 > 1, (1.5)

where µ1 is the first positive root of the equation

µ tan
(
µα∗

)
= −ρ0. (1.6)

Since this root satisfies µ1α
∗ ∈ (π/2, π), a sufficient condition for (1.5) is α∗ ≤ π/2.

We are looking for periodic, even functions u in (1.3).
By our assumptions all functions η, σ, ρ and u are even with respect to vertical lines x = kΛ/2.

If we introduce

Ω = {(x, y) ∈ D : 0 < x < Λ/2}, S = {(x, η(x)) : 0 < x < Λ/2},

B = {(x, 0) : 0 < x < Λ/2},
then the problem (1.3) can be reduced to the domain Ω (see Figure 2):

−∆u+ σu = λu in Ω (1.7)

and

∂νu− r−1ρu = 0 on S

u = 0 on B

∂xu|x=0 = ∂xu|x=Λ/2 = 0. (1.8)

Denote L = −∆ + σ and let V 2
β (Ω), β ∈ R, denote the space of functions u defined on Ω

which are subject to

||u||2V 2
β (Ω) :=

∫
Ω
r2β(|∇2u|2 + r−2|∇u|2 + r−4|u|2)dxdy <∞.

The operator L is symmetric on functions in V 2
0 (Ω) satisfying (1.8). There are many one

dimensional self-adjoint extensions of this operator, which can be parameterized by γ ∈ [0, π).
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To describe them we introduce a real valued function1

wγ = sin(κ log
1

2
r + γ) cosh(κθ),

where (r, θ) are polar coordinates near (x, y) = (0, η(0):

x = r sin θ, η(0)− y = r cos θ (1.9)

and κ is the positive root of the equation

κ tanh
(
κα∗

)
= ρ0. (1.10)

The function ŵ is chosen to satisfy

Lŵ ∈ L2(Ω) and ŵ satisfies all homogeneous boundary conditions in (1.8) (1.11)

and
ŵ = ζ(r)wγ + w, w ∈ V 2

β∗
(Ω) with some β∗ ∈ (1− α, 1), (1.12)

where ζ is a smooth cut-off function equal 1 for r < δ and 0 for r > 2δ (δ is a small positive
number). The existence of such function (with any β∗ ∈ (1 − α, 1) is proved in Proposition
3.2(i) and, moreover, it is shown there if we have two functions ŵ1 and ŵ2 satisfying (1.11) and
(1.11) then ŵ1 − ŵ2 ∈ V 2

0 (Ω) and the choice of function ŵ does not depend on the choice of ζ.
We define Dγ as the space of functions consisting of the sums

u = Cŵ + v : v ∈ V 2
0 (Ω) v satisfies (1.8) and C is a constant. (1.13)

We denote the operator L with the domain Dγ by Lγ . The main theorem of this paper is the
following

Theorem 1.1. For any γ ∈ [0, π) the operator Lγ is self-adjoint has a discrete spectrum con-
sisting of eigenvalues of finite multiplicity. Moreover this operator has infinitely many negative
eigenvalues. Large negative eigenvalues are exhausted by λk = −s2

k, where

sk = e(γ+γκ+kπ)/κ
(
1 +O(e−αk/κ))

)
as k →∞, (1.14)

where k is a large integer and γκ is a real constant defined by

Γ(1 + iκ) =
( πκ

sinh(πκ)

)1/2
eiγκ . (1.15)

Moreover, the eigenvalues (1.14) are simple.

Let us explain the main ideas of the proof. The operator L corresponding to the boundary

value problem (1.7), (1.8) is symmetric in the subspace Ṽ 2
0 (Ω) of V 2

0 (Ω) defined by the boundary
conditions (1.8). The first step is to find self-adjoint extensions of this operator. Similar
problems are discussed in papers [14, 15, 18] for one dimensional Sturm-Liouville problem, two-
dimensional problem with Robin boundary condition in a disc and in a domain with smooth
boundary respectively. Here in Sect.3, we obtain self-adjoint extensions of the operator by using
an asymptotic approach similar to that in [18]. It appears that this asymptotic approach can
be used for description of self-adjoint extensions of the model problems in the angle, on the
half-line and on an interval and all these extensions are naturally obtained from each other
(see Sect.2.2, 2.3). The second step is an one-dimensional spectral problems on a half-line and
on an interval. The spectral problem on a half-line is presented in Sect.2.2 and all results are
borrowed from [14]. The spectral problem on an interval, considered in Sect.2.3, is an important
step in the proof of the main theorem since it gives the leading term in asymptotics of negative
eigenvalues and corresponding eigenfunctions. Two boundary conditions are needed there. The
condition at zero comes from the self-adjoint extension of the operator. The boundary condition
at another end of the interval is taken as a Robin condition and it will be justified later in
Sect.4.2. We assume there that it is already found and we take it in the required form from
the beginning. Next step is devoted to a 2D model problem in a domain close to Ω but the

1There are also complex valued functions see Sect.2.1. But since we have in mind application to the water
wave theory it is reasonable to consider here only real value functions h
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coefficients and the free surface are replaced by the main terms in their asymptotics near the
corner, see Sect.4.2, 4.3 and 4.4. In Sect.4.2 we derive the second boundary condition for the
spectral problem on the interval. It comes from a one-dimensional Dirichlet-Neumann mapping
obtaining as a result of solving 2D problem depending on a parameter. In Sect.4.4 we obtain
weighted estimate for solutions to the 2D model problem, where the spectral parameter is
considered as a parameter. In Sect.4.3 we obtain asymptotics for the eigenvalues and for the
eigenfunctions of the 2D model spectral problem. The last step is consideration of the general
2D spectral problem as a perturbation of the model 2D problem, see Sect.4. Since the distance
between neighbour eigenvalues is comparable with the absolute values of the corresponding
eigenvalues, we can applied the technique developed for perturbation of isolated eigenvalue,
see Sect.4.5. Difficulties here come from the fact that the domains of self-adjoint operators
is not a Sobolev space but its extension by a certain function. This part requires a careful
analytic considerations. In remark 4.8 we give an asymptotic formula for the eigenfunctions
corresponding to large negative eigenvalues.

2. Model problems

Here we present some auxiliary problems, which will play an important role in the proof of
Theorem 1.1.

2.1. Model problem in an angle. Let A be the angle

A = {(x, y) : r > 0, θ ∈ (0, α∗)}.
Consider the equation

∆u = f in A (2.1)

with boundary conditions

r−1(∂θu− ρ0)u = g for θ = α∗

∂θu = 0 for θ = 0. (2.2)

Homogeneous problem. First let us construct all solutions to the homogeneous problem
(2.1), (2.2), i.e. with f = 0 and g = 0. It can be done by separation of variables. There are two
solutions of the form

u(t, θ) = r±iκ cosh(κθ),

where κ is a real positive number satisfying (1.10). We denote by X the 2D-space of functions

w = w(r, θ) = ariκ cosh(κθ) + br−iκ cosh(κθ), a, b ∈ C. (2.3)

Let us introduce the following symplectic form on X

q(w1, w2) =

∫ α∗

0
(∂rw1(r, θ)w2(r, θ)− w1(r, θ)∂rw2(r, θ))rdθ. (2.4)

Using Green’s formula one can verify that the expression in the right-hand side is independent
of r. This form is non-generate on X and represents the Wronskian of two solutions to a
corresponding ODE in the r variable.

Let

Y0 = {w ∈ X : q(w,w) = 0}.
Direct calculation shows that

Y0 = {w ∈ X : |a| = |b| in (2.3)}.
If we denote by Yr real valued functions from Y0, then

Yr = {w ∈ X : w = a sin(κ log
1

2
r + γ) cosh(κθ), a ∈ R, γ ∈ [0, π)}. (2.5)

To see that the form q is non-degenerating we put

U+(r, θ) = sin(κ log
1

2
r + γ1) cosh(κθ), U−(r, θ) = sin(κ log

1

2
r + γ2) cosh(κθ).
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Then

q(U+, U−) = κ sin(γ2 − γ1)

∫ α∗

0
cosh2(κθ)dθ.

The remaining solutions to the homogeneous problem (2.1), (2.2) have the form

u(r, θ) = rµ cos(µθ),

where µ satisfies (1.6). We numerate the positive roots of (1.6) according to µkα
∗ ∈ ((k−1)π+

π
2 , kπ), k = 1, . . .. Clearly, −µk also solves (1.6). If we denote

v0(θ) = cosh(κθ), vk(θ) = cos(µkθ), k = 1, 2, . . . ,

then the system {ϕk}∞k=0 is an orthogonal basis in L2(0, α∗). Let

v̂2
k =

∫ α∗

0
cos2(µkθ)dθ =

α∗

2
+

sin(2µkα
∗)

4µk
, k = 1, . . .

and

v̂2
0 =

∫ α∗

0
cosh2(κθ)dθ =

α∗

2
+

sinh(2κα∗)

4κ
.

Now the system

φk(θ) =
1

v̂k
vk(θ), k = 0, 1, . . . , (2.6)

is an orthonormal basis in L2(0, α∗).

Non-homogeneous problem (2.1), (2.2). For β ∈ R and integer l ≥ 0, we introduce the
following spaces: V l

β(A) consists of functions in A with the norm

||u||V lβ(A) =
(∫

A

∑
i+j≤l

|∂ix∂jyu|2r2(β−(l−i−j))dxdy
)1/2

,

the space L2
β(A) coincides with V 0

β (A). The space V
1/2
β (0,∞) consists of functions defined on

the ray θ = α∗ and has the norm

||g||
V

1/2
β (0,∞)

=
(∫ ∞

0

∫ ∞
0

|rβg(r)− sβg(s)|2

|r − s|2
drds+

∫ ∞
0

r2β−1|g|2dr
)1/2

.

Another equivalent norm is the following (see [16])

inf
{
||u||V 1

β (A) : u ∈ V 1
β (A), u|θ=α∗ = g

}
.

We will omit the index β in the notation of spaces if β = 0.
The main solvability result for (2.1), (2.2) is the following

Proposition 2.1. (i) Let β − 1 6= 0 and β + µj − 1 6= 0 for j = ±1,±2, . . .. Then for each

f ∈ L2
β(A) and g ∈ V

1/2
β (0,∞) there exists a unique u ∈ V 2

β (A) solving (2.1), (2.2) and the

following estimate holds

||u||V 2
β (A) ≤ C(||f ||L2

β(A) + ||g||
V

1/2
β (0,∞)

).

(ii) Let βj, j = 1, 2, satisfy 1− µ1 < β1 < 1 < β2 < 1 + µ1 and let f ∈ L2
β1

(A)
⋂
L2
β2

(A) and

g ∈ V 1/2
β1

(0,∞)
⋂
V

1/2
β2

(0,∞). Then

u2 − u1 = (c+r
iκ + c−r

−iκ)φ0(θ),

where uj ∈ V 2
βj

(A) the solutions from (i) for j = 1, 2 and c± ∈ C.

(iii) Let βj, j = 1, 2, satisfy 1 − µ1 < β1, β2 < 1 and let f ∈ L2
β1

(A)
⋂
L2
β2

(A) and g ∈
V

1/2
β1

(0,∞)
⋂
V

1/2
β2

(0,∞). Then u2 = u1, where uj ∈ V 2
βj

(A) solutions from (i) for j = 1, 2.

The theory of boundary value problem for elliptic equations in an angle is well developed and
for the proof of such assertions we refer to books [17] and [13] and references there.
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2.2. A model spectral problem on a half-line. Let λ = −τ2, where τ is a positive number.
Consider the spectral problem

Mh = − d

rdr

(
r
d

dr
h(r)

)
− κ2

r2
h(r) = −τ2h(r) for r ∈ (0,∞). (2.7)

Let Ŵ 2
β (0,∞) be the space of functions v on (0,∞) with finite norm

||v||
Ŵ 2
β (0,∞)

=
(∫ ∞

0
r2β
(
|v′′ |2 + (1 + r−2)|v′|2 + (1 + r−4)|v|2

)
rdr
)1/2

.

It can be described equivalently as v ∈ V̂ 2
β (0,∞)

⋂
L̂2
β(0,∞), where V̂ 2

β (0,∞) and L̂2
β(0,∞) are

the spaces of functions with the finite norms

||v||
V̂ 2
β (0,∞)

=
(∫ ∞

0
r2β(|v′′ |2 + r−2|v′|2 + r−4|v|2)rdr

and

||v||
L̂2
β(0,∞)

=
(∫ ∞

0
r2β|v|2rdr

)1/2

respectively. Then the operator M is symmetric on X0 and its self-adjoint extension is defined
on a domain

DM = {h = Cζ(τr) sin(κ log
1

2
r + γ) + v : v ∈ Ŵ 2

0 (0,∞) and C is constant}. (2.8)

Here γ ∈ [0, π) is a fixed constant and ζ is a smooth cut-off function equal 1 for small r and

zero for large r. For the fact that the operator M considered in the space L̂2(0,∞) with the
domain DM is self-adjoint we refer to [14] (see also Sect.3 in this paper, where a more general
situation is discussed). Clearly the definition of the domain DM as well as the constant C in
its definition does not depend on the choice of the cut-off function ζ (but the function v may
depend on the choice of ζ). We supply the space DM with the norm

||h||DM =
(
|C|2 + ||v||2

Ŵ 2
0 (0,∞)

)1/2
, (2.9)

where C and v are the same as in the definition (2.8).
According to [7] linear independent solutions to (2.7) are Kiκ(τr) and Iiκ(τr), where Kiκ =

Kiκ(z) and Iiκ = Iiκ(z) are Bessel’s functions of imaginary order. They have the following
asymptotics (see [7])

Kiκ(z) =
( π

2z

)1/2
e−z
(

1 +O
(1

z

))
, Iiκ(z) =

(
2πz

)1/2
ez
(

1 +O
(1

z

))
(2.10)

for z →∞ and

Kiκ(z) = −
( π

κ sinh(πκ)

)1/2
sin
(
κ ln

(1

2
z
)
− γκ

)
+O(z2), (2.11)

Iiκ(z) =
(sinh(πκ)

πκ

)1/2
cos
(
κ ln

(1

2
z
)
− γκ

)
+O(z2) (2.12)

as z → 0. Here γκ is a real constant defined by (1.15).
The following theorem is proved in [14]

Theorem 2.2. Continuous spectrum of M coincides with the positive half-line [0,∞) and the
negative axis contains only isolated simple eigenvalues −τ2

k , where

τk = 2e(γκ+γ)/κekπ/κ, k = 0,±1,±2, . . . , (2.13)

with corresponding eigenfunctions Kiκ(τkr).

We note that {τk} represents a geometric sequence with the common ratio

q = eπ/κ. (2.14)

We continue this section with solvability results for the nonhomogeneous equation

Mh+ τ2h = f. (2.15)
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Lemma 2.3. Let τ ∈ (τk/q, qτk), τ 6= τk, for certain k ∈ Z. Let also

h = Cζ(τr) sin(κ log
1

2
r + γ) + v : v ∈ X0 (2.16)

satisfy (2.15) with f ∈ L̂2(0,∞). Then

C =
(κ sinh(πκ)

π

)1/2 1

κ sin(κ log(τk/τ))

∫ ∞
0

Kiκ(τr)f(r)rdr. (2.17)

Proof. From (2.15) it follows∫ ∞
s

fKiκ(τr)rdr =

∫ ∞
s

(Mh+ τ2h)Kiκ(τr)rdr = (∂rhKiκ(τr)− h∂rKiκ(τr))|r=s.

Since

r(∂rhKiκ(τr)− h∂rKiκ(τr))|r=s → κ
( π

κ sinh(πκ)

)1/2(
cos
(
κ log

(1

2
τr
)
− γκ

)
sin(κ log r + γ)

− sin
(
κ log

(1

2
τr
)
− γκ

)
cos(κ log r + γ)

)
= κ

( π

κ sinh(πκ)

)1/2
sin(γ + γκ − κ log

(1

2
τ))

as s→ 0 we arrive at

κ
( π

κ sinh(πκ)

)1/2
sin(γ + γκ − κ log

(1

2
τ
))
C =

∫ ∞
0

Kiκ(τr)f(r)rdr. (2.18)

By (2.13)

γ + γκ − κ log
(1

2
τk
)

= −kπ.

Hence,

sin(γ + γκ − κ log
(1

2
τ)
)

= sin(κ log
(1

2
τk)
)
− κ log

(1

2
τ
))

= sin(κτk/τ).

Therefore formula (2.18) can be written as (2.17).
�

In order to include in our considerations the case τ = τk, we introduce the following functions

n(τ/τk) =
sin(κ log(τk/τ))

τ/τk − 1
, m(τ/τk, r) =

Kiκ(τr/τk)−Kiκ(r)

τ/τk − 1
.

We note that −π < κ log(τk/τ)) < π is equivalent to τ ∈ (τk/q, qτk). The last inclusion
guarantees that n(τ/τk) 6= 0.

Lemma 2.4. Additionally to assumptions of Lemma 2.3, we assume that∫ ∞
0

Kiκ(τkr)f(r)rdr = 0. (2.19)

Then the following representation for the constant C in the representation (2.16) holds

κCn(τ, τk) =
(κ sinh(πκ)

π

)1/2
∫ ∞

0
f(r)m(τ/τk, τkr)rdr. (2.20)

Proof. The proof follows immediately from (2.17) and (2.19).
�

Remark 2.5. Let q0 ∈ (0, q) and let τ ∈ [τk/q0, q0τk]. Let also β < 1 and f ∈ L̂2
β(0,∞). The

representation (2.17) implies

|C| ≤ cτβ−1 1

| sinκ log(τk/τ)|

(∫ ∞
0

r2β|f |2rdr
)1/2

, (2.21)

where c is independent of τ and τk. Using that

| sinκ log(τk/τ)| ≥ c |τ − τk|
τ
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we get

|C| ≤ c τβ

|τ − τk|

(∫ ∞
0

r2β|f |2rdr
)1/2

. (2.22)

If we assume additionally that (2.19) is valid then

|C| ≤ cτβ−1
(∫ ∞

0
r2β|f |2rdr

)1/2
. (2.23)

Lemma 2.6. Let q0 ∈ (0, q) and let τ ∈ [τk/q0, q0τk], τ 6= τk, where k ∈ Z. Let h ∈ DM satisfy
(2.15). Then

|C|2 +

∫ ∞
0

(|∂rv|2 + τ2|v|2)rdr ≤ c

|τ − τk|2

∫ ∞
0
|f |2rdr (2.24)

and

||v||2
V̂ 2
0 (0,∞)

≤ cτ2

|τ − τk|2

∫ ∞
0
|f |2rdr, (2.25)

where c does not depend on τ and f , but depends on q0. Here C and v are the same as in (2.16).
Let additionally (2.19) be valid and∫ ∞

0
h(r)Kiκ(τkr)rdr = 0. (2.26)

Then

|C|2 + τ−2||v||2
V̂ 2
0 (0,∞)

+

∫ ∞
0

(|∂rv|2 + τ2|v|2)rdr ≤ c

τ2

∫ ∞
0
|f |2rdr (2.27)

for all τ ∈ [τk/q0, q0τk].

Proof. The estimate (2.24) for the constant C in (2.16) follows from (2.22) with β = 0. Since
the operator is self-adjoint we get∫ ∞

0
|h|2rdr ≤ c

|τ2 − τ2
k |2

∫ ∞
0
|f |2rdr.

Using the representation (2.16) and the above estimate together with the estimate for C, we
obtain the estimate

τ2

∫ ∞
0
|v|2rdr ≤ c

|τ − τk|2

∫ ∞
0
|f |2rdr. (2.28)

Furthermore, the function v ∈ X0 solves the problem

Mv + τ2v = F = f − C[M, ζ] sin(κ log
1

2
r + γ)− τ2ζ sin(κ log

1

2
r + γ) ∈ L̂2(0,∞).

This implies the estimate

||v||
V̂ 2
0 (0,∞)

≤ c||F − τ2v||
L̂2(0,∞)

(2.29)

which leads to (2.25).
The estimate for ∂rv can be obtained from (2.28) and (2.24).
The proof of (2.27) is basically the same but instead of (2.22) we must use (2.23) with β = 0.

�

Let us estimate a weighted norm of v in (2.16). We introduce the space

Dβ
M = {h = Cζ(τr) sin(κ log

1

2
r + γ) + v : v ∈ Ŵ 2

β (0,∞) and C is constant} (2.30)

with the norm

||h||
DβM

= |C|+ ||v||
Ŵ 2
β (0,∞)

.

If β ≤ 1 then the first term in the right-hand side in (2.53) does not belong to Ŵ 2
β (0,∞).
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Lemma 2.7. Let q0 ∈ (0, q), τ ∈ [τk/q0, q0τk] and let β ∈ (−1, 1). If h ∈ Dβ
M satisfies (2.15)

with f ∈ L̂2
β(0,∞) then

τ−2β|C|2 +

∫ ∞
0

r2β(|∂rv|2 + τ2|v|2)rdr ≤ c

|τ − τk|2

∫ ∞
0

r2β|f |2rdr (2.31)

and

||v||2
V̂ 2
β (0,∞)

≤ c cτ2

|τ − τk|2

∫ ∞
0

r2β|f |2rdr (2.32)

where c does not depend on τ and f .
If additionally, (2.19) and (2.26) be valid. Then

τ−2β|C|2 + τ−2||v||2
V̂ 2
β (0,∞)

+

∫ ∞
0

r2β(|∂rv|2 + τ2|v|2)rdr ≤ cτ−2

∫ ∞
0

r2β|f |2rdr. (2.33)

Proof. The estimates (2.31) and (2.33) for the constant C follow from (2.22) and (2.23) respec-
tively.

Next the equation for v can be written as

Mv + τ2v = F := f − C[M, ζ(τr) sin(κ log
1

2
r + γ)]− Cτ2ζ(τr) sin(κ log

1

2
r + γ), (2.34)

where F ∈ L̂2
β(0,∞). Moreover

||F ||
L̂2
β(0,∞)

≤ c(||f ||
L̂2
β(0,∞)

+ τ1−β|C|).

Using the change of variable R = τr we transform the problem (2.34) to

Mv + v = Fτ := τ−2F. (2.35)

We represent the right-hand side in (2.35) as F = F1 + F2 + F3, where F1(R) = Fτ (R) for
R < δ and zero otherwise, f3(R) = Fτ (R) for R > N and zero otherwise, where δ and N are

small and large positive numbers respectively. Then let v1, v3 ∈ V̂ 2
β (0,∞) be solutions to

Mv1 + v1 = F1 on (0, 3δ), Mv3 + v3 = F3 on (N/2,∞).

We can choose them to satisfy

||v1||V̂ 2
β (0,3δ)

≤ c||F1||L̂2
β
, ||v3||Ŵ 2

β (N/2,∞)
≤ c||F3||L̂2

β

Let ζ1 and ζ3 be two C2 cut-off functions such that ζ(r) = 1 for r < 2δ and ζ(r) = 0 for r > 3δ
and ζ3(r) = 1 for r > 3N/4 and ζ3(r) = 0 for r < N/2. Then the function v2 = v − ζ1v1 − ζ3v3

satisfies the equation

Mv2 + v2 = F2 − [M, ζ1]v1 − [M, ζ3]v3 =: F (2.36)

One can verify that the support of F belongs to [δ,N/2] and

||F||
L̂2
β(0,∞)

≤ c||F ||
L̂2
β(0,∞)

.

So the equation (2.36) has solution in L̂2(0,∞) and it satisfies

||v2||V 2
0 (0,∞) + ||v2||L2(0,∞) ≤ c

1

sin δ∗
||F ||

L̂2
β(0,∞)

.

Using local estimates near 0 and ∞ and that F vanishes there, we conclude that

||v2||V̂ 2
β (0,∞)

+ ||v2||L̂2
β(0,∞)

≤ c 1

sin δ∗
||f ||

L̂0
2

β(0,∞)
.

which proves Lemma. �
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2.3. Bounded interval. Consider the following spectral problem on an interval of length δ:

Mh = −τ2h(r) for r ∈ (0, δ) (2.37)

with boundary condition

h′(δ) + (τ − α(τ−1))h(δ) = 0 (2.38)

where α(s) is a C∞ function in a neighborhood of the origin2. We will always assume in such

problem that τδ is sufficiently large. Let also V̂ 2
β (0, δ) be the space of functions v on (0, δ) with

finite norm

||v||
V̂ 2
β (0,δ)

=
(∫ δ

0
r2β
(
|v′′ |2 + r−2|v′|2 + r−4|v|2

)
rdr
)1/2

.

The operator M is symmetric on the subspace of V̂ 2
β (0, δ) defined by (2.38). We will consider

the operator M on the domain

D̂γ(τ) = {h = Cζ(τr) sin(κ log
1

2
r+γ)+v : v ∈ V̂ 2

β (0, δ), v satisfies (2.38) and C is a constant.

Here γ ∈ [0, π) is a fixed constant and ζ is a cut-off function equal 1 for r < 1/3 and 0 for
r > 2/3. Since the operator

M(τ) : D̂γ(τ)→ L̂2(0, δ) (2.39)

is self-adjoint for each τ ≥ τ0, where τ0 is sufficiently large, it is also Fredholm with zero index.
To find values of τ for which the kernel of the operator (2.39) is non-trivial we are looking

for solution in the form

h(r) = Kiκ(τr)−Q(τ)Iiκ(τr), Q(τ) is a function of τ ,

which is subject to

h′(δ) + (τ − α(τ−1))h(δ) = 0, h(r) = C sin
(
κ log

1

2
r + γ

)
+O(r) as r → 0, (2.40)

where C is a constant. Using the first equation in (2.40) and asymptotic expansions (2.10), we
can find Q:

Q(τ) = τ−2e−2τδm(τ−1), (2.41)

where m(s) is C∞ in a neighborhood of the origin. Furthermore, the second relation in (2.40)
together with the asymptotic formulas (2.11) and (2.12) implies

−
( π

κ sinh(πκ)

)1/2
sin
(
κ log

(1

2
τr
)
− γκ

)
−Q

(sinh(πκ)

πκ

)1/2
cos
(
κ log

(1

2
τr
)
− γκ

)
= C sin

(
κ log

(1

2
r
)

+ γ
)

Thus

−
( π

κ sinh(πκ)

)1/2(
sin
(
κ log

(1

2
τr
)
− γκ

)
+A cos

(
κ log

(1

2
τr
)
− γκ

))
= C sin

(
κ log

(1

2
r
)

+ γ
)
, (2.42)

where

A(τ) =
Q(τ) sinh(πκ)

π
. (2.43)

Now define the angle ψ by the relations

cosψ =
1√

1 +A2
, sinψ =

A√
1 +A2

or

ψ(τ) = arctanA(τ). (2.44)

2The parameter τ here is included in the boundary condition also. So this is actually a boundary value
problem with a parameter τ ≥ τ0, where τ0 is sufficiently large. The definition of eigenvalues and eigenfunctions
of such problems is standard.
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Clearly, ψ(τ) = O(τ−2e−2τδ). Then the left-hand side in (2.42) is equal to

−
( π

κ sinh(πκ

)1/2√
1 +A2 sin(κ log(

1

2
τr)− γκ + ψ(τ)) (2.45)

and equation (2.42) can be written as

sin
(
κ log

(1

2
τr
)
− γκ + ψ

)
= sin

(
κ log

(1

2
r
)

+ γ
)
,

which implies

κ log τ = γκ + γ − ψ + kπ, (2.46)

where k is a large positive integer. Thus

τ = e(γκ+γ+kπ)/κ
(

1 +O(e−2τδ)
)
.

We denote this eigenvalue by τ̂k. It is defined for k ≥ kδ, where kδ is a sufficiently large integer
depending on δ. Then

τ̂k = e(γκ+γ+kπ)/κ
(

1 +O
(
e−2δ exp(e(γκ+γ+kπ)/κ)

))
. (2.47)

Let us formulate this result as

Proposition 2.8. There exists an interger kδ depending on δ such that the eigenvalues of the
operator (2.39) are simple and exhausted by (2.47). The corresponding eigenfunction is given
by

Φ(r) = Φk(r) = Kiκ(τr) +Q(τ)Iiκ(τr), where τ = τ̂k. (2.48)

We note also that∫ δ

0
Φ2(r)r1+2βdr ∼ τ−2

∫ δτ

0
|Kiκ(s)|2s1+2βds ∼ τ−2−2β for β > −1, (2.49)

∫ δ

0
|∂rΦ|2(r)r1+2βdr ∼ τ−2β for β > 0 (2.50)

and ∫ δ

0
|∂2
rΦ|2(r)r1+2βdr ∼ cτ2−2β, for β > 1. (2.51)

Moreover,

h(δ) = O(τ−1/2e−δτ ).

2.4. Two lemmas. Here we obtain some estimates for solutions to the problem

(−∆ + τ2)u = f in A

r−1(∂θ − ρ0)u = g for θ = α∗

∂θu = 0 for θ = 0. (2.52)

Let W 2
β (A) = V 2

β (A)
⋂
L2
β(A). We supply it with the norm

||v||W 2
β (A) = ||v||V 2

β (A) + ||v||L2
β(A).

We introduce also the spaces

Dβ = {u = Cζ(τr)φ0(θ) sin(κ log
1

2
r + γ) + v : v ∈W 2

β (A), ∂θv = 0 for θ = 0}, (2.53)

which will be used for β < 1. In this case it differs from W 2
β (A). Let also W

1/2
β (0,∞) is the

space of functions on (0,∞) with the norm

||g||
W

1/2
β (0,∞)

= ||g||
V

1/2
β (0,∞)

+ ||g||L2
β(0,∞) (2.54)
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We will use the following splitting of solutions of (2.52):

u = h(r)φ0 + w,

∫ α∗

0
wφ0dθ = 0 for allmost all r > 0, (2.55)

where φ0 is given by (2.6). Clearly

h(r) =

∫ α∗

0
uφ0dθ.

Multiplying the first equation in (2.52) by φ0 and integrating over (0, α∗) we get

(M+ τ2)h = f0 + φ(α∗)r−1g on (0,∞) (2.56)

and

(−∆ + τ2)w = F := f − f0 − φ(α∗)r−1gφ0 in A

r−1(∂θ − ρ0)w = g for θ = α∗

∂θw = 0 for θ = 0. (2.57)

Lemma 2.9. Let β ∈ (1− µ1, 1), q0 ∈ (0, q) and τ ∈ [q−1
0 τk, q0τk], τ 6= τk. Let also

u = Cζ(τr)φ0(θ) sin(κ log
1

2
r + γ) + v, v ∈W 2

β (A), C is constant, (2.58)

solve (2.52), where f ∈ L2
β(A) and g ∈W 1/2

β (A). Then

τ−2β|C|2 + τ−2||v||V 2
β (A) + τ2||v||2L2

β(A) ≤
c

|τ − τk|2
(
||f ||2L2

β(A) + ||g||2
V

1/2
β (0,∞)

+ ||g||L2
β(0,∞)

)
.

(2.59)
Moreover

C =
(κ sinh(πκ)

π

)1/2 1

κ sin(κ log(τk/τ))

∫ ∞
0

Kiκ(τr)(f0 + φ(α∗)r−1g)rdr. (2.60)

Proof. We use the representation (2.55). Then

h(r) = Cζ(τr) sin(κ log
1

2
r + γ) + v̂, v̂ ∈ V̂ 2

β (0,∞).

and

v = w + v̂φ0(θ).

Let us prove the inequality

τ−2||w||2V 2
β (A) + τ2||w||2L2

β(A) ≤ cτ
−2(||F ||2L2

β(A) + ||g||2
V

1/2
β (0,∞)

+ τ ||g||2L2
β(0,∞)). (2.61)

By scaling we can reduce the estimate to the case τ = 1. For β = 0 the corresponding quadratic
form is positive definite and the proof is standard for the weak solution, after that it is enough
to use local estimates3. Extension to other values of β can be done also by using local estimates
near the origin and infinity.

Now the combination of the estimates (2.61), (2.31) and (2.32) leads to (2.59) and (2.60). �

Lemma 2.10. Let β ∈ (1− µ1, 1) and let q0 ∈ (0, q), τ ∈ [q−1
0 τk, q0τk]. Let also∫ ∞

0
Kiκ(τkr)(f0 + φ(α∗)r−1g)rdr = 0. (2.62)

Then the solution (2.58) of (2.52) satisfies

τ−2β|C|2 + τ−2||v||2V 2
β (A) + τ2||v||2L2

β(A) ≤ cτ
−2
(
||f ||2L2

β(A) + ||g||2
V

1/2
β (0,∞)

+ τ ||g||2L2
β(0,∞)

)
, (2.63)

where c does not depend on τ , f and g.

3For local estimate near the origin we used the fact that 0 ∈ (1 − µ1, 1), which follows from the assumption
(1.5).
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Proof. The proof basically repeats the proof of Lemma 2.9 but instead of (2.24) and (2.32) we
must use (2.27) and (2.33)).

�

3. Self-adjoint extensions of the operator L with the boundary conditions (1.8)

First consider the equation

−∆u+ σu = f in Ω (3.1)

supplied with the boundary conditions

∂νu− r−1ρu = g on S (3.2)

and

u = 0 on B

∂xu|x=0 = ∂xu|x=Λ/2 = 0. (3.3)

Let V 2
β (Ω), β ∈ R, be the space of functions in Ω with finite norm

||u||V 2
β (Ω) =

(∫
Ω

∑
i+j≤2

|∂ix∂jyu|2r2(β−2(2−i−j))dxdy
)1/2

.

The space L2
β(Ω) consists of functions f in Ω with the finite norm

||u||L2
β(Ω) =

(∫
Ω
|f |2r2βdxdy

)1/2
.

We introduce also the following subspace of V 2
β (Ω)

Ṽ 2
β (Ω) = {u ∈ V 2

β (Ω) : u|B = 0, u|x=0 = 0 and u|x=Λ/2 = 0}.

The space V
1/2
β (S) consists of functions defined on S and has the norm

||g||
V

1/2
β (S)

= inf
{
||u||V 1

β (Ω) : u ∈ Ṽ 1
β (Ω), u|S = g

}
.

Another equivalent norm is the following (see [16])(∫ Λ/2

0

∫ Λ/2

0

|sβg(s)− xβg(x)|2

|s− x|2
dsdx+

∫ Λ/2

0
x2β−1|g|2dx

)1/2
.

Here we used the parametrisation y = η(x) on S.
We put

Lu = −∆u+ σu, Bu = (∂ν − r−1ρ)u|S .
One can verify that the operator

(L,B) : Ṽ 2
β (Ω)→ L2

β(Ω)× V 1/2
β (S)

is continuous.
Using Proposition 2.1 and well known results from theory of boundary value problems in

domains with angular points on the boundary (see [17] or [13]), we get the following assertion

Proposition 3.1. (i) If β − 1 6= 0 and β + µj − 1 6= 0 for j = ±1,±2, . . . then the operator

(L,B) : Ṽ 2
β (Ω)→ L2

β(Ω)× V 1/2
β (S)

is Fredholm.
(ii) Let βj, j = 1, 2, satisfy 1 − α < β1 < 1 < β2 < µ1 + 1 and let f ∈ L2

β1
(Ω), g ∈ V 1/2

β1
(S)

and u2 ∈ V 2
β2

(Ω) be a solution to (3.1)–(3.3). Then

u2 = ζ(r)(c+r
iκ + c−r

−iκ)ϕ0(κθ) + u1,

where u1 ∈ V 2
β1

(Ω) and c± ∈ C.
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(iii) Let βj, j = 1, 2, satisfy 1 − µ1 < β2 < β1 < 1 and let f ∈ L2
β2

(Ω), g ∈ V
1/2
β2

(S) and

u ∈ V 2
β1

(Ω) be a solution to (3.1)–(3.3). Then u ∈ V 2
β2

(Ω).

One can verify that the operator L is symmetric on

D0 = {u ∈ Ṽ 2
0 (Ω) : Bu = 0}.

To obtain ”real valued”, self-adjoint extensions of this operator we proceed as follows. We
choose γ ∈ [0, π) and put

wγ = sin(κ log
1

2
r + γ)φ0, (3.4)

Let ŵ be such that
Lŵ ∈ L2(Ω) and Bŵ = 0 on S

and
ŵ = ζ(r)wγ + w, w ∈ Ṽ 2

β∗(Ω) with a certain β∗ ∈ (1− α, 1).

Since the function w satisfies (3.1)-(3.3) with

f = −(L+ τ2)ζ(τr)wγ , g = −Bwγ ,

using properties of functions η, ρ and σ, we get that f ∈ Lβ∗(Ω) and g ∈ V 1/2,2
β∗

(S) with any

β∗ ∈ (1−α, 1) and the existence of such w follows from Proposition 3.1(i). Moreover w ∈ Ṽ 2
β∗

(Ω)

for any β∗ ∈ (1− α, 1). We define a domain of L as

Dγ = {u = aŵ + v : a ∈ C, v ∈ D0, Bu = 0} (3.5)

In the next proposition we will show that this definition does not depend on the choice of ŵ
and ζ and determines only by wγ and that the operator L with the domain Dγ is self-adjoint.

Proposition 3.2. (i) There exists a function ŵ introduced above. The domain Dγ does not
depend on the choice of ŵ and cut-off function ζ.

(ii) The operator L defined on the domain Dγ is self-adjoint.

Proof. (i) The existence of such ŵ we have proved above the proposition. If we have two such

functions ŵ1 and ŵ2 then the difference W = ŵ1− ŵ2 ∈ Ṽ 2
β∗

(Ω) and W satisfies (3.1)-(3.3) with

f ∈ L2(Ω) and g = 0.
Applying Proposition 3.1 (iii) with β1 = β∗ and β2 = 2 and using that µ1 > 1, we obtain

W ∈ V 2
2 (Ω) ⊂ L2(Ω), which proves the result.

(ii) Let Bε, where ε is a small positive number, be the ball of radius ε centered at (0, R). We
put

Ωε = Ω \Bε, Sε = S \Bε.
Let also γε = {(x, y) ∈ Ω : r = ε}. Let Uk = akŵ + vk ∈ Dγ . Then∫

Ωε

(
LU1U2 − U1LU2

)
dxdy

=

∫
γε

(
∂rU1U2 − U1∂rU2

)
rdθ → a1a2 lim

r→0

∫ π/3

−π/3

(
∂rŵŵ − ŵ∂rŵ

)
rdθ = 0. (3.6)

This shows that the operator L is symmetric on the domain Dγ . We denote this operator by
Lγ . Consider the adjoint to Lγ operator

L∗γ : L2(Ω)→ D∗γ .

In order to prove our proposition it is sufficient to show that L∗γu = f ∈ L2(Ω) implies u ∈ Dγ
and Lγu = f . Assume that L∗γu = f ∈ L2(Ω). Then∫

Ω

(
LUu− Uf

)
dxdy = 0 ∀U ∈ Dγ .

Using local estimates for elliptic boundary valued problems one can show that u ∈ V 2
β (Ω) with

β = 2 since u ∈ L2(Ω). Using that f ∈ L2(Ω) together with Proposition 3.1(ii), we get that
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u = ζ(r)w + v, where v ∈ V 2
0 (Ω) and w ∈ X . Since the form q is non-generating on X ,

calculations similar to (3.6) show that w must be proportional to wγ . This proves that the
operator L defined on the domain Dγ is self-adjoint. �

As a consequence of the above result we get the following observation

Corollary 3.3. the operator

L : Dγ → L2(Ω) (3.7)

is Fredholm with the index 0. (In what follows we denote the operator (3.7) by Lγ.)

Since the inclusion Dγ → L2(Ω) is compact and the operator (3.7) is Fredholm with index
0 (according to Corollary 3.3), the spectrum of Lγ consists of isolated eigenvalues of finite
multiplicities with possibly accumulation points at ±∞. Thus we get

Proposition 3.4. The spectrum of the operator Lγ consists of eigenvalues of finite multiplicity
with the accumulating points at +∞ and −∞.

Since every element u ∈ Dγ admits a unique representation u = cŵ + v, where v ∈ V 2
0 (Ω)

and c is a constant we define the norm in Dγ as

||u||Dγ =
(
||u||2V 2

0 (Ω) + |c|2
)1/2

. (3.8)

4. Proof of Theorem 1.1

By Propositions 3.2(ii) and 3.4 it remains to prove the asymptotics (1.14) and simplicity of
large negetive eigenvalues in Theorem 1.1. The proof consists of several steps. First by a suitable
change of variables we represent the problem as as a small, in a certain sense, perturbation of a
problem whose negative eigenvalues can be analyzed explicitly. The important property of the
unperturbed problem is the fact that the distance between neighbor eigenvalues is comparable
with the absolute value of corresponding eigenvalues. A specific of this representation consists
of its dependence on a certain parameter δ and the perturbation analysis involves careful study
of dependence of this perturbation analysis on this parameter. An additional complexity is
brought by possibli different domains of perturbed and unperturbed operators. This can be
overcome by extending domains of this operators by using weights and observation that the
eigenvalues are preserved for both operators.

4.1. Change of variables. We choose functions ξ = ξ(x) and χ = χ(x) defined on [0,Λ/2] and
belonging to C2([0,Λ/2]) and C1([0,Λ/2]) respectively, and subject to the following properties:

(i) ξ(x) = η(0)− a0x and χ(x) = ρ0/R for x ∈ (0, 3δ), where R = (x2 + (ξ(x)− ξ(0))2)1/2;
(ii) ξ(x) = η(x) and χ(x) = ρ(x) for x ∈ [Λ/2− δ,Λ/2];
(iii)

|ξ(x)− η(x)|+ |ξ′(x)− η′(x)| ≤ cδα for x ∈ [0,Λ/2]

and

|χ(x)− ρ(x)| ≤ cδα for x ∈ [0,Λ/2].

Here c is a certain constant independent of δ and δ is a certain positive number, which will be
chosen later.

Let us make the following change of variables:

X = x, Y =
yξ(x)

η(x)
and U(X,Y ) = u(X,Y

η(x)

ξ(x)
).

Then

∂x = ∂X + Y
(ξ′
ξ
− η′

η

)
∂Y , ∂y =

ξ

η
∂Y .
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Therefore the problem (1.7) becomes

LU := −
(
∂X + Y

(ξ′
ξ
− η′

η

)
∂Y

)(
∂XU + Y

(ξ′
ξ
− η′

η

)
∂Y U

)
− ξ2

η2
∂2
Y U + σU = λU,

BU :=
(−η′, 1)√

1 + η′2

(
∂XU + Y

(ξ′
ξ
− η′

η

)
∂Y U,

ξ

η
∂Y U

)
− r−1ρU = 0

and

U(X, 0) = 0, ∂XU |X=0 = 0, ∂XU |X=Λ/2 = 0 (4.1)

We represent the operators L and B as

L = L0 + L1 and B = B0 + B1, (4.2)

where

L0U = −∆U, B0U = ∂νU − r−1χU,

L1U = −Y
(ξ′
ξ
− η′

η

)
∂Y

(
∂XU + Y

(ξ′
ξ
− η′

η

)
∂Y U

)
−
(
∂X + Y

(ξ′
ξ
− η′

η

)
∂Y

)
Y
(ξ′
ξ
− η′

η

)
∂Y U −

( ξ2

η2
− 1
)
∂2
Y U + σU

and

B1U =
(−η′, 1)√

1 + η′2

(
Y
(ξ′
ξ
− η′

η

)
∂Y U,

( ξ
η
− 1
)
∂Y U

)
+
( (−η′, 1)√

1 + η′2
− (−ξ′, 1)√

1 + ξ′2

)(
∂XU, ∂Y U

)
− r−1(ρ− χ)U

We note that

ξ

η
− 1 = O(x1+α),

ξ′

ξ
− η′

η
= O(xα),

d

dx

(ξ′
ξ
− η′

η

)
= O(xα−1) near x = 0 (4.3)

and ∣∣∣ ξ
η
− 1
∣∣∣ ≤ cδα, ∣∣∣ξ′

ξ
− η′

η

∣∣∣ ≤ cδα on [0,Λ/2]. (4.4)

In what follows it will be important for us that

|L1U | ≤ c
(
xα(|∂2

XU |+ |∂2
Y U |+ |∂2

XY U |) + xα−1(|∂XU |+ |∂Y U |) + |U |
)
, (4.5)

|B1U | ≤ c
(
xα(|∂XU |+ |∂Y U |) + xαr−1|U |

)
(4.6)

for small x and

|L1U | ≤ cδα(|∂2
XU |+ |∂2

Y U |+ |∂2
XY U |) + Cδ(|∇U |+ |U |), (4.7)

|B1U | ≤ cδα(|∇U |+R−1|U |) (4.8)

on [0,Λ/2].
Now the problem can be written as

(L0 + L1)U + τ2U = 0 in Ωξ

(B0 + B1)U = 0 on Sξ (4.9)

∂XU |X=0 = 0, ∂XU |X=Λ/2 = 0 and U |Y=0 = 0. (4.10)

In forthcoming analysis we will consider the problem (4.9), (4.10) as a perturbation of the
same problem with L1 = 0 and B1 = 0. It will be important for us to control dependence on δ
and τ in constants in our consideration. We will indicate this dependence by putting indexes,
for example cδ.
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4.2. Operator (L0,B0). First let us consider the unperturbed problem

L0U + τ2U = F in Ωξ

B0U = G on Sξ (4.11)

U(X, 0) = 0, ∂XU |X=0 = 0, ∂XU |X=Λ/2 = 0. (4.12)

Define the spaces: V l
β(Ωξ) consists of functions on Ωξ satisfying (4.12) and having the finite

norm

||v||V lβ(Ωξ)
=
( ∑
j+k≤2

∫
Ωξ

R2(β+l−j−k)|∂jX∂
k
Y v|2dXdY

)1/2

and L2
β(Ωξ) has the norm

||f ||L2
β(Ωξ)

=
(∫

Ωξ)
R2β|f |2dXdY

)1/2
.

Let also V
1/2
β (Sξ) consists of traces on Sξ of functions from V 1

β (Ωξ). We parameterize Sξ by

Y = ξ(X), X ∈ (0,Λ/2) and use the following norm there

||g||
V

1/2
β (Sξ)

=
(∫ Λ/2

0

∫ Λ/2

0

|yβg(y)− xβg(x)|2

|y − x|2
dx
)1/2

+ ||g||L2
β−1/2

(0,Λ/2), (4.13)

where g(x) is a function on the boundary Sξ = {(x, ξ(x)) : x ∈ (0,Λ/2)}.
In the forthcoming analysis an important role will play a certain splitting of the boundary

value problem into a problem for an ODE on an interval and a boundary value problem which
has a positivity property. Let us describe this splitting.

Multiplying the first equation in (4.11) by φ0 and integrating over the interval (0, α∗) with
respect to θ, we get for r < 3δ (here and in what follows we use the notation r instead of R in
order to emphasize the similarity in equations below and in Sect.2.

− 1

r
∂rr∂rh(r)− 1

r2

∫ α∗

0
∂2
θUφ0dθ + τ2h(r) = f(r), (4.14)

where

h(r) =

∫ α∗

0
U(r, θ)φ0(θ)dθ, f(r) =

∫ α∗

0
F (r, θ)φ0(θ)dθ. (4.15)

Integrating by parts in the integral in (4.14) and using boundary conditions for U and φ0, we
obtain

Mh(r) + τ2h(r) = f(r) +
1

r
G(r)φ0(α∗) for r < 3δ. (4.16)

Representing the function U in the form

U = h(r)φ0 +W,

∫ α∗

0
Wφ0dθ = 0 for r < δ, (4.17)

we have that

L0W + τ2W = F1 := F − f(r)− 1

r
G(r)φ0(α∗) (4.18)

and
B0W = G. (4.19)

Introduce the space Y0 as the closure of functions U satisfying (4.12) and∫ α∗

0
Uφ0dθ = 0 for r < δ.

in the norm

||U ||Y0 =
(∫

Ωξ

(|∇U |2 + |U |2)dXdY
)1/2

.

We define the bilinear form on Y0

a(U1, U2) =

∫
Ωξ

(∇U1 · ∇U2 + τ2U1U2)dXdY −
∫
Sξ

r−1χU1U2ds.
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Here the first integral is positive and the last one is negative. For every positive ε we have∫ Λ/2

0
U2(x, ξ(x))dx ≤

∫
Ωξ

(ε|UY |2 + ε−1|U |2)dXdY. (4.20)

Using this estimate, one can verify the following assertion

Lemma 4.1. For U ∈ Y0 we have

a(U,U) ≥ c
∫

Ωξ

(|∇U |2dXdY + (τ2 − Cδ)
∫

Ωξ

|U |2)dXdY. (4.21)

This implies in particular that for τ2 ≥ Cδ + 1 the form a is positive definite.

Lemma 4.2. Let τ2 ≥ Cδ + 1, where Cδ is the constant in (4.21). Let also F ∈ L2(Ωξ) and
G ∈ L2(Sξ).Then the problem (4.11), (4.12) has a unique weak solution U ∈ Y0 and this solution
satisfies the estimate∫

Ωξ

(|∇U |2 + τ2|U |2)dXdY ≤ c(τ−2||F ||2L2(Ωξ)
+ τ−1||G||2L2(Sξ

), (4.22)

where c does not depend on τ , F and G.

Proof. Multiplying the first equation in (4.11) by V ∈ Y0 and integrating over Ωξ we get

a(U, V ) =

∫
Ωξ

FV dXdY +

∫
Sξ

GV ds for all V ∈ Y0,

which represents a weak formulation of the problem (4.11), (4.12) in Y0. Since the form a is
positive definite for large τ the above weak formulation has a unique solution U ∈ Y0. Using
the estimate (4.20) one can show that U satisfies (4.22). �

The space Y consists of functions

U = bζ(r − δ)e−τ(r−δ)φ0 +W, b is a constant and V ∈ Y0,

where ζ(t) is a cut-off function equal 1 for t < δ/2 and 0 for t > δ). The function

h(r) =

∫ α∗

0
Uφ0dθ

is well defined for r ∈ [δ, 3δ).

Lemma 4.3. There exists Cδ such that if τ ≥ Cδ then the problem

a(U, V ) = 0 for all V ∈ Y0 (4.23)

has a unique solution in Y satisfying h(δ) = b. Moreover,

U = b
(
φ0(θ)ζ(r)

Kiκ(τr)

Kiκ(τδ)
+W

)
, (4.24)

where the function W ∈ Y0 satisfies the estimate

||W ||Y0 ≤ c|b|e−τδ (4.25)

Proof. Inserting (4.24) into (4.23), we obtain the relation

a(W,V ) = F(V ) for all V ∈ Y0,

where

F (V ) =
b

Kiκ(τδ)

∫ 2δ

0

∫ α∗

0
(−ζ ′′Kiκ − 2ζ ′∂rKiκ)φ0V dXdY.

Using the asymptotics of Kiκ(z) for large z and Lemma 4.2, we obtain

|F (V )| ≤ c|b|e−τδ||V ||Y0 ,
which leads to (4.25). �
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Remark 4.4. By Lemma (4.3) we can evaluate the normal derivative of the function (4.15) at
r = δ:

h′(r) = (−τ + α(τ−1))h(δ) for large τ , (4.26)

where α(z) is a C∞ function in a neighborhood of the origin. If we consider the function h on
the interval (0, δ) then it must satisfy the equation

Mh(r) + τ2h(r) = 0 for r ∈ (0, δ) (4.27)

and the boundary condition(4.26). This allows us to split solutions of (4.11), (4.12) with F = 0
and G = 0 in to two parts. The first one (h-component of U) solves the problem (4.27), (4.26)
on the interval (0, δ) and the second one (W -component of U) belongs to Y , solves the problem
(4.23) and satisfies ∫ α∗

0
Uφ0dθ = h(δ) for R = δ.

Let us take an arbitrary function U ∈ V 2
β (Ωξ), β ∈ (1, 1 + µ1), satisfying the problem (4.11),

(4.12) with F = 0 and G = 0. Let us show that such solutions can be parameterized by the
constant h(δ) for large τ , where h is defined by (4.15). Indeed, if h(δ) = 0 then by Lemma 4.1
the W component of U vanishes and for h component of U we obtain the Cauchy problem for
the operator M+ τ2. Therefore h = 0. To show the existence we start from the h component
of U and we borrow it from Sect.2.3. Let h(δ) = b. We take

h(r) = C1Φ(r), Φ(r) = (Kiκ(τr) +Q(τ)Iiκ(τr)),

By (2.10) and (2.41)

Φ(δ) = e−τδ
( π

2τδ

)1/2(
1 +O(

1

τ

)
6= 0 (4.28)

for large τ and we choose
C1 = b/Φ(δ).

Now solving the problem (4.23) with h(δ) = b we can find the W -component of U . Since the
h component of U and the h component of W have the same Dirichlet and Robin boundary
condition h is C∞ in a neighborhood of r = δ.

We shall denote the solution of (4.11), (4.12) with h-component

h(r) = (Kiκ(τr) +Q(τ)Iiκ(τr)), (4.29)

by Ûτ and note that by (4.25) and (4.28) its W component satisfies

||Wτ ||Y0 ≤ cδe−2τδ 1

τ1/2
. (4.30)

Moreover, by (2.45)

Kiκ(τr)−Q(τ)Iiκ(τr) = −
( π

κ sinh(πκ)

)1/2√
1 +A(τ)2 sin(κ log(

1

2
τ)− γκ + ψ(τ)) (4.31)

where ψ(τ) is given by (2.44) and A(τ) by (2.43).

4.3. Spectral problem for the unperturbed operator. Let us consider the problem

L0U + τ2U in Ωξ

B0U = 0 on Sξ (4.32)

and
U(X, 0) = 0, ∂XU |X=0 = 0, ∂XU |X=Λ/2 = 0. (4.33)

We choose a smooth cut-off function ζ(r) which is equal to 1 for r < δ/3 and 0 for r > δ/2
To describe a self-adjoint operator associated with L0 we introduce the space

Dγ = {U = Cζ(τR) sin(κ log
1

2
R+γ) cosh(κθ)+V : V ∈ V 2

0 (Ωξ), V subject to (4.33) and B0U = 0}.

Similar to Theorem 3.2 one can show that the operator L0 with the domain Dγ is self-adjoint.
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Theorem 4.5. There exists an integer kδ depending on δ such that the spectrum the operator
L0 with the domain Dγ in τ ≥ τ̂kδ consists of eigenvalues τ̂k, k ≥ kδ, where τ̂k is given by (2.47).

If we denote by Ûk the corresponding eigenfunction then the corresponding h-component of Ûk
is equal to the function Φk given by (2.48) and the W -component of Ûk admits the estimate

||W ||Y0 ≤ ce−2δτ . (4.34)

Proof. The proof follows from the decomposition of solutions to the problem (4.2) with F = 0
and G = 0 given at the end of Sect. 4.2 (just after Remark 4.4.

�

The function U with h component hτ (r) = Kiκ(τr) +Q(τ)Iiκ(τr) is well defined for large τ

but it is not necessary has the right asymptotics at zero. We denote this function by Ûτ . Then

the corresponding W -component of Ûτ , which will be denoted by V̂τ satisfies (4.34) still.
Denote

d2
k = τ̂2

k ||Ûk||2L2(Ωξ)
=

∫ ∞
0
|Kiκ(r)|2rdr +O(e−τδ) (4.35)

and let
Uk = τ̂kd

−1
k Ûk. (4.36)

Clearly the L2-norm of these eigenfunctions is equal to 1. Using relations (2.49)-(2.51), we get∫
Ωξ

r2β|Uk|2dXdY ≈ τ̂−2β
k for β > −1, (4.37)∫

Ωξ

r2β|∇Uk|2dXdY ≈ τ̂2−2β
k for β > 0 (4.38)

and ∫
Ωξ

r2β|∇2Uk|2dXdY ≈ τ̂4−2β
k for β > 1. (4.39)

4.4. Some estimates. In this section we consider the non-homogeneous problem (4.11), (4.12).

Lemma 4.6. Let q0 ∈ (0, q). Assume that F ∈ L2(Ωξ) and G ∈ V 1/2(Sξ) and that τ ∈
[q−1

0 τ̂k, q0τ̂k] and τ 6= τ̂k, where k ≥ kδ and kδ is an integer depending on δ. Then there exists
a unique solution of the problem (4.11), (4.12)

U = Cζ(τR) sin(κ log
1

2
R+ γ)φ0 + V, V ∈ V 2

β (Ωξ). (4.40)

Moreover this solution satisfies

|C|2 + τ−2||V ||2V 2
0 (Ωξ)

+ τ2||V ||2L2(Ωξ)

≤ c

|τ − τ̂k|2
(||F ||2L2(Ωξ)

+ ||G||2
V 1/2(Sξ)

+ τ ||G||2L2(Sξ)
) (4.41)

and

c0C sin(κ log(τ/τ̂k) + ψ(τ)− ψ(τ̂k)) =

∫
Ωξ

ÛτFdXdY +

∫
Sξ

ÛτGds, (4.42)

where the function Ûτ is introduced at the end of the previous section.

Proof. First let us prove (4.42). For small ε we intruduce Ωε = Ωξ \Bε and Sε = §ξ \ Vε, where
Bε is the disc of radius ε with the center at (0, ξ(0)). Then using Green’s formula we get∫

Ωε
FΦτdXdY +

∫
Sε
GΦτds = C

(
∂r(Kiκ(τr) +Q(τ)Iiκ(τr)) sin(κ log(r/2) + γ)

−(Kiκ(τr) +Q(τ)Iiκ(τr))∂r sin(κ log(r/2) + γ)
)
|R=ε.

Using asymptotics (2.11) and (2.12), we get∫
Ωξ

FΦτdXdY +

∫
Sξ

GΦτds = Cc0 sin(κ log τ − γκ − γ + ψ(τ)).
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By (2.46)
κ log τ̂k − γκ − γ + ψ(τ̂k) = kπ,

and we arrive at (4.42).
From (4.42) it follows that

|C| ≤ c

|τ − τ̂k|
(||F ||L2(Ωξ) + τ1/2||G||L2(Sξ)). (4.43)

Since the operator L0 is self-adjoint we have

||U ||L2(Ωξ) ≤
c

τ |τ − τ̂k|
||F ||L2(Ωξ), if G = 0.

and due to (4.40) we get

||V ||L2(Ωξ) ≤
c

τ |τ − τ̂k|
||F ||L2(Ωξ) in the case G = 0. (4.44)

By (4.40) we can write the equation for V as

L0V + τ2V = f := F − C[L0, ζ(τR) sin(κ log
1

2
R+ γ)]− Cτ2ζ(τR) sin(κ log

1

2
R+ γ) in Ωξ

B0V = g = G− C[B0, ζ(τR) sin(κ log
1

2
R+ γ)] on Sξ

V (X, 0) = 0, V |x=0 = 0, V |x=Λ/2 = 0. (4.45)

We take first τ = τ∗ in (4.45), where τ∗ = 1
2qτk, where τk was introduced in Theorem 2.2. We

solve the above problem first for this value of τ and denote corresponding solution by V = Vτ .
Let ζ1(r) be a cut-off function ζ1(r) = 1 for r < δ and ζ1(r) = 0 for r > 2δ. We write

V = V1 + V2, V1 = ζ1V, V2 = ζ2V, where ζ2 = (1− ζ1).

Then we get

L0Vj + τ2Vj = fj in A

B0Vj = gj on (0,∞)

V (X, 0) = 0, ∂XV |X=0 = 0, ∂XV |X=Λ/2 = 0. (4.46)

where
fj = ζjf + 2∂r(V ∂rζj)− V ∂2

r ζj , gj = ζjg, j = 1, 2.

Applying Proposition 2.9 to (4.46) with j = 1, we obtain

||ζ1V ||V 2(A) + τ2||ζ1V ||L2(A) ≤ c(||ζ1f ||L2(A4δ) + ||ζ1g||V 1/2 + τ1/2||ζ1g||L2 + ||V ||L2(Aδ,4δ)) (4.47)

where As = {r < s, θ ∈ (0, α∗)} and At,s = {t < r < s, θ ∈ (0, α∗)}.
Multiplying the first equation in (4.46) with j = 2 by ζ2V and integrating over Ωξ, we get

after integration by parts

a(ζ2V, ζ2V ) ≤ c(
∫

Ωξ

f2ζ2V +

∫ Λ/2

0
g2ζ2V dx.

Using (4.20) we get the estimate for τ > Cδ∫
Ωξ

(|∇ζ2V |2 + τ2|ζ2V |2)dXdY ≤ C0τ
−2(||ζ2f ||2L2 + τ ||ζ2g||2L2) + Cδ||V ||2L2(Aδ/2,3δ)

.

Now using local estimates with the parameter τ and partition of unity, we get

||∇2V ||L2(Ωξ\Bδ) ≤ Cδ
(
||f ||L2(Ωξ\Bδ/2)+||g||V 1/2(Sξ\Bδ/2)+τ1/2||g||L2(Sξ\Bδ/2)

)
+Cδ||V ||L2(Aδ/2,∞)

From this estimate and from (4.47) it follows the estimate (4.41) for V = Vτ , τ = τ∗. The
equation for W = Vτ − Vτ∗ is the following

L0W + τ2W = (τ2
∗ − τ2)Vτ∗ + (Cτ − Cτ∗)[L0, ζ(r) sin(κ log r + γ)] in A

B0W = 0 on (0,∞)

W (X, 0) = 0, ∂XW |X=0 = 0, ∂XW |X=Λ/2 = 0. (4.48)
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Using estimates (4.44) and (4.43), we obtain

||W ||L2(Ωξ) ≤ C
1

|τ − τk|
||Vτ∗ ||L2(Ωξ),

which completes the proof. �

Let

Dβγ = {U = Cζ(τR) sin(κ log
1

2
R+ γ) + V : V ∈ Ṽ 2

β (Ωξ), C is a constant

and V satisfies (4.12). (4.49)

Let also

n̂(τ) =
sin(κ log(τ/τ̂k) + ψ(τ)− ψ(τ̂k))

τ/τ̂k − 1

and

m̂(X,Y, τ) =
Uτ − Uτ̂k
τ/τ̂k − 1

.

Theorem 4.7. Let 0 ≤ β < 1, q0 ∈ (0, q) and

τ ∈ [q−1
0 τ̂k, q0τ̂k],

where that k ≥ kδ and kδ is a sufficiently large integer depending on δ. Assume that F ∈ L2
β(Ωξ)

and G ∈ V 1/2
β (Sξ) satisfy ∫

Ωξ

FÛkdXdY +

∫
Sξ

GÛkds = 0. (4.50)

Then there exists a unique solution U ∈ Dβγ of the form (4.49) solving (4.11), (4.12), satisfying∫
Ωξ

UÛkdXdY = 0

and

τ−β|C|+ τ−1||V ||V 2
β (Ωξ)

+ τ ||V ||L2
β(Ωξ)

≤ cτ−1(||F ||L2
β(Ωξ)

+ ||G||
V

1/2
β (Sξ)

+ τ1/2||G||L2
β(Sξ)

), (4.51)

where c does not depend on δ. Moreover

c0C1n̂(τ) =

∫
Ωξ

m̂(X,Y, τ)FdXdY +

∫
Sξ

m̂(X,Y, τ)Gds, (4.52)

Proof. We start from the estimate of the constant C in (4.49).

|C| ≤ c

|τ |β−1
(||F ||L2(Ωξ) + τ1/2||G||L2(Sξ)). (4.53)

Since the operator is self-adjoint and due to (4.50) we have

||U ||L2(Ωξ) ≤
c

τ |τ − τ̂k|
||F ||L2(Ωξ), if G = 0.

and due to (4.40) we get

||V ||L2(Ωξ) ≤
c

τ2
||F ||L2(Ωξ) in the case G = 0. (4.54)

Now consider the case β = 0. We take the same τ∗ as in that lemma and construct solution
Uτ∗ , which satisfies the estimate (4.51). The function W = Vτ − Vτ∗ satisfies the problem

L0W + τ2W = (τ2
∗ − τ2)Vτ∗ + (Cτ − Cτ∗)[L0, ζ(r) sin(κ log r + γ)] in A

B0W = 0 on (0,∞)

W (X, 0) = 0, W |x=0 = 0, W |x=Λ/2 = 0. (4.55)

Using estimates (4.53), (4.54) and (4.41), for τ = τ∗, we arrive at (4.51) for β = 0.
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The case of β ∈ (0, 1) is obtained by using first a local estimate near the vertex (0, ξ(0)). We

represent solution U ∈ Dβγ as U = U0 +Wβ, where Wβ = ζU solves the problem

L0Wβ + τ2Wβ = ζf + [L0, ζ]U in A

B0Wβ = ζg on (0,∞)

Wβ(X, 0) = 0, Wβ|x=0 = 0, Wβ|x=Λ/2 = 0. (4.56)

By Proposition 2.1(i) this problem has a solution and it satisfies

||Wβ||V 2
β (A) ≤ c(τ2||Wβ||L2

β(A) + ||[L0, ζ]U ||L2
β(A) + ||ζf ||L2

β(A) + ||ζg||L2
β(0,∞))

Then for U0 we obtain the problem

L0U0 + τ2U0 = (1− ζ)f + [L0, ζ]U in Ωξ

B0U0 = (1− ζ)g on Sξ

U0(X, 0) = 0, U0|X=0 = 0, U0|X=Λ/2 = 0. (4.57)

Since the right-hand side here belongs to L2(Ωξ) and L2(Sξ) respectively we can apply the
estimate (4.51) for β = 0 which we have proved already. Using we assume β > 0 this is
sufficient to complete the proof. �

4.5. Spectral problem for perturbed operator. Let β ∈ (1− α, 1). Introduce

Xβ
γ = {U = Cζwγ + v : v ∈ V 2

β (Ω), v satisfies (4.10)},
where

wγ = sin(κ log
1

2
r + γ)φ0 and C is constant.

We consider in this section operators (L0,B0) and (L,B) with the same domain Xβ
γ , β ∈

(1− α, 1). By using local estimates (see Proposition 3.1) one can check that the corresponding

eigenfunctions belongs to Dγ . So it is enough to perform the proof for the domain Xβ
γ .

In Sect.4.3 we have found large negative eigenvalues λ̂k = −τ̂2
k , k ≥ kδ, of the unperturbed

operator and corresponding normalized eigenfunctions Uk

L0Uk + τ̂2
kUk, B0Uk = 0.

We are looking for a solution to

LU = λ̃U, BU = 0

from the space Xβ
γ in the form

U = Uk + V,

∫
Ωξ

UkV dXdY = 0, (4.58)

where

V = Cζ(τr)wγ + v, v ∈ Ṽ 2
β (Ωξ). (4.59)

Therefore,

L(Uk + V ) = λ̃(Uk + V ), B(Uk + V ) = 0. (4.60)

First we consider (4.60) as equation with respect to V :

(L0 − λ̃)V = (λ̃− λ̂k)Uk − L1(Uk + V ), B0V = −B1(Uk + V ). (4.61)

According to Proposition 4.7 for solvability od this problem with respect to V we must require(
(λ̃− λ̂k)Uk − L1(Uk + V ),Uk

)
Ωξ
−
(
B1(Uk + V ),Uk

)
Sξ

= 0, (4.62)

where (·, ·)Ωξ and (·, ·)Sξ are inner products in L2(Ωξ) and L2(Sξ) respectively. To guarantee
the solvability condition for (4.61) we replace the right hand side in (4.61) as follows

(L0 − λ̃)V = NV + F
B0V = −B1(Ûk + V ). (4.63)
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where
NV = −L1V +

(
(V,L1Uk)Ωξ + (V,B1Uk)Sξ

)
Uk

and

F = (λ̃− λ̂k)Uk − L1Uk +
(
Uk,L1Uk)Ωξ + (Uk,B1Uk)Sξ − (λ̃− λ̂k)(Uk,Uk)

)
Uk

= −L1Uk +
(
Uk,L1Uk)Ωξ + (Uk,B1Uk)Sξ

)
Uk

Now the right hand side of (4.63) satisfies (4.50) and according to Theorem 4.7 the function V
exists and satisfies the estimate

τ−β|C|+ τ−1||v||V 2
β (Ωξ)

+ τ ||v||L2
β(Ωξ)

≤ cτ−1(||NV + F||L2
β(Ωξ)

+ ||B1(Uk + V )||
V

1/2
β (Sξ)

+ τ1/2||B1(Uk + V )||L2
β(Sξ)

).(4.64)

Using (4.59) together with F16aa–(4.8), we get

||NV ||L2
β(Ωξ)

≤ c
(
|C|τ−α−β + δα||v||V 2

β (Ωξ)
+ Cδ(||∇v||L2

β(Ωξ)
+ ||V ||L2

β(Ωξ)
)
)

and

||B1V ||V 1/2
β (Sξ)

+ τ1/2||B1V ||L2
β(Sξ)

≤ c
(
|C|τ−α−β + δα(||v||V 2

β (Ωξ)
+ τ1/2||v||V 1

β (Ωξ)
)

+Cδ(||v||L2
β(Ωξ)

+ τ1/2||v||L2
β(Ωξ)

)
)
.

The last two estimates applied to (4.64) imply

τ−β|C|+ τ−1||v||V 2
β (Ωξ)

+ τ ||v||L2
β(Ωξ)

≤ cτ−1(||F||L2
β(Ωξ)

+ ||B1Uk||V 1/2
β (Sξ)

+ τ1/2||B1Uk||L2
β(Sξ)

) (4.65)

for large τ . Using again (4.59), we get

τ−β|C|+ τ−1||v||V 2
β (Ωξ)

+ τ ||v||L2
β(Ωξ)

≤ cτ−1(||F||L2
β(Ωξ)

+ ||B1Uk||V 1/2
β (Sξ)

+ τ1/2||B1Uk||L2
β(Sξ)

). (4.66)

Now using estimates (4.37)-(4.39), we obtain

||F||L2
β(Ωξ)

≤ cτ̂k2−β−α (4.67)

and
||B1Uk||V 1/2

β (Sξ)
+ τ1/2||B1Uk||L2

β(Sξ)
) ≤ cτ̂k2−β−α. (4.68)

Therefore
τ−β|C|+ τ−1||v||V 2

β (Ωξ)
+ τ ||v||L2

β(Ωξ)
≤ cτ̂k1−β−α. (4.69)

Equation for λ̃ is (4.62) which is

(λ̃− λ̂k) =
(
L1(Uk + V ),Uk

)
Ωξ

+
(
B1(Uk + V ),Uk

)
Sξ
. (4.70)

Furthermore, by (4.65), (4.67) and (4.68)

|
(
L1(Uk + V ),Uk

)
Ωξ
| ≤ C||L1(Uk + V )||L2

β(Ωξ)
||Uk||L2

−β(Ωξ)
.

Since β < 1 we have by (4.37)

||Uk||L2
−β(Ωξ)

≤ cτ̂βk .
Using that β < 1− α we obtain by (4.39) and (4.69)

||L1(Uk + V )||L2
β(Ωξ)

≤ τ̂2−β−α
k .

Hence
|
(
L1(Uk + V ),Uk

)
Ωξ
| ≤ cτ̂2−α

k .
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Now let us turn to the boundary term in the right-hand side of (4.70). We have

|
(
B1(Uk + V ),Uk

)
Sξ
| ≤ c||B1(Uk + V )||L2

β−1/2
(Sξ)
||Uk||L2

−β+1/2
(Sξ)

.

Using definition of Uk in Sect.4.3, we get

||Uk||L2
−β+1/2

(Sξ)
≤ cτ̂βk

Since

||∇v||L2
β−1/2

(Sξ)
≤ c||v||V 2

β (Ωξ)

and

||v||L2
β−3/2

(Sξ)
≤ c||v||V 1

β−1(Ωξ)
,

we get by means of (4.69) and (4.37)–(4.39)

|
(
B1(Uk + V ),Uk

)
Sξ
| ≤ cτ̂2−β−α

k .

Thus the right-hand side of (4.70) is estimated as O(τ2−α) which leads to the formula

λ̃− λ̂k = O(τ̂2−α
k )

The last relation gives (1.14) if we use that the right hand side in (4.66) is continuous with respect

to t and λ̃ and that we can apply the same procedure to the perturbation (L0 + tL1,B0 + tB1),
t ∈ [0, 1], and observe that the eigenvalue cannot leave the interval

λ̃ ∈ [λ̂k − cτ̂2−α
k , λ̂k + cτ̂2−α

k ].

Remark 4.8. In the above proof we obtain also the asymptotic formula (4.58) for the eigen-
function corresponding to the eigenvalue −s2

k. The function V having the representation (4.59)
can be considered as a remainder and is estimated as

s−βk |C|+ s−1
k ||v||V 2

β (Ωξ)
+ sk||v||L2

β(Ωξ)
≤ cs1−α−β

k (4.71)

(see (4.69)). Here as before β ∈ (1− α, 1). The estimate (4.71) implies the following estimates
for the constant C and L2 norm of v in the representation (4.59)

|C| ≤ cs1−α
k and ||v||L2(Ωξ) ≤ cs

−α
k . (4.72)

Finally, we get

||V ||L2(Ωξ) ≤ cs
−α
k . (4.73)

5. Appendix

5.1. Derivation of the spectral problem for water waves of extreme form. In this
section we will derive the linear system that arises as a linearization of the water wave problem
near an extreme Stokes wave. The stream function formulation for steady waves on the free
surface of rotational flows of finite depth is given by

∆ψ + ω(ψ) = 0 in D̂, (5.1a)

1
2 |∇ψ|

2 + y = R on Ŝ, (5.1b)

ψ = m on Ŝ, (5.1c)

ψ = 0 on B̂. (5.1d)

Here ψ is the stream function, ω is the vorticity, m > 0 is the relative mass flux and R is the
Bernoulli constant. The unknown region D̂ is defined as

D̂ = {(x, y) ∈ R2 : 0 < y < η(x)},

while Ŝ and D̂ stand for the upper and lower boundaries respectively. For more details about
the derivation of (5.5) we refer to the book [6].
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Throughout this section we will assume that (ψ, η) is an extreme Stokes wave solution, that
is

η(0) = R, ψx(0, R) = ψy(0, R) = 0,

and

lim
x→0+

η′(x) = − 1√
3
.

The solution is even in x-variable and has period Λ. As for the regularity, we initially have

ψ ∈ C1(D̂) and η ∈ C(R). However, outside the stagnation points the regularity is better as
recently shown in [11]. More precisely, we can assume that

ηx = − 1√
3

+ a1x
1
2 + a2x+ f1(x), (5.2)

where f1 ∈ C1(Ω), f1(x) = O(|x|3/2(τ1−1)), f ′1(x) = O(|x|3/2(τ1−1)−1) and f ′′1 (x) = O(|x|3/2(τ1−1)−2)

as x→ 0. Here τ1 ≈ 1.8 is the smallest root of τ1 = − 1√
3

cot(π2 τ1), while Ω = {(x, y) ∈ D̂ : 0 <

x < Λ/2}. In order to specify the regularity of ψ it is convenient to introduce polar coordinates

x = r sin θ, R− y = r cos θ, (5.3)

where θ = 0 corresponds to the vertical line x = 0. Therefore, we have θ → π/3 along the
surface as x→ 0+. Thus, the corresponding representation of ψ is

ψ(x, y) = m− 2
3r

3/2 cos
(

3
2θ
)

+ f2(x, y), (5.4)

where f2 ∈ C2(Ω) and f2(x, y) = O(r2) as r → 0.
Now we can formally take variations in (5.5) with respect to ψ and η. Thus, if u and ζ are

the corresponding variations of ψ and η respectively, then the linear spectral problem associated
with (5.5) is

∆u+ ω′(ψ)u = λu in Ω, (5.5a)

∇ψ · ∇u+ (1 + ψxψxy + ψyψyy) ζ = 0 on y = η, (5.5b)

u+ ψyζ = 0 on y = η, (5.5c)

u = 0 on y = 0. (5.5d)

Note that we can express ζ = −u/ψy from (5.5c), so that the boundary relation (5.5b) becomes

∇ψ · ∇u− u

ψy
(1 + ψxψxy + ψyψyy) = 0.

Taking into account equations for ψ, we can rewrite this equation as

∂νu− r−1ρu = 0,

where

ρ = r
1− ω(1)(1 + η′2)ψy(x, η(x)) + η′′ψ2

y(x, η(x))

2(R− η)
√

1 + η′2
.

Now it follows from (5.2) and (5.4) that

ρ =

√
3

2
+O(x

1
2 ), ρ′ = O(x−

1
2 ) as x→ 0.

Thus, the smallest positive root µ1 to

µ tan(π3µ) = −
√

3
2
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equals to (3/2)τ1, where τ1 ≈ 1.8. We see that all assumptions of Theorem 1.1 are fulfilled for
the system

∆u+ ω′(ψ)u = λu in Ω, (5.6a)

∂νu− r−1ρu = 0 on y = η, (5.6b)

ux = 0 on x = 0, x = 1
2Λ, (5.6c)

u = 0 on y = 0, (5.6d)

where α∗ = π/3, α = 1/2, a0 = 1/
√

3 and ρ0 =
√

3
2 . Furthermore, the constant κ ≈ 1.07 is

defined as a solution to (1.10).
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