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#### Abstract

Let $G$ be a simply connected semisimple algebraic group and let $K$ be the subgroup of points fixed by an involution of $G$. For certain representations containing a line $r$ preserved by $K$, we study the normality of the closure of the set of vectors which are $G$ conjugate to a vector in $r$. Some applications of our result to the normality of certain classical varieties are given.


Introduction. Let $G$ be a simply connected semisimple algebraic group, let $\sigma$ an involution of $G$ and let $H$ be the normalizer of the subgroup $G^{\sigma}$ of fixed points. Denoting by $X$ the wonderful compactification of $G / H$ and by $\mathcal{L}$ a line bundle generated by global sections, we know that the ring $A(\mathcal{L})=\bigoplus_{n \geq 0} \Gamma\left(X, \mathcal{L}^{n}\right)$ is generated in degree one by [3]. So it can be identified with the projective coordinate ring of the variety which is the image of $X$ into $\boldsymbol{P}\left(\Gamma(X, \mathcal{L})^{*}\right)$. The variety $X$ is smooth, so the corresponding cone in $\boldsymbol{P}\left(\Gamma(X, \mathcal{L})^{*}\right)$ is normal.

On the other hand, if we consider an irreducible module $V$ with a (necessarily unique) eigenvector $h$ for $G^{\sigma}$, then one knows that the map from $G / H$ to $\boldsymbol{P}(V)$ defined by $g H \mapsto$ $[g \cdot h]$ extends to a morphism $\pi$ from $X$ to $\boldsymbol{P}(V)$. Set $\mathcal{L}=\pi^{*}\left(\mathcal{O}_{\boldsymbol{P}(V)}(1)\right)$ and denote by $B(\mathcal{L})$ the projective coordinate ring of $\pi(X)$. We prove that $A(\mathcal{L})$ is the integral closure of $B(\mathcal{L})$ in its quotient field. In particular, we obtain that the cone over $\pi(X)$ is normal if and only if the highest weight of $V$ is a minuscule weight for the restricted root system of the involution $\sigma$. In the special case of the compactification of the group this has already appeared in [5].

The paper is organized as follows. In Section 1 we give a short description of the construction and the basic properties of complete symmetric varieties. Our result reported above about $A(\lambda)$ and $B(\lambda)$ is proved in Section 2.

In Section 3 we give a slight generalization of our result about normality considering a sort of parabolic induction of a symmetric variety. In the last Section we remark that our result can be applied to proving the normality and non normality of some rather concrete rings. For example, we give a proof of the normality of the subring of the ring of polynomial functions on the symmetric (respectively antisymmetric) matrices of rank less than or equal to a given integer, generated by the minors (respectively pfaffians) of a fixed order. In the last example we apply our result to proving that the closure of a spherical nilpotent orbit of height less or equal to 2 is a normal variety.

We would like to thank Michel Brion for explaning to us his simple proof of Proposition 2.1 and Domingo Luna for suggesting Example 4.4.

[^0]1. Description of complete symmetric varieties. In this Section we collect some preliminary results for the sequel, setting up our notation. We review the construction of the wonderful compactification of $G / H$, for details one can see [7, 8].

Let $\mathfrak{g}$ be a semisimple Lie algebra over an algebraically closed field $\boldsymbol{k}$ of characteristic zero, and let $\sigma$ be an order 2 automorphism of $\mathfrak{g}$. Denote by $\mathfrak{h}$ the subalgebra of fixed points of $\sigma$ in $\mathfrak{g}$. If $\mathfrak{t}$ is a $\sigma$-stable toral subalgebra of $\mathfrak{g}$, we can decompose $\mathfrak{t}$ as $\mathfrak{t}_{0} \oplus \mathfrak{t}_{1}$ with $\mathfrak{t}_{0}$ the $(+1)$ eigenspace of $\sigma$ and $\mathfrak{t}_{1}$ the $(-1)$-eigenspace. We recall that any $\sigma$-stable toral subalgebra of $\mathfrak{g}$ is contained in a maximal one which is itself $\sigma$-stable. We fix such a $\sigma$-stable maximal toral subalgebra $\mathfrak{t}$ for which $\operatorname{dim} \mathfrak{t}_{1}$ is maximal and denote this dimension by $l$; we call it the rank of $\sigma$.

Let $\Phi \subset \mathfrak{t}^{*}$ be the root system of $\mathfrak{g}$ and let $\mathfrak{g}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_{\alpha}$ be the root space decomposition with respect to the action of $\mathfrak{t}$. Observe that $\sigma$ acts also on $\mathfrak{t}^{*}$ and that it preserves $\Phi$ and the Killing form $(\cdot, \cdot)$ on $\mathfrak{t}$ and $\mathfrak{t}^{*}$. Let $\Phi_{0}=\{\alpha \in \Phi \mid \sigma(\alpha)=\alpha\}$ and $\Phi_{1}=\Phi \backslash \Phi_{0}$. The choice of a $\sigma$-stable toral subalgebra for which $\operatorname{dim} \mathfrak{t}_{1}$ is maximal is equivalent to the condition $\left.\sigma\right|_{\mathfrak{g}_{\alpha}}=\left.\mathrm{id}\right|_{\mathfrak{g}_{\alpha}}$ for all $\alpha \in \Phi_{0}$. Moreover, we can choose the set $\Phi^{+}$of positive roots in such a way that $\sigma(\alpha) \in \Phi^{-}$for all roots $\alpha \in \Phi^{+} \cap \Phi_{1}$. Let $\Delta$ be the base defined by $\Phi^{+}$ and put $\Delta_{0}=\Delta \cap \Phi_{0}, \Delta_{1}=\Delta \cap \Phi_{1}$. Denote by $\Lambda \subset \mathfrak{t}^{*}$ the set of integral weights of $\Phi$ and observe that $\sigma$ preserves $\Lambda$. Let $\Lambda^{+}$be the set of dominant weights with respect to $\Phi^{+}$and let $\omega_{\alpha}$ be the fundamental weight dual to the simple coroot $\alpha^{\vee}$ for $\alpha \in \Delta$. For $\lambda \in \Lambda^{+}$let also $V_{\lambda}$ be the irreducible representation of $\mathfrak{g}$ of highest weight $\lambda$.

We say that $\lambda \in \Lambda^{+}$is spherical if there exists $h \in V_{\lambda} \backslash\{0\}$ fixed by $\mathfrak{h}$ (i.e., $\mathfrak{h} \cdot h=0$ ): in this case the vector $h$ is also unique up to scalar and we denote it by $h_{\lambda}$. It is called a spherical vector and the $G$-module $V_{\lambda}$ is called a spherical module. We denote the set of spherical weights by $\Omega^{+}$and the lattice they generate by $\Omega$.

For a root $\alpha$ define $\tilde{\alpha} \doteq \alpha-\sigma(\alpha)$ and let $\tilde{\Phi}=\left\{\tilde{\alpha} \mid \alpha \in \Phi_{1}\right\}$. This is a (not necessarily reduced) root system of rank $l$ with base $\tilde{\Delta}=\left\{\tilde{\alpha} \mid \alpha \in \Delta_{1}\right\}$; it is called the restricted root system. As a consequence of a result of Helgason (see also [14] or [9] for an algebraic approach), $\Omega \cap \Lambda^{+}=\Omega^{+}$and $\Omega$ can be identified with the lattice of integral weights of the root system ( $\tilde{\Phi}, \Omega \otimes_{\mathbf{Z}} \boldsymbol{R}$ ). We denote by $\tilde{R}$ the root lattice of $\tilde{\Phi}$ and by $\tilde{R}^{+}$the monoid generated by the base $\tilde{\Delta}$.

Now we come to the construction of complete symmetric varieties following De Concini and Procesi [7]. Let $G$ be a connected algebraic group over $\boldsymbol{k}$ whose Lie algebra is isomorphic to $\mathfrak{g}$. The action of $\sigma$ on $\mathfrak{g}$ lifts to an automorphism of $G$, still denoted by $\sigma$. Let $H$ be the normalizer in $G$ of the Lie algebra $\mathfrak{h} \subset \mathfrak{g}$. As explained in [7], $H$ is the maximal subgroup having $\mathfrak{h}$ as Lie algebra; if $G$ is an adjoint group, $H$ coincides with the fixed point set of $\sigma$ in $G$. The quotient $G / H$ is called a symmetric variety. However, since $G / H$ does not depend on the choice of the group $G$ over $\mathfrak{g}$, we prefer to choose $G$ simply connected, so for the rest of the paper $G$ is a simply connected algebraic group with Lie algebra $\mathfrak{g}$ unless otherwise stated. We introduce also the torus $T$ (resp., $T_{0}$ and $T_{1}$ ) whose Lie algebra is $\mathfrak{t}$ (resp., $\mathfrak{t}_{0}$ and $\mathfrak{t}_{1}$ ), and the parabolic subgroup $P$ of $G$ associated to $\Delta_{0}$.

Consider now a (dominant) spherical weight $\lambda$ with the property $(\lambda, \tilde{\alpha}) \neq 0$ for all $\tilde{\alpha} \in \tilde{\Delta}$, such a weight is called regular, and let $x_{0}=\left[h_{\lambda}\right] \in \boldsymbol{P}\left(V_{\lambda}\right)$. We define the variety $X=X(\sigma)$ as the closure $\overline{G \cdot x_{0}} \subset \boldsymbol{P}\left(V_{\lambda}\right)$. One can show that $x_{0}$ is the unique point fixed by $H$ in $X$ and that the map $g \mapsto g x_{0}$ induces an embedding $G / H \hookrightarrow X$ which is called the "minimal compactification" of $G / H$. Moreover the variety $X$ constructed in this way is independent of the regular weight $\lambda$ up to isomorphism of $G$-variety.

The following Proposition describes the structure of the compactification.
Proposition 1.1 (Theorem 3.1 in [7]). Let $X=X(\sigma)$ be the compactification of $G / H$ described above, then the following hold.
(1) $X$ is a smooth projective $G$-variety;
(2) $X \backslash G \cdot x_{0}$ is a divisor with normal crossings and smooth irreducible components $S_{1}, \ldots, S_{l}$;
(3) the $G$-orbits of $X$ correspond to the subsets of the indices $1,2, \ldots, l$ so that the orbit closures are the intersections $S_{i_{1}} \cap S_{i_{2}} \cap \cdots \cap S_{i_{k}}$, with $1 \leq i_{1}<i_{2}<\cdots<i_{k-1}<$ $i_{k} \leq l ;$
(4) the unique closed orbit $Y \doteq \bigcap_{i=1}^{l} S_{i}$ is isomorphic to the partial flag variety $G / P$.

Fix now a dominant weight $\lambda \in \Lambda^{+}$such that there exists a point $r \in \boldsymbol{P}\left(V_{\lambda}\right)$ fixed by $H$. By [8] we know that a point with this property is unique, so we define the variety $X_{\lambda}$ to be the closure $\overline{G \cdot r}$ in $\boldsymbol{P}\left(V_{\lambda}\right)$ and define $C_{\lambda}$ as the cone over $X_{\lambda}$ in $V_{\lambda}$. By [7] it is known that the map $G / H \ni g H \mapsto g \cdot r \in \boldsymbol{P}\left(V_{\lambda}\right)$ extends to a morphism

$$
\pi_{\lambda}: X \rightarrow X_{\lambda}
$$

In particular, $\pi_{\lambda}$ is an isomorphism in the case of a regular weight $\lambda$.
We use such a morphism to construct some line bundles on $X$ by setting $\mathcal{L}_{\lambda}$ corresponding to $\lambda$ in the identification of $\operatorname{Pic}(G / P)$ with a sublattice of the weight lattice $\Lambda$. One can see the following

Proposition 1.2 (Proposition 8.1 in [7]). The map $\operatorname{Pic}(X) \rightarrow \operatorname{Pic}(Y)$ induced by the inclusion is injective.

So we can identify $\operatorname{Pic}(X)$ with a sublattice of the weight lattice. Furthermore, the line bundles constructed above account for all line bundles, since we have

Proposition 1.3 (Lemma 4.6 in [8]). Under the described identification $\operatorname{Pic}(X)$ is the lattice generated by the dominant weights $\lambda$ such that $\boldsymbol{P}\left(V_{\lambda}\right)^{H}$ is not empty.

Notice that the lattice $\Omega$ generated by the spherical weights is contained in the $\operatorname{Pic}(X)$ by definition. Further this lattice is the Picard group "almost always", i.e., except in few situations. Indeed, one can define an involution $\bar{\sigma}$ on $\Delta_{1}$ such that for all $\alpha \in \Delta_{1}$ we have $\sigma(\alpha)=-\bar{\sigma}(\alpha)-\beta$ for a suitable non-negative linear combination $\beta$ of roots in $\Delta_{0}$. We call a root $\alpha \in \Delta_{1}$ exceptional if $\bar{\sigma}(\alpha) \neq \alpha$ and $(\alpha, \bar{\sigma}(\alpha)) \neq 0$. Then the Picard group $\operatorname{Pic}(X)$ is the lattice generated by $\Omega$ and by the fundamental weights associated to the (simple) exceptional roots.

By construction every line bundle has a natural $G$-linearization. Moreover, if $\lambda$ is not dominant, then $\Gamma\left(Y, \mathcal{L}_{\lambda \mid Y}\right)=\operatorname{Ind}_{P}^{G}\left(\boldsymbol{k}_{-\lambda}\right)=0$ and hence $\mathcal{L}_{\lambda}$ is generated by global sections if and only if $\lambda$ is dominant.

Now we describe the sections of a line bundle $\mathcal{L}$ as a $G$-module. The first useful remark is that any irreducible $G$-module appears in $\Gamma(X, \mathcal{L})$ with multiplicity at most one (see Lemma 8.2 in [7]). We analyze first the case of the divisors $S_{i}, 1 \leq i \leq l$. Let $\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{l}$ be the elements of $\tilde{\Delta}$. Then, up to reindexing the $G$-stable divisors, we have

Proposition 1.4 (Corollary 8.2 in [7]). There exists a unique up to scalar G-in variant section $s_{i} \in \Gamma\left(X, \mathcal{L}_{\tilde{\alpha}_{i}}\right)$ whose divisor is $S_{i}$.

For an element $v=\sum_{i=1}^{l} n_{i} \tilde{\alpha}_{i} \in \tilde{R}^{+}$, the multiplication by $s^{\nu} \doteq \prod_{i} s_{i}^{n_{i}}$ gives a linear map

$$
\Gamma\left(X, \mathcal{L}_{\lambda-v}\right) \rightarrow \Gamma\left(X, \mathcal{L}_{\lambda}\right)
$$

If $\mu \in \operatorname{Pic}(X)$ is dominant, then by construction of $\mathcal{L}_{\mu}$ we certainly have a submodule of $\Gamma\left(X, \mathcal{L}_{\mu}\right)$ isomorphic to $V_{\mu}^{*}$, obtained by the pull back of the homogeneous coordinates of $\boldsymbol{P}\left(V_{\mu}\right)$ to $X$.

If $\lambda \in \operatorname{Pic}(X)$ is any element such that $\lambda-\mu \in \tilde{R}^{+}$, we can consider the image of $V_{\mu}^{*}$ under the multiplication by $s^{\lambda-\mu}$ from $\Gamma\left(X, \mathcal{L}_{\mu}\right)$ to $\Gamma\left(X, \mathcal{L}_{\lambda}\right)$. We call this image $s^{\lambda-\mu} V_{\mu}^{*}$. We order $\operatorname{Pic}(X)$ by setting $\mu \leq_{\sigma} \lambda$ if $\lambda-\mu$ is a non-negative integer combination of $\tilde{\Delta}$ (i.e., if $\lambda-\mu \in \tilde{R}^{+}$).

Proposition 1.5 (Theorem 5.10 in [7]). Let $\lambda \in \operatorname{Pic}(X)$. Then

$$
\Gamma\left(X, \mathcal{L}_{\lambda}\right)=\bigoplus_{\mu \leq \sigma \lambda \text { and } \mu \in \Lambda^{+}} s^{\lambda-\mu} V_{\mu}^{*}
$$

2. The normalization. Let $X$ be the complete symmetric variety associated to $(G, \sigma)$, and let $\lambda$ be a dominant weight in the Picard group of $X$. Let $A_{n}(\lambda)=\Gamma\left(X, \mathcal{L}_{n \lambda}\right)$, and consider the graded ring $A(\lambda)=\bigoplus_{n \in N} A_{n}(\lambda)$. Let $B(\lambda)$ be the subring of $A(\lambda)$ generated by the module $V_{\lambda}^{*} \subset A_{1}(\lambda)$; also denote by $B_{n}(\lambda)=B(\lambda) \cap A_{n}(\lambda)$ the homogeneous components of $B(\lambda)$. In this Section we prove that the ring $A(\lambda)$ is the normalization of the ring $B(\lambda)$.

On the geometric side, let $\tilde{X}_{\lambda} \subset \boldsymbol{P}\left(\Gamma\left(X, \mathcal{L}_{\lambda}\right)^{*}\right)$ be the image of $X$ under the morphism $\tilde{\pi}_{\lambda}$ of $X$ defined by the line bundle $\mathcal{L}_{\lambda}$ generated by its global sections. Since by [3] the ring $A(\lambda)$ is generated in degree 1 , it is the coordinate ring of the cone $\tilde{C}_{\lambda}$ over $\tilde{X}_{\lambda}$. By construction $B(\lambda)$ is the coordinate ring of the cone $C_{\lambda}$ over $X_{\lambda}$, and we have the following commutative diagram:


Notice also that, since $X$ is smooth, the ring $A(\lambda)$ is integrally closed (see for example [10] Exercise II.5.14). Hence to prove that $A(\lambda)$ is the normalization of $B(\lambda)$, it is enough to prove
that $\eta_{\lambda}$ is birational (which clearly implies that the two cones are birational) and that $A(\lambda)$ is integral over $B(\lambda)$.

Our original proof of the following proposition was by far too complicated. We thank Michel Brion who explained us the following proof.

Proposition 2.1. Let $\lambda$ be a dominant weight in $\operatorname{Pic}(X)$. Then $A(\lambda)$ is integral over $B(\lambda)$.

Proof. Let $\mathcal{S}\left(\mathcal{L}_{\lambda}\right)$ be the symmetric algebra sheaf constructed over $\mathcal{L}_{\lambda}$, and let $L=$ $\operatorname{Spec}\left(\mathcal{S}\left(\mathcal{L}_{\lambda}\right)\right)$ be the total space of the dual of $\mathcal{L}_{\lambda}$. Further, denote by $M$ the total space of the dual of $\mathcal{O}_{\boldsymbol{P}\left(V_{\lambda}\right)}(1)$. By construction we have the following pull back diagram


By definition $A(\lambda)=\Gamma\left(L, \mathcal{O}_{L}\right)=\Gamma\left(M, \bar{\pi}_{*} \mathcal{O}_{L}\right)$ and the image of the natural morphism $\Gamma\left(M, \mathcal{O}_{M}\right) \rightarrow \Gamma\left(M, \bar{\pi}_{*} \mathcal{O}_{L}\right)$ is the subring $B(\lambda)$. Now observe that $\bar{\pi}$ is projective, so $\bar{\pi}_{*} \mathcal{O}_{L}$ is a coherent sheaf on $M$. Hence $A(\lambda)$ is finite as a $\Gamma\left(M, \mathcal{O}_{M}\right)$-module, or equivalently, as a $B(\lambda)$-module.

We now prove that $A(\lambda)$ and $B(\lambda)$ have the same quotient field by proving that the map $\eta_{\lambda}: \tilde{X}_{\lambda} \rightarrow X_{\lambda}$ is birational. We need the following simple lemma on the dominant order; only for its statement $\Phi$ is an arbitrary irreducible root system.

LEMMA 2.2. Let $\Phi$ be an irreducible root system and $\Delta \subset \Phi$ a set of simple roots. If $\lambda \in \Lambda \backslash\{0\}$ is a dominant weight, then there exists a positive integer $m$ and a dominant weight $\mu$ such that $\left\langle\mu, \alpha^{\vee}\right\rangle>0$ for all simple roots $\alpha$ and $m \lambda \geq \mu$ with respect to the dominant order.

Proof. Set $\operatorname{supp}(\lambda) \doteq\left\{\alpha \in \Delta \mid\left\langle\lambda, \alpha^{\vee}\right\rangle \neq 0\right\}$. If $\operatorname{supp}(\lambda)=\Delta$, there is nothing to prove. So suppose the contrary. Let $\gamma \in \Delta$ be such that there exists $\alpha \in \operatorname{supp}(\lambda)$ with $\left\langle\gamma, \alpha^{\vee}\right\rangle<0$. Taking $m$ to be any integer greater than 2, we have $\operatorname{supp}(m \lambda-\alpha) \supset \operatorname{supp}(\lambda) \cup$ $\{\gamma\}$. Using this remark and the irreducibility of $\Phi$, the claim follows by an easy induction.

We recall that an involution $\sigma$ is said to be simple if $\mathfrak{g}$ has no $\sigma$-stable proper ideal. It is known (Lemma 15.5.6 in [14]) that for a simple involution $\tilde{\Phi}$ is irreducible and either $\mathfrak{g}$ is simple or $\mathfrak{g} \simeq \mathfrak{g}_{1} \times \mathfrak{g}_{1}$ with $\mathfrak{g}_{1}$ simple and $\sigma(x, y)=(y, x)$.

Lemma 2.3. Let $\sigma$ be a simple involution. Let $\lambda$ be a dominant weight in $\operatorname{Pic}(X)$ which is not a multiple of the fundamental weight corresponding to an exceptional root, and let $x_{\lambda} \in \boldsymbol{P}\left(V_{\lambda}\right)$ be the point fixed by $H$. Then the stabilizer in $G$ of $x_{\lambda}$ is $H$.

Proof. By hypothesis we have $H \subset \operatorname{Stab}_{G}\left(x_{\lambda}\right)$ and by [7, §1] we know that $H$ is a maximal subgroup having $\mathfrak{h}$ as Lie algebra. So it suffices to show that $\operatorname{dim} \operatorname{Stab}_{G}\left(x_{\lambda}\right)=$ $\operatorname{dim} H$, or, equivalently, $\operatorname{dim} X_{\lambda}=\operatorname{dim} X$.

By Proposition 2.1 we also have that $\operatorname{dim} X_{\lambda}=\operatorname{dim} \operatorname{Proj} A(\lambda)$. Hence we need to verify that the dimension of $\Gamma\left(X, \mathcal{L}_{n \lambda}\right)$, when $n$ goes to infinity, grows with the same order of infinity of the polynomial $n \mapsto n^{\operatorname{dim} X+1}$. More precisely, since we already know that $\operatorname{dim} X_{\lambda} \leq$ $\operatorname{dim} X$, it is enough to show that the dimension of $\Gamma\left(X, \mathcal{L}_{n \lambda}\right)$ grows at least with this order of infinity. Observe that to verify this property we can substitute $\lambda$ by any multiple $m \lambda$, with $m$ a positive integer.

Now, if $\lambda$ is spherical, using the previous lemma 2.2 applied to $\tilde{\Phi}$, we can choose $m$ such that there exists a regular weight $\mu$ with the properties $\mu \leq_{\sigma} m \lambda$. Then, by Proposition 1.5 we have

$$
\operatorname{dim} \Gamma\left(X, \mathcal{L}_{n m \lambda}\right) \geq \operatorname{dim} \Gamma\left(X, \mathcal{L}_{n \mu}\right) .
$$

Since $\mu$ is regular, $\mathcal{L}_{\mu}$ is an ample line bundle on $X$. Hence the dimension of the right-hand side has the desired order of growth, by a standard property of the Hilbert polynomial (see Theorem 7.5 in [10]).

Let us now assume that we are in the exceptional case and that $\lambda$ is not a multiple of one of the two exceptional fundamental weights. Write $\lambda=\lambda_{0}+n \omega$ with $\lambda_{0}$ spherical (different from 0 by hypothesis), $n$ positive and $\omega$ an exceptional fundamental weight. In particular, by what we have proved for spherical weights, we can assume the lemma proved for $\lambda_{0}$.

Consider the projective morphism $\tilde{\pi}=\tilde{\pi}_{\lambda_{0}} \times \tilde{\pi}_{n \omega}: X \rightarrow \tilde{X}_{\lambda_{0}} \times \tilde{X}_{n \omega}$. It is now clear $\tilde{\pi}$ factors through $\tilde{X}_{\lambda}$ and this proves our claim.

In the case $\lambda=m \omega_{\beta}$ with $\beta$ an exceptional root, we observe that $X$ is not birational to $X_{\lambda}$. Nevertheless, $\Gamma\left(X, \mathcal{L}_{\lambda}\right)=V_{\lambda}^{*}$ in this case, so $\tilde{X}_{\lambda}$ is equal to $X_{\lambda}$ and in particular $\eta_{\lambda}$ is birational.

THEOREM 2.4. If $\lambda$ is a dominant weight in $\operatorname{Pic}(X)$, then $A(\lambda)$ is the normalization of $B(\lambda)$.

Proof. We have already observed that $A(\lambda)$ is integrally closed and in Proposition 2.1 have proved that $A(\lambda)$ is integral over $B(\lambda)$. Finally, Lemma 2.3 and the remark above imply that $\eta_{\lambda}$ is birational, and we see that $A(\lambda)$ and $B(\lambda)$ have the same quotient field.
3. Parabolic induction. In this Section we introduce a family of varieties related to the complete symmetric varieties; one can think of these varieties as a parabolic induction. They share most properties with the complete symmetric varieties; also the proofs of such properties are almost similar. More details can be found in [5] for the case of the group compactification; here we simply generalize the framework of [5], reporting the main results.

As in the previous sections, $G$ will denote a semisimple simply connected algebraic group, $T \subset G$ a maximal torus and $B \subset G$ a Borel subgroup containing $T$. Also, $\sigma: G \rightarrow G$ is an involution with the fixed point set $H$. Furthermore, $\bar{G}$ is the adjoint quotient of $G$ and $\bar{H}$ is the fixed point set of the induced involution $\sigma: \bar{G} \rightarrow \bar{G}$.

Now we take another semisimple simply connected group $\mathcal{G}$, a maximal torus $\mathcal{T}$ in $\mathcal{G}$ and a Borel subgroup $\mathcal{B} \supset \mathcal{T}$ in $\mathcal{G}$. We shall denote the character group of $\mathcal{T}$ by $\Lambda_{\mathcal{G}}$ and the monoid of dominant weights with respect to $\mathcal{B}$ by $\Lambda_{\mathcal{G}}^{+}$.

We shall assume that $\mathcal{G}$ contains a parabolic subgroup $\mathcal{P} \subset \mathcal{B}$ having the following property. If $\mathcal{S} \subset \mathcal{P}$ denotes the solvable radical of $\mathcal{P}$, we have a surjective homomorphism $\pi: \mathcal{P} / \mathcal{S} \rightarrow \bar{G}$ with finite kernel. Composing $\pi$ with the quotient homomorphism $\mathcal{P} \rightarrow \mathcal{P} / \mathcal{S}$, we get a surjection $\pi^{\prime}: \mathcal{P} \rightarrow \bar{G}$. Equivalently, we can assume that we have an isogeny from $G$ to a semisimple Levi factor of $\mathcal{P}$. In particular, we have an action of $G$ on $\mathcal{S}$ and a surjective homomorphism $\gamma: \mathcal{S} \rtimes G \rightarrow \mathcal{P}$ with finite kernel. Using $\gamma$, we can consider any $\mathcal{P}$-module, and hence any $\mathcal{G}$-module, as a $\mathcal{S} \rtimes G$-module.

Furthermore, we can clearly assume that the homomorphism $\pi^{\prime}: \mathcal{P} \rightarrow \bar{G}$ takes the Borel subgroup $\mathcal{B}$ to the Borel subgroup $\bar{B}$, which is the image in $\bar{G}$ of $B$ and the maximal torus $\mathcal{T}$ to the maximal torus $\bar{T}$, which is the image in $\bar{G}$ of $T$. We can also assume that under the homomorphism $\gamma: \mathcal{S} \rtimes G \rightarrow \mathcal{P}, T$ is mapped to $\mathcal{T}$. So we can identify the chosen base $\Delta$ of the root system of $G$ with a subset of $\Delta_{\mathcal{G}}$.

We set $\mathcal{H}$ equal to the preimage under $\pi^{\prime}$ of the subgroup $\bar{H}$ of $\bar{G}$.
Let us consider now the wonderful compactification $X$ of $G / H$ and define

$$
\mathcal{X} \doteq \mathcal{G} \times \mathcal{P} X
$$

We want to make a study of some of the properties of $\mathcal{X}$. This study is in fact essentially identical to that of $X$. First of all, notice that, since we have an obvious $\mathcal{G}$-equivariant fibration

$$
p: \mathcal{X} \rightarrow \mathcal{G} / \mathcal{P}
$$

with fiber $X$, we immediately deduce that all $\mathcal{G}$-orbits in $\mathcal{X}$ are of the form $\mathcal{G} \times{ }_{\mathcal{P}} Z, Z$ being a $G$-orbit in $X$. This gives a codimension preserving bijection between $\mathcal{G}$-orbits in $\mathcal{X}$ and $G$-orbits in $X$ with the property that, since $\mathcal{G} / \mathcal{P}$ is projective, if $Z$ is a $G$-orbit in $X$, then $\overline{\mathcal{G}} \times_{\mathcal{P}} Z=\mathcal{G} \times_{\mathcal{P}} \bar{Z}$. In particular, each orbit closure in $\mathcal{X}$ is smooth. The complement of the open orbit, which is isomorphic to $\mathcal{G} / \mathcal{H}$, is a divisor $\mathcal{D}$ with normal crossings and smooth irreducible components $\mathcal{D}_{i}, i=1, \ldots, l$, each of which is the closure of a $\mathcal{G}$-orbit.

Furthermore, each orbit closure in $\mathcal{X}$ is the transversal intersection of those among the $\mathcal{D}_{i}$ 's which contain it. Finally, $\mathcal{X}$ contains a unique closed orbit $\bigcap_{i=1}^{l} \mathcal{D}_{i}$ which is isomorphic to $\mathcal{G} \times_{\mathcal{P}} G / P \simeq \mathcal{G} / \mathcal{Q}$, where $\mathcal{Q}$ is the minimal parabolic subgroup of $\mathcal{G}$ containing $\mathcal{B}$ such that $\mathcal{Q} \cap G=P$.

We are now going to determine the Picard group of $\mathcal{X}$. Recall that, by Proposition 1.2, the homomorphism $i^{*}: \operatorname{Pic}(X) \rightarrow \operatorname{Pic}(G / P)$ induced by the inclusion $i: G / P \hookrightarrow X$ as the closed orbit, is injective. Consider now the inclusion $j: \mathcal{G} / \mathcal{Q} \hookrightarrow \mathcal{X}$ as the closed orbit and the inclusion $h: G / P \hookrightarrow \mathcal{G} / \mathcal{Q}$ as the fiber on $\mathcal{P}$ of the fibration $\mathcal{G} / \mathcal{Q} \rightarrow \mathcal{G} / \mathcal{P}$. We have

Proposition 3.1. The homomorphism $j^{*}: \operatorname{Pic}(\mathcal{X}) \rightarrow \operatorname{Pic}(\mathcal{G} / \mathcal{Q})$ is injective and has the lattice $\left(h^{*}\right)^{-1}\left(i^{*}(\operatorname{Pic}(X))\right)$ as image.
Now, having computed the Picard group of $\mathcal{X}$, we can pass to analyze the space of sections of a line bundle on $\mathcal{X}$. Notice that we have an injective map $k: \Lambda \rightarrow \Lambda_{\mathcal{G}}$ corresponding
to the inclusion $\Delta \subset \Delta_{\mathcal{G}}$ and a surjective map $r: \Lambda_{\mathcal{G}} \rightarrow \Lambda$ defined by the restriction of the characters of $\mathcal{T}$ to $T$. Using this last map, we can express the Picard group as $\operatorname{Pic}(\mathcal{X})=$ $r^{-1}(\operatorname{Pic}(X))$, identifying $\operatorname{Pic}(X)$ with a subset of $\Lambda$. We can further define the elements $\tilde{\beta}_{i}=$ $k\left(\tilde{\alpha}_{i}\right)$ for $i=1, \ldots, l$.

Proposition 3.2. Let $\lambda \in \operatorname{Pic}(\mathcal{X})$ and $L_{\lambda}$ the corresponding line bundle on $\mathcal{X}$. Then the restriction map

$$
\Gamma\left(\mathcal{X}, L_{\lambda}\right) \rightarrow \Gamma\left(\mathcal{G} / \mathcal{Q}, L_{\lambda}\right)
$$

is surjective.
Once the above result has been established, the following properties of $\mathcal{X}$ are proven exactly as in [7]. The first one is

Proposition 3.3. We can order the divisors $\mathcal{D}_{i}, i=1, \ldots, l$ in such a way that, under the above identification, the class in $\operatorname{Pic}(\mathcal{X})$ of $\mathcal{O}\left(\mathcal{D}_{i}\right)$ is $\tilde{\beta}_{i}$.

Let us now choose for each $i=1, \ldots, l$, a non zero section $t_{i} \in \Gamma\left(\mathcal{X}, L_{\tilde{\beta}_{i}}\right)$ whose set of zeros is $\mathcal{D}_{i}$. Consider the ring

$$
\mathcal{A}=\bigoplus_{\lambda \in \operatorname{Pic}(\mathcal{X})} \Gamma\left(\mathcal{X}, L_{\lambda}\right)
$$

Given sequences $\underline{h}=\left(h_{1}, \ldots, h_{l}\right)$ and $\underline{k}=\left(k_{1}, \ldots, k_{l}\right)$ of non negative integers, we shall say that $\underline{k} \geq \underline{h}$ if $k_{i} \geq h_{i}$ for each $i=1, \ldots, l$ and set $|\underline{h}|=h_{1}+\cdots+h_{l}$. If we now fix such a sequence $\underline{h}$, we set $\mathcal{A}_{\underline{h}}(\lambda)$ equal to the image of the map

$$
\Gamma\left(\mathcal{X}, L_{\lambda-\sum h_{i} \tilde{\beta}_{i}}\right) \rightarrow \Gamma\left(\mathcal{X}, L_{\lambda}\right)
$$

given by multiplication by $t_{1}^{h_{1}} \cdots t_{l}^{h_{l}}$. Clearly, $\mathcal{A}_{\underline{k}}(\lambda) \subset \mathcal{A}_{\underline{h}}(\lambda)$ if and only if $\underline{k} \geq \underline{h}$ and $\bigoplus_{\lambda \in \operatorname{Pic}(\mathcal{X})} \mathcal{A}_{\underline{h}}(\lambda)$ is the ideal generated by $t_{1}^{h_{1}} \cdots t_{l}^{h_{l}}$.

Theorem 3.4. (1) For each $\lambda \in \operatorname{Pic}(\mathcal{X})$,

$$
\mathcal{A}_{\underline{h}}(\lambda) / \sum_{\underline{k}>\underline{h}} \mathcal{A}_{\underline{k}}(\lambda)
$$

is isomorphic, as a $\mathcal{G}$-module, to $\Gamma\left(\mathcal{G} / \mathcal{B}, L_{\lambda-\sum_{i} h_{i} \tilde{\beta}_{i}}\right)$. In particular, as a $\mathcal{G}$-module, we have an isomorphism

$$
\Gamma\left(\mathcal{X}, L_{\lambda}\right) \simeq \bigoplus_{\left(h_{1}, \ldots, h_{l}\right)} \Gamma\left(\mathcal{G} / \mathcal{B}, L_{\left.\lambda-\sum_{i} h_{i} \tilde{\beta}_{i}\right) . . . . . . .}\right.
$$

(2) If we set

$$
\mathcal{C}=\bigoplus_{\lambda \in \operatorname{Pic}(\mathcal{X})} \Gamma\left(\mathcal{G} / \mathcal{B}, L_{\lambda}\right)
$$

and

$$
\mathcal{A}_{i}=\bigoplus_{|\underline{h}|=i, \lambda \in \operatorname{Pic}(\mathcal{X})} \mathcal{A}_{\underline{h}}(\lambda)=\sum_{|\underline{h}|=i} t_{1}^{h_{1}} \cdots t_{l}^{h_{l}} \mathcal{A}
$$

then the associated graded ring

$$
\operatorname{Gr} \mathcal{A}=\bigoplus_{i \geq 0} \mathcal{A}_{i} / \mathcal{A}_{i+1}
$$

is isomorphic to the polynomial ring $\mathcal{C}\left[x_{1}, \ldots, x_{l}\right]$, where for $j=1, \ldots, l, x_{j}$ is the image of the $t_{j}$ in $\mathcal{A}_{1} / \mathcal{A}_{2}$.
(3) Let $\lambda \in \operatorname{Pic}(\mathcal{X})$ be a dominant weight. Then the ring

$$
\mathcal{A}_{\lambda} \doteq \bigoplus_{n \geq 0} \Gamma\left(\mathcal{X}, L_{n \lambda}\right)
$$

is normal with rational singularities.
As a consequence of the surjectivity of the multiplication maps of $X$ we have
Proposition 3.5. Let $\lambda, \mu \in \operatorname{Pic}(\mathcal{X}) \cap \Lambda_{\mathcal{G}}^{+}$. Then the multiplication map

$$
\Gamma\left(\mathcal{X}, L_{\lambda}\right) \otimes \Gamma\left(\mathcal{X}, L_{\mu}\right) \rightarrow \Gamma\left(\mathcal{X}, L_{\lambda+\mu}\right)
$$

is surjective.
We are now going to use the properties of $\mathcal{X}$ to study certain orbit closures. Let us take a representation $M$ of $\mathcal{G}$ and a non zero vector $v \in M$ which, as we can suppose without loss of generality, spans $M$ as a $\mathcal{G}$-module. The assumptions we are going to make on $v$ are

ASSUMPTIONS 3.6. (1) There is a character $\chi: \mathcal{H} \rightarrow k^{*}$ such that $h v=\chi(h) v$ for all $h \in \mathcal{H}$.
(2) Let $W \subset M$ be the $G$-module spanned by $v$. Then $W$ has a highest weight vector.

Let us now make some considerations. By assumption (1) the subgroup $H$ in $G$ fixes [ $v$ ], so that the orbit map $g \rightarrow g \cdot[v]$ factors through the map $G \rightarrow G / H$. Moreover, since in an irreducible representation the line fixed by $H$ is unique, the decomposition of $W$ in irreducible modules is multiplicity free. Thus, we get an $G$-equivariant inclusion of the vector space $W$ into the coordinate ring $k[G / H]$. In particular, using assumption (2), we deduce that there is a dominant $\lambda^{\prime} \in \operatorname{Pic}(X)$ and a subset $\Theta^{\prime} \subset \tilde{\Sigma}\left(\lambda^{\prime}\right)$ containing $\lambda^{\prime}$, such that, as a $G$-module,

$$
W \simeq \bigoplus_{\mu^{\prime} \in \Theta^{\prime}} V_{\mu^{\prime}}
$$

Also, by Assumption (1), we have that $\mathcal{H}$ preserves the line spanned by $v$, so that $W$ is stable under the action of $\mathcal{P}$ and $W \subset M^{\mathcal{U}}$, where $\mathcal{U}$ is the unipotent radical in $\mathcal{P}$. Since $v$ spans $M$ as a $\mathcal{G}$-module, we deduce that indeed $W=M^{\mathcal{U}}$. Since the $\mathcal{G}$-module $M$ is irreducible if and only if the $G$-module $M^{\mathcal{U}}$ is irreducible, using our description of $\operatorname{Pic}(\mathcal{X})$, we deduce that there is a subset $\Theta \subset \operatorname{Pic}(\mathcal{X})$ mapped bijectively onto $\Theta^{\prime}$ by the map $r: \operatorname{Pic}(\mathcal{X}) \rightarrow \operatorname{Pic}(X)$ such that, as a $\mathcal{G}$-module,

$$
M \simeq \bigoplus_{\mu \in \Theta} M_{\mu}
$$

Let $\lambda \in \Theta$ be the unique element mapped to $\lambda^{\prime}$ by $r$. Given a dominant $\mu^{\prime}=\lambda^{\prime}-\sum a_{i} \tilde{\alpha}_{i}$, we set $\rho\left(\mu^{\prime}\right)=\lambda-\sum a_{i} \tilde{\beta}_{i}$. Notice that the set $\Theta(\lambda)$ of all $\rho\left(\mu^{\prime}\right)$ for $\mu^{\prime}$ as above, coincides with the set of highest weights of the irreducible components of the $\mathcal{G}$-module $\Gamma\left(\mathcal{X}, L_{\lambda}\right)$.

DEFINITION 3.7. The variety $\mathcal{X}(\Theta)$ is the cone over the orbit $\mathcal{G} \cdot v$, i.e., letting $G_{m}$ act on $M$ by homotheties, we define

$$
\mathcal{X}(\Theta)=\overline{\left(\mathcal{G} \times G_{m}\right) \cdot v} .
$$

In the following theorem we summarize the properties of the varieties $\mathcal{X}(\Theta)$.
THEOREM 3.8. (1) $\Theta=\rho\left(\Theta^{\prime}\right)$. In particular, $\Theta \subset \Theta(\lambda)$.
(2) The variety $\mathcal{X}(\Theta)$ depends, up to isomorphism of $\mathcal{G}$-varieties, only on $\Theta$ and not on the choice of a specific vector $v$ satisfying Assumptions 3.6.
(3) The variety $\mathcal{X}(\Theta)$ is normal with rational singularities if and only if $\Theta=\Theta(\lambda)$.
(4) For a general $\Theta \subset \Theta(\lambda), \mathcal{X}(\Theta(\lambda))$ is the normalization of $\mathcal{X}(\Theta)$. In particular, $\mathcal{X}(\{\lambda\})$ is normal if and only if $\lambda^{\prime}$ is minuscule for the restricted root system.

The theorem above can be extended as follows. Suppose $G=G_{1} \times G_{2} \times \cdots \times G_{n}$, with involution $\sigma=\sigma_{1} \times \sigma_{2} \times \cdots \times \sigma_{n}$. Let $M_{1}, \ldots, M_{n}$ be $\mathcal{G}$-modules and let $v_{1}, \ldots, v_{n}$ be vectors with $v_{i} \in M_{i}$ each of which satisfying Assumptions 3.6. Assume further that for each $i=1, \ldots, n$ and $j \neq i, G_{j}$ fixes $v_{i}$. By what we have already seen, for each $i, M_{i}$ is a highest weight module of highest weight $\lambda_{i}$, and we get a subset $\lambda_{i} \in \Theta_{i} \subset \operatorname{Pic}(\mathcal{X})$ such that $M_{i} \simeq \bigoplus_{\mu \in \Theta_{i}} M_{\mu_{i}}$. Denote by $V$ the subspace in $M=M_{1} \oplus \cdots \oplus M_{n}$ spanned by the vectors $v_{1}, \ldots, v_{n}$. We now define $\mathcal{X}\left(\Theta_{1}, \ldots, \Theta_{n}\right)$ as the closure of $\mathcal{G} \cdot V \subset M$. One then obtains

THEOREM 3.9. (1) The variety $\mathcal{X}\left(\Theta_{1}, \ldots, \Theta_{n}\right)$ is normal with rational singularities if and only if $\Theta_{i}=\Theta\left(\lambda_{i}\right)$ for each $i=1, \ldots, n$.
(2) For a general sequence $\Theta_{1}, \ldots, \Theta_{n}$ with $\Theta_{i} \subset \Theta\left(\lambda_{i}\right)$, the normalization of the variety $\mathcal{X}\left(\Theta_{1}, \ldots, \Theta_{n}\right)$ is given by $\mathcal{X}\left(\Theta\left(\lambda_{1}\right), \ldots, \Theta\left(\lambda_{n}\right)\right)$. In particular the variety $\mathcal{X}\left(\left\{\lambda_{1}\right\}, \ldots,\left\{\lambda_{n}\right\}\right)$ is normal if and only if $\lambda_{i}^{\prime}$ is minuscule for the restricted root system of $\left(G_{i}, \sigma_{i}\right)$ for each $i=1, \ldots, n$.
4. Examples. In this Section we are going to illustrate a number of examples of varieties of the form $\mathcal{X}(\Theta)$.

EXAMPLE 4.1. Let $0<h \leq n$ be integers, take $\mathcal{G}=\operatorname{SL}(n)$ and let $\mathcal{P}$ be the parabolic of $\mathcal{G}$ whose Levi factor has semisimple part $G=\operatorname{SL}(h) \times \operatorname{SL}(n-h)$. Consider the involution $\sigma(\mathrm{A}, \mathrm{B})=\left({ }^{t} \mathrm{~A}^{-1}, \mathrm{~B}\right)$ on $G$, whose fixed point subgroup $H$ in $G$ is clearly $\mathrm{SO}(h) \times \mathrm{SL}(n-h)$. In the $\mathcal{G}$ module $V_{2 \omega_{1}}$ of $n \times n$ symmetric matrices, take the matrix

$$
\mathrm{M}=\left(\begin{array}{cc}
I_{h} & 0 \\
0 & 0
\end{array}\right) .
$$

Denote by $O_{h}$ the orbit of M under the action of $G \times G_{m}$ (with $G_{m}$ acting by homotheties). Consider the $\mathcal{G}$ equivariant morphism $\bigwedge^{r}: V_{2 \omega_{1}} \rightarrow V_{2 \omega_{r}}$ mapping each matrix to its $r$ exterior power.

Remark that the closure of $\bigwedge^{r}\left(O_{h}\right)$ is the variety $\mathcal{X}\left(\left\{2 \omega_{r}\right\}\right)$. We can now apply our Theorem 3.8 and conclude that this variety is normal, since $2 \omega_{r}$ is minuscule for the restricted root system of $\sigma$.

Now let $\mathrm{X}=\left(x_{i, j}\right)_{1 \leq i, j \leq n}$ with $x_{i, j}=x_{j, i}$ be a symmetric matrix of indeterminate. In the polynomial ring $S=K\left[x_{i, j}\right]_{i, j}$ consider the subring $S_{r}$ generated by the determinants of the $r \times r$ minors of X. Let $I_{h+1}$ be the ideal generated by the determinants of the $(h+1) \times(h+1)$ minors of X and denote by $S_{r, h}$ the image of $S_{r}$ modulo $I_{h+1}$. Our construction clearly implies that $S_{r, h}$ is the coordinate ring of $\mathcal{X}\left(\left\{2 \omega_{r}\right\}\right)$, hence it is an integrally closed domain (recall that the ideal $I_{h+1}$ is prime [6]) with rational singularities. A similar statement holds for non symmetric matrices (see [2]).

In particular, if $r=1$, we obtain a (very complicated) proof of the normality of the determinantal varieties for symmetric matrices.

Example 4.2. In a similar fashion, using the symplectic involution instead of the orthogonal involution, we get the following result, the details of whose proof we leave to the reader.

Let $\mathrm{X}=\left(x_{i, j}\right)_{1 \leq i, j \leq n}$ with $x_{i, j}=-x_{j, i}$ be a antisymmetric matrix of indeterminates. In the polynomial ring $S=K\left[x_{i, j}\right]_{i, j}$ consider the subring $S_{r}$ generated by the pfaffians of sizes $2 r \times 2 r$ of principal minors of X . Let $I_{h+1}$ be the ideal generated by the pfaffians of the $2(h+1) \times 2(h+1)$ principal minors of X and denote by $S_{r, h}$ the image of $S_{r}$ modulo $I_{h+1}$. Then the ring $S_{r, h}$ is an integrally closed domain (also in this case where $I_{h+1}$ is a prime ideal [6]) with rational singularities.

In particular, for $r=1$ we get the normality of the pfaffian varieties for antisymmetric matrices.

EXAMPLE 4.3. Consider the vector space of $n \times n$ symmetric matrices of trace 0 . This is the representation of $S O(n)=\left\{\mathrm{A} \mid \mathrm{A}^{t} \mathrm{~A}=\mathrm{I}, \operatorname{det} \mathrm{A}=1\right\}$ of highest weight $2 \omega_{1}$. Take the matrix

$$
\mathrm{M}_{h}=\left(\begin{array}{cc}
(n-h) \mathbf{I}_{h} & 0 \\
0 & -h \mathbf{I}_{n-h}
\end{array}\right)
$$

The stabilizer $H$ of this matrix is isogenous to $\mathrm{SO}(h) \times \mathrm{SO}(n-h)$. It follows that $H$ is the subgroup fixed by the involution given by conjugation with the matrix

$$
g=\left(\begin{array}{cc}
\mathrm{I}_{h} & 0 \\
0 & -\mathrm{I}_{n-h}
\end{array}\right) .
$$

The closure $Y_{h}$ of the orbit of the matrix $\mathrm{M}_{h}$ under the action of $G \times G_{m}$ is our variety $\mathcal{X}\left(\left\{2 \omega_{1}\right\}\right)$.

If $h=1$, the restricted root system is of type $\mathrm{A}_{1}$ and the Picard group is generated by $\omega_{1}$ so that $2 \omega_{1}$ is not minuscule. Hence $Y_{1}$ is not normal.

If $1<h<\lfloor n / 2\rfloor$, the restricted root system is of type $\mathrm{B}_{h}$ and $\tilde{\omega}_{1}=2 \omega_{1}$ but $\tilde{\omega}_{1}$ is not minuscule for the restricted root system. Hence also in this case $Y_{h}$ is not normal.

If $h=n / 2$ (so $n$ is even), the restricted root system is of type $D_{n}, \tilde{\omega}_{1}=2 \omega_{1}$ and $\tilde{\omega}_{1}$ is minuscule for the restricted root system. Hence $Y_{n / 2}$ is normal.

Example 4.4. We can apply our theory to the study of the normality of the closure of nilpotent orbits of height equal to 2 as Domingo Luna pointed out to us.

Let $\mathcal{G}$ be a simple algebraic group over an algebraically closed field of characteristic zero and let $\mathfrak{G}$ be its Lie algebra. Let $\mathcal{O}$ be a nilpotent adjoint orbit, let $e \in \mathcal{O}$ be a non zero element and consider an $\mathfrak{s l}(2)$-triple $(e, h, f)$. Choose a maximal toral subalgebra $\mathfrak{T}$ of $\mathfrak{G}$ containing $h$ and a Borel subalgebra $\mathfrak{B}$ containing $\mathfrak{T}$ and $e$. Let $\alpha_{1}, \alpha_{2}, \ldots$ be the simple roots defined by the choice of $\mathfrak{T}$ and $\mathfrak{B}$.

The numbers $\alpha_{1}(h), \alpha_{2}(h), \ldots$ uniquely determine the orbit $\mathcal{O}$, moreover they are nonnegative integer numbers less or equal to 2 . Let $\theta$ be the highest root for the chosen simple system and define the height of $\mathcal{O}$ as height $(\mathcal{O}) \doteq \theta(h)$. The height does not depend on the various choices we have made (see [4]); furthermore, $\mathcal{O}$ is spherical (i.e., it has a dense orbit under a Borel subgroup of $\mathcal{G}$ ) if and only if $\operatorname{height}(\mathcal{O}) \leq 3$ (see [13]). (Notice that this last condition is equivalent to say that $\mathcal{O}$ is $\{0\}$ or it has height equal to 2 or to 3 , see again [4].)

Assume for now on that height $(\mathcal{O})=2$. For $n \in \boldsymbol{Z}$ let $\mathfrak{G}_{n}=\{x \in \mathfrak{G} \mid[h, x]=n x\}$ and notice that, being $h$ semisimple and $\theta(h)=2$, we have $\mathfrak{G}=\bigoplus_{-2 \leq n \leq 2} \mathfrak{G}_{n}$. Let $\mathcal{P}$ be the parabolic subalgebra $\bigoplus_{0 \leq n \leq 2} \mathfrak{G}_{n}$ and notice that $\mathfrak{L}=\mathfrak{G}_{0}$ is a Levi factor of $\mathcal{P}$ and $\mathfrak{U}=\mathfrak{G}_{1} \oplus \mathfrak{G}_{2}$ is the nilpotent radical of $\mathfrak{P}$. Call $\mathcal{P}, \mathcal{L}$ and $\mathcal{U}$ the subgroups of $\mathcal{G}$ whose Lie algebras are respectively $\mathfrak{P}, \mathfrak{L}$ and $\mathfrak{U}$. Let $\bar{G}=\mathcal{L} / Z(\mathcal{L})$ and let $G$ be the simply connected cover of $\bar{G}$ : we have a morphism from $\bar{G}$ onto the derived subgroup $\mathcal{L}^{\prime}$ of $\mathcal{L}$. In particular, we regard each representation of $\mathcal{G}$ as a representation of $G$ and we identify the Lie algebra $\mathfrak{g}$ of $G$ with $\mathcal{L}^{\prime}$ through this morphism.

Consider the morphism $S L(2) \rightarrow \mathcal{G}$ induced by the $\mathfrak{s l}(2)$-triple $(e, h, f)$ and the image $w$ in $\mathcal{G}$ of the element $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right) \in S L(2)$. Observe that $w$ defines an involution of $\mathfrak{L}$ and this induces an involution $\sigma$ of $\bar{G}$ and of $G$. We denote by $H$ the normalizer in $G$ of the subgroup of $\sigma$-fixed points. We want to apply the discussion of Section 3 to deduce the following result originallly proved in [12],

Proposition 4.5. If $\mathcal{O}$ is a nilpotent adjoint orbit of height 2 , then the closure of $\mathcal{O}$ is normal.

Proof. We want to apply Theorem 3.8 to the group $\mathcal{G}$, the parabolic $\mathcal{P}$, the module $M=\mathfrak{G}$ and the vector $v=e$ (using the notation of the previous Section 3). As in the preliminary discussion of that Theorem we must check that Assumptions 3.6 are verified for such choices. Next we will show that $\mathcal{X}(\{\theta\})=\overline{\mathcal{O}}$ and that $\theta$ is a spherical $\sigma$-minuscule weight and conclude the proof.

In order to show that Assumptions 3.6 are verified, we denote by $r$ the line spanned by $e$ and claim that:
(i) $\mathfrak{G}_{2}$ is an irreducible representation of $G$ of highest weight $\theta$;
(ii) $[\mathfrak{U}, e]=0$;
(iii) $Z(L) \cdot r=r$;
(iv) $H \cdot r=r$.

Indeed, (ii), (iii) and (iv) imply Assumption 3.6 (1), while (i) implies Assumption 3.6 (2).
We begin proving $Z_{\mathfrak{L}}(e)=\mathfrak{L}^{\sigma}$. The decomposition of the $S L(2)$-module $\mathfrak{G}_{-2} \oplus \mathfrak{L} \oplus \mathfrak{G}_{2}$ into isotypical components is given by $\left(V \otimes \mathfrak{G}_{2}\right) \oplus Z_{\mathfrak{L}}(e)$, where $V$ is the three-dimensional
$S L(2)$-module, and $\mathfrak{G}_{2}$ and $Z_{\mathfrak{L}}(e)$ are considered as trivial $S L(2)$-module. Now let $V_{0}$ be the zero weight space of $V$ and notice that $w$ acts by multiplication by -1 on $V_{0}$. So we have a $\sigma$-equivariant morphism $\mathfrak{L} \simeq\left(V_{0} \otimes \mathfrak{G}_{2}\right) \oplus Z_{\mathfrak{L}}(e)$. Hence we conclude $\mathfrak{L}^{\sigma}=Z_{\mathfrak{L}}(e)$ proving our claim.

So, in particular, the Lie algebra $\mathfrak{h} \doteq[\mathfrak{L}, \mathfrak{L}]^{\sigma}$ of $H$ commutes with $e$.
Now notice that $\left[\mathfrak{G}_{i}, \mathfrak{G}_{j}\right] \subset \mathfrak{G}_{i+j}$. From this we derive at once (ii) and also that any highest weight vector for $G$ in $\mathfrak{G}_{2}$ is also a highest weight vector for $\mathcal{G}$. This shows that $\mathfrak{G}_{2}$ has $x_{\theta}$ (the root vector of weight $\theta$ ) as its unique highest weight vector. Hence $\mathfrak{G}_{2}$ is a spherical (irreducible) $G$-representation, and (i) and (iv) follow.

Now also (iii) follows, since the vector fixed by $\mathfrak{h}$ is unique up to scalar ( $\mathfrak{G}_{2}$ being irreducible) and $Z(L)$ commutes with $\mathfrak{h}$. This finishes the proof that the Assumptions 3.6 are fulfilled.

Notice that the orbit $\mathcal{O}=\mathcal{G} \cdot e$ is already a cone, since $[h, e]=2 e$, and it is now clear that its closure is $\mathcal{X}(\{\theta\})$, using the notation of the previous Section. So we are now in a position to apply Theorem 3.8, and the normality of $\mathcal{O}$ follows once we show that the spherical $G$-representation $\mathfrak{G}_{2}$ is $\sigma$-minuscule.

We choose the set of positive roots for $\mathfrak{g}$ with torus $\mathfrak{T} \cap \mathfrak{g}$ according to the Borel $\mathcal{B}$ of $\mathcal{G}$.
Suppose now that $\mathfrak{G}_{2}$ has a vector, not multiple of $x_{\theta}$, which is also a dominant weight vector with respect to $\mathfrak{g}$. We can assume that it is a root vector $x_{\beta}$. Notice that, since $x_{\beta} \in \mathfrak{G}_{2}$, we have obtained $\beta$ by subtracting from $\theta$ simple roots in the root system of $\mathfrak{g}$. So $\beta$ is dominant also for $\mathfrak{G}$.

In particular, if $\mathfrak{g}$ is simply laced, this is not possible, and hence $\mathfrak{G}_{2}$ is minuscule as a $\mathfrak{g}$-module, which is also $\sigma$-minuscule.

If $\mathfrak{g}$ is not simply laced, then this forces $\beta=\bar{\theta}$ the highest short root for $\mathfrak{G}_{0}$. Also, the support of $\theta-\bar{\theta}$ (i.e., the set of simple roots appearing with nonzero coefficient in the expression of $\theta-\bar{\theta}$ as a sum of simple roots) is contained in the root system of $\mathfrak{g}$. We conclude now by analyzing the remaining possibilities (we use the numbering convention as in Bourbaki [1]):

Case $\mathrm{B}_{l}, l \geq 3$ : We have $\theta-\bar{\theta}=\alpha_{2}+\cdots+\alpha_{l}$, and $\theta=\omega_{1}$. So $\mathfrak{g}$ is the semisimple part of the Levi factor whose root system is generated by $\alpha_{2}, \ldots, \alpha_{l}$ and $\mathfrak{G}_{2}$ is the trivial representation.

Case $\mathrm{C}_{l}, l \geq 2$ : We have $\theta-\bar{\theta}=\alpha_{1}$ and $\theta=2 \omega_{1}$. In this case $\mathfrak{g}$ is the semisimple part of a Levi factor whose root system contains $\alpha_{1}$. In particular, $\mathfrak{g}$ need not to be simple but certainly the root $\alpha_{1}$ is contained in a factor $\mathfrak{g}_{1}$ of type $\mathbf{A}$ of the Lie algebra $\mathfrak{g}$ : i.e., $\mathfrak{g}=\mathfrak{g}_{1} \oplus \mathfrak{g}_{2}$ with $\mathfrak{g}_{1}$ simple and of type $A$. Notice now that, being the highest weight of $\mathfrak{G}_{2}$ equal to $2 \omega_{1}, \mathfrak{g}_{2}$ acts trivially on $\mathfrak{G}_{2}$. In particular, since $Z_{\mathfrak{g}}(e)=\mathfrak{g}^{\sigma}$, the involution leaves this part fixed and $\mathfrak{G}_{2}$ is a spherical representation of weight $2 \omega_{1}$ of $\mathfrak{g}_{1}$. Finally, for groups of type $A$ there is only one involution that has the representation of highest weight $2 \omega_{1}$ has a spherical representation and this is the orthogonal involution for which $2 \omega_{1}$ is a $\sigma$-minuscule spherical weight.

Case $\mathrm{F}_{4}$ : We have $\theta-\bar{\theta}=\alpha_{1}+\alpha_{2}+\alpha_{3}$ and $\theta=\omega_{1}$. So $\mathfrak{g}$ is the semisimple part of the Levi factor whose root system is generated by $\alpha_{1}, \alpha_{2}, \alpha_{3}$. Hence $\mathfrak{G}_{2}$ is the representation
of highest weight $\omega_{1}$ of a groups of type $\mathrm{B}_{3}$ : a minuscule representation and in particular a $\sigma$-minuscule representation.

Case $\mathrm{G}_{2}$ : We would have $\theta-\bar{\theta}=\alpha_{1}+\alpha_{2}$ and so $\mathfrak{g}=\mathfrak{G}$, which is not possible.
REMARK 4.6. We can complete the analysis of the proof given above by describing for each nilpotent orbit of height 2 the associated involution.

This is easily done as follows. From the Dynkin-Kostant diagram we deduce the Levi factor $\mathfrak{L}$ and from the expression of $\theta$ we deduce which representation is the spherical representation $\mathfrak{G}_{2}$. Now from the classification of the involutions, it is easy to see that in each case there is only one involution that has the representation $\mathfrak{G}_{2}$ as a faithful spherical representation. (With being faithful here we mean that the stabilizer of the spherical vector $e$ in $\mathfrak{G}_{2}$ is exactly $\mathfrak{h}$ and not bigger.) We have to make this remark because the Levi factor is in general not simple.

We list in the table below the result of this analysis. For each nilpotent orbit of height 2 we report the Lie algebra $\mathfrak{G}$, the module $\mathfrak{G}_{2}$ and two diagrams: the first is the Dynkin-Kostant diagram and the second one is the Satake diagram of the involution $\sigma$ on $\mathfrak{g}$. For the classical cases we give also the partition related to the nilpotent orbit.

$$
\text { (1.1) } \mathfrak{s l}(2 r+l), l \geq 1: \mathfrak{G}_{2} \simeq \operatorname{End}\left(k^{r}\right), \pi=1^{l} 2^{r}
$$


$\underset{1}{0-\cdots-0-2-}{ }_{r}^{2}-\cdots-\underset{2 r-1}{0}$

(2.1) $\mathfrak{s p}(2(r+l)), l \geq 1: \mathfrak{G}_{2} \simeq S^{2}\left(\boldsymbol{k}^{r}\right), \pi=1^{2 l} 2^{r}$

(2.2) $\mathfrak{s p}(2 r): \mathfrak{G}_{2} \simeq S^{2}\left(\boldsymbol{k}^{r}\right), \pi=2^{r}$

$$
\begin{aligned}
& 0-\cdots-0 \Longleftarrow 2 \\
& 1 \\
& 0-\cdots-{ }_{r-1}^{\circ} \\
& 1
\end{aligned}
$$

$$
\text { (3.1) } \begin{gathered}
\mathfrak{s o}(2 l+3), l \geq 2: \mathfrak{G}_{2} \simeq k^{2 l+1}, \pi=1^{2 l} 3^{1} \\
2-0-0-\cdots-0 \Rightarrow 0 \\
1+1+1 \\
0-\bullet \cdots-\Rightarrow_{l+1}^{\bullet}
\end{gathered}
$$

(3.2) $\mathfrak{s o}(4 r+2 l+1): \mathfrak{G}_{2} \simeq \Lambda^{2} \boldsymbol{k}^{2 r}, \pi=1^{2 l+1} 2^{2 r}$

$\stackrel{\bullet-}{1} \bullet \bullet-\cdots-\bullet-\underset{2 r-1}{\bullet} \stackrel{\bullet}{2 r+1} \cdots \longrightarrow \stackrel{\bullet}{2 r+l}$
(4.1) $\mathfrak{s o ( 2 l + 4 ) : ~} \mathfrak{G}_{2} \simeq \boldsymbol{k}^{2 l+2}, \pi=1^{2 l+1} 3^{1}$


(4.2) $\mathfrak{s o}(4 r+2 l), l \geq 2: \mathfrak{G}_{2} \simeq \Lambda^{2} \boldsymbol{k}^{2 r}, \pi=1^{2 l} 2^{2 r}$

(4.3) $\mathfrak{s o}(4 r+2): \mathfrak{G}_{2} \simeq \Lambda^{2} \boldsymbol{k}^{2 r}, \pi=1^{2} 2^{2 r}$

(4.4) $\mathfrak{s o ( 4 r ) : ~} \mathfrak{G}_{2} \simeq \Lambda^{2} \boldsymbol{k}^{2 r}, \pi=\left(2^{2 r}\right)^{I}$

$$
0-0-0-\cdots-0-0-0
$$


(4.5) $\mathfrak{s o}(4 r): \mathfrak{G}_{2} \simeq \Lambda^{2} \boldsymbol{k}^{2 r}, \pi=\left(2^{2 r}\right)^{I I}$

(5) $\mathrm{E}_{6}: \mathfrak{G}_{2} \simeq \boldsymbol{k}^{8}$


(6.1) $\quad \mathrm{E}_{7}: \mathfrak{G}_{2} \simeq \boldsymbol{k}^{10}$

(6.2) $\quad \mathrm{E}_{7}: \mathfrak{G}_{2} \simeq \boldsymbol{k}^{27}$
$0-0-0-0-2$


(8) $\mathrm{F}_{4}: \mathfrak{G}_{2} \simeq \boldsymbol{k}^{7}$
$0-0 \Rightarrow 0-1$

We hope that it is possible to develop a similar approach also for the nilpotent orbits of height equal to 3 . In this case symmetric varieties should be replaced with a more general class of spherical varieties.
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