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On Optical Burst Switching and Self-Similar Traffic
An Ge, Franco Callegati, and Lakshman S. Tamil, Member, IEEE

Abstract—In this letter we consider burst switching for very high
speed routing in the next generation Internet backbone. In this sce-
nario, Internet Protocol (IP) packets to a given destination are col-
lected inburstsat the network edges. We propose a burst assembly
mechanism that can reduce the traffic autocorrelation or degree
of self-similarity, and at the same time keep the delay due to burst
formation limited at the network edges.

Index Terms—Burst switching, high-speed networks, optical
routing, self-similar traffic.

I. INTRODUCTION

T HE EVER increasing demand for transmission band-
width, driven by the growth of the Internet and related

services, is stretching the capabilities of the existing Internet
backbones. The advent of wavelength-division multiplexing
(WDM) systems provides a platform to exploit the potential
huge capacity of the optical fibers and satisfy this bandwidth
demand. The challenge now is to combine the advantages of
WDM with emerging all-optical packet switching capabilities
to yield optical routers capable of guaranteeing a fully optical
data path and throughputs in the hundreds of terabits/second
range [1], [2].

The basic idea underlying the development of an optical
router is to decouple completely the data path from the control
information (header) path. The data path will be fully optical
throughout the network, with no conversion and storage of the
data in any of the nodes. This should offer very high speed,
direct interfacing with the fiber and good network scalability
(the network subblocks are not dependent on the bit rate of the
data path).

To make the decoupling possible and effective, it is necessary
to develop a new protocol for the data transfer with the following
characteristics:

• control information should travel on a different time
window or preferably on a different wavelength channel
and be managed independently from the data; that is not
easily feasible with normal Internet Protocol (IP) packet
format;

• packets should be at least several kilobytes long in order to
be comparable with the time needed to process the header
and perform the control functions (including forwarding
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decision, switching etc.); that is not the case in the present
Internet.

The former issue requires definition of a new packetization
protocol as well as a burst control packet (BCP) format. The
latter issue requires that several short IP packets be gathered
into a single data unit, to be switched as a whole. To date there
are two approaches discussed in the literature that address these
issues:

• fixed length packets (tailored to the time requirement of
the system) with synchronous, “ATM like” node opera-
tion, as proposed in the optical transparent packet network
studied in the ACTS Project KEOPS [2], [3];

• variable length “super packet,s” also namedbursts, with
asynchronous node operation, as proposed in the “burst
switching” approach described in [4]–[6].

In both cases, at the edges of the core network, or at the bound-
aries of each router, it is necessary to implement a translation
function from normal IP packets to the new format and vice
versa. In this letter we propose an algorithm to implement this
function for the case of burst switching and show its effects on
the traffic shape and on the burst assembly delay at the network
edges.

II. BUILDING BURSTS FOROPTICAL BURSTSWITCHING

The network architecture considered is a cloud ofoptical core
routers, organized as a flat mesh, withedge routersat the edges
of the cloud that are responsible for the burst assembly/disas-
sembly function. The core routers perform the function of for-
warding the burst within the cloud to the proper destination edge
router.

The core router inlets and outlets are optical fibers operated in
WDM mode with 16 or more wavelengths in order to guarantee
a high degree of statistical multiplexing gain [4]. The transmis-
sion rate per wavelength is assumed to be ranging from OC48
(STM16) to OC192 (STM64) and beyond.

At the edges of the burst switch cloud, the edge routers as-
semble bursts by merging IP packets and label each burst with a
control packet (BCP) containing information regarding source,
destination, quality of service, etc. In the architecture consid-
ered, the BCP is transmitted at a different data rate than the burst
and on a separate wavelength channel.

To keep the load on the control channel that carries the BCP’s
under control, the bursts must be bigger than a given minimum
. On the other hand, gathering enough packets to make a burst

of length may take a very long time if the load on the input line
is temporarily very low. Therefore a limit has to be placed on the
waiting time of the packets in the burst assembly. The algorithm
proposed here to perform this function works as follows:
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1) a logical queue is associated with each destination at the
edges of the burst switch cloud (let us number the possible
destinations using index, );

2) a time counter is started any time a packet arrives di-
rected to destinationand queue is empty;

3) when reaches the window threshold , a burst is cre-
ated and queued for transmission on the data channel: if
the length of the burst is less than, then it is padded to;

4) is reset to 0 and it remains so until the next packet
arrival to queue.

This algorithm is very simple; nevertheless:

• fulfills the minimum size requirements on bursts;
• puts an upper bound on the delay experienced by packets

due to burst assembly.
Furthermore, as we shall show in the following, the burst as-

sembly algorithm shapes the traffic, making it more random
than the input IP packets that make up the burst. This is a very
interesting and useful feature and will be addressed in the re-
mainder of this letter.

Let us start from the characteristics of existing Internet traffic.
Considerable effort has been devoted in the last few years to
the analysis of real traffic traces from the Internet. As the early
works in [7] showed, the Internet traffic has fractal character-
istics and can be described in terms of self-similar stochastic
processes.

This feature is a significant drawback in terms of queuing per-
formance. Simulations and analysis of queuing systems loaded
with self-similar traffic have shown that the queuing perfor-
mance is in general much worse than that obtained with short
range dependent (random) traffic [8]. For this reason it is widely
recognized that traffic self-similarity is a significant problem as
far as network engineering is concerned. Hence, any reduction
in the degree of self-similarity will be greatly beneficial.

This was one of the main motivations behind the present
study. The basic idea is: may the burst assembly function be
used to reduce the traffic self-similarity, and, if yes, to what
extent? A positive answer to this question would mean that the
burst switch backbone network could rely on limited congestion
and small buffers could be enough to guarantee good quality
of service [8].

III. SIMULATION MODEL

We simulated the burst assembly mechanism when fed by
self-similar traffic and tested the traffic behavior at the output.
The input traffic was generated according to [9], by multiplexing
a large set ofON/OFFsources withON andOFFperiods indepen-
dently and identically distributed according to a Pareto distribu-
tion. The Pareto distribution has a cumulative distribution of the
form , where is a parameter that decides
the heaviness of the distribution tail. For an infinite number of
sources, this kind of traffic results in a self-similar process with
the Hurst parameter . When a high but not infinite
number of sources is used in simulations, the resulting traffic is
an approximation of a purely self-similar process.

We also assumed that the final destination for each packet
was randomly chosen among edge routers or possible des-
tinations within the burst switch cloud. Each arrival from the

Fig. 1. R=S log = log plot diagram for input and output traffic from the burst
assembly function:� for a window threshold of 25 times the average packet
length and� for a window threshold of 50 times the average packet length.

merged traffic was given a destination drawn randomly, and it
was then queued in the queue associated with that destination
in the edge router. Bursts were then assembled according to the
previously explained algorithm and queued in a common FIFO
queue for transmission on the data link.

The aim of the simulations is to show that the burst assembly
function can reduce the degree of self-similarity of the traffic.
This has been accomplished by estimating the Hurst parameter
of the input traffic and of the output traffic by means
of the logarithmic R/S plots. Reference [7] gives details on the
properties and characteristics of the plot. Here is the
rescaled sample variability and is the sample variance. For a
self-similar process, for large , where

is the number of samples. When plotting versus
, the slope of the least-square fitted line will give us an

estimate of the Hurst parameter (). The choice of the plot
is motivated by its easy visual interpretation. Even though this is
not the most accurate tool to estimate the Hurst parameter (),
it is easily readable and distinguishes clearly the different traffic
traces.

IV. RESULTS

Fig. 1 shows the logarithmic plots for two different sim-
ulations. We assume that the output data rate is 16 times the
input data rate and the utilization is 0.8. Each ON/OFF source
follows the Pareto distribution with for both ON and
OFF periods. This gives a load for each source equal to 0.5 and

. From the plots, we measure the aggregated
input traffic to have a Hurst parameter equal to 0.904, which is
very close to the theory.

Due to the nature of the burst assembly mechanism, the min-
imum burst length is longer than, and the spacing related to the
window threshold . Therefore, the plot for the output
traffic would be shifted to the right relative to the one for the
input traffic (whose packet sizes and interarrival times have a
smaller granularity). In order to provide graphical comparison,
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Fig. 2. Cumulative distribution function of the packet delay at the edge
router due to the burst assembly function, for two different values of the Hurst
parameter (solid lineH = 0:9 and dashed lineH = 0:8).

in the same plot we have renormalized the output plot to have
the same starting point as in the input plot. This is just a trans-
lation that does not affect the slope of the curve and hence the
estimate of .

The two output samples in the figure use the same parameters,
except for the window thresholds that take different values. The
values of for these two samples are equal to 25 and 50 times
the average packet length, respectively. The results suggest that
the burst assembly mechanism reduces the Hurst parameter of
the traffic. This can be easily seen from the output samples of
the graph. An estimate of gives the values 0.76 for the first
case and 0.65 for the second case. In both cases the reduction is
significant when compared to , the Hurst parameter
of the input traffic. Also the results indicate that the longer the
window threshold, the greater the reduction of self-similarity.
Of course the price we pay is the additional delay due to the
burst assembly function.

The delay characteristics of different self-similar traffic have
also been evaluated. We expect that the degree of correlation in
the input traffic trace will affect the delay performance of the
assembly process, so that highly correlated traffic will experi-
ence smaller delays. Intuitively this can be understood by noting
that a higher correlation means a higher traffic burstiness, that

would eventually lead to a smaller delay in the burst assembly
function. Fig. 2 shows the cumulative distribution of the delay
in the burst assembly for input traffic with and 0.9.
The curves behave as expected. This is another important fea-
ture of the burst assembly process and allows us to conclude that
the burst assembly could be dimensioned using a simple random
traffic model, as far as delay is concerned.

V. CONCLUSIONS

In this letter, we presented a simple burst assembly algorithm
which reduces the self-similarity of traffic in an IP backbone
network. It is shown that by properly setting the starting point
and the duration of the time window, the traffic can be shaped.
From the simulations, we found that the average delay due to the
burst assembly algorithm is bounded by the minimum length of
the burst and the window threshold and depends on the bursti-
ness of the traffic.

ACKNOWLEDGMENT
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