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#### Abstract

:

The efficient set of a linear multicriteria programming problem can be represented by a 'reverse convex constraint' of the form $g(z) \leq 0$, where $g$ is a concave function. Consequently, the problem of optimizing some real function over the efficient set belongs to an important problem class of global optimization called reverse convex programming. Since the concave function used in the literature is only defined on some set containing the feasible set of the underlying multicriteria programming problem, most global optimization techniques for handling this kind of reverse convex constraints can not be applied. The main purpose of our article is to present a method for overcoming this disadvantage. We construct a concave function which is finitely defined on the whole space and can be considered as an extension of the existing function. Different forms of the linear multicriteria programming problem are discussed, including the minimum maximal flow problem as an example.
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## 1 Introduction

Beginning with the work of Philip (Ref. 1), the problem of optimizing some real function over the efficient set of a linear multicriteria programming problem, abbreviated by (OEP), has received the attention of many authors and became one of the most important and interesting areas in multicriteria programming and global optimization, cf., e.g., Refs. 1-15. One of the most interesting approaches to handle Problem (OEP) is based on the representation of the efficient set using a 'reverse convex set', which is the complement of an open convex subset of the Euclidian space $\mathbb{R}^{n}$. Each reverse convex set is in principle described by a 'reverse convex constraint' of the form $g(z) \leq 0$, where $g$ is a concave function defined on $\mathbb{R}^{n}$. Up to the present, for such a representation of the efficient set of a linear multicriteria programming problem, one uses reverse convex constraints, in which the concave function $g$ can only be defined on some polyhedral set containing the feasible set of the underlying linear multicriteria programming problem. This fact has caused hindrances when applying existing methods for handling problems with reverse convex constraints. The reason is that the most promising algorithms for problems with reverse convex constraints are developed based on an assumption that the concave function $g$ must take finite values on a suitably large open set containing the feasible set, cf., e.g., Refs. 16-21.

The main purpose of this article is to propose a way to represent the efficient set of a linear multicriteria programming problem by a reverse convex constraint, in which the concave function is finitely defined on the whole space. This concave function can be considered as an extension of the concave function used in the literature.

The reverse convex representation of the efficient set is discussed in the next section for the case that the feasible set of the underlying linear multicriteria programming problem is given by a system of inequalities. The case where the mentioned feasible set is described by equations is considered in Section 3. Section 4 deals with the minimum maximal flow problem, which is actually an example of the case discussed in Section 3. The article is completed with some conclusions in Section 5.

## 2 Reverse Convex Representation of the Efficient Set

### 2.1 Reverse Convex Representation

Let $Z$ be a polyhedral subset of $\mathbb{R}^{n}$ defined by

$$
\begin{equation*}
Z=\left\{z \in \mathbb{R}^{n}: D z \leq d, z \geq 0\right\}, \tag{1}
\end{equation*}
$$

where $D$ is an $m \times n$ matrix and $d \in \mathbb{R}^{m}$. For a given $p \times n$ matrix $C$ we consider the following multicriteria optimization problem

$$
\begin{equation*}
\max \{C z: z \in Z\} \tag{2}
\end{equation*}
$$

A point $\bar{z} \in Z$ is said to be an efficient point of Problem (2) if there is no point $z$ of $Z$ such that $C z \geq C \bar{z}$ and $C z \neq C \bar{z}$. Let us denote the set of efficient points of Problem (2) by $Z^{E}$ and assume throughout this paper that

$$
\begin{equation*}
Z \neq Z^{E} \neq \emptyset . \tag{3}
\end{equation*}
$$

The optimization problem over the efficient set is then formulated as

$$
\begin{equation*}
\min \left\{f(z): z \in Z^{E}\right\} \tag{4}
\end{equation*}
$$

with a given function $f$ defined on some suitable set containing $Z^{E}$.

We recall below some known useful characterizations of the efficient set $Z^{E}$ (cf., e.g., Refs. $1,15,22)$.

Proposition 1 Under Assumption (3) we obtain following characterizations of the efficient set:
(a) $\bar{z}$ is an efficient point if and only if there is a positive vector $\lambda \in \mathbb{R}^{p}$ such that $\bar{z}$ solves the problem $\max \left\{\lambda^{T} C z: z \in Z\right\}$.
(b) $\bar{z}$ is an efficient point if and only if it solves the problem $\max \left\{\lambda^{T} C z: z \in Z, C z \geq C \bar{z}\right\}$ for each positive vector $\lambda \in \mathbb{R}^{p}$.
(c) Let $d^{i}, i=1, \cdots, m$ be the rows of the matrix $D$. Then $\bar{z} \in Z$ is an efficient point if and only if the following system (in variables $\lambda \in \mathbb{R}^{p}, \mu \in \mathbb{R}^{m}, \nu \in \mathbb{R}^{n}$ ) has a solution:

$$
\begin{align*}
& C^{T} \lambda=D^{T} \mu-\nu  \tag{S}\\
& \mu \geq 0 \text { and } \mu_{i}=0 \text { for } i \notin I(\bar{z}) \\
& \nu \geq 0 \text { and } \nu_{j}=0 \text { for } j \notin J(\bar{z}) \\
& \lambda \geq e,
\end{align*}
$$

where $I(\bar{z})=\left\{i:\left(d^{i}\right)^{T} \bar{z}=d_{i}\right\}, J(\bar{z})=\left\{j: \bar{z}_{j}=0\right\}$, and $e=(1, \cdots, 1)^{T} \in \mathbb{R}^{p}$.

From Proposition 1(a), if we have a positive $\lambda \in \mathbb{R}^{p}$ such that Problem $\max \left\{\lambda^{T} C z: z \in Z\right\}$ has an optimal solution, then each optimal solution is an efficient point.

Conversely, from Proposition 1(c), if we have an efficient point $\bar{z}$, then, by computing a
solution $(\bar{\lambda}, \bar{\mu}, \bar{\nu}) \in \mathbb{R}^{p+m+n}$ of System (S), we obtain a positive $\bar{\lambda} \in \mathbb{R}^{p}$ such that $\bar{z}$ is an optimal solution of Problem $\max \left\{\bar{\lambda}^{T} C z: z \in Z\right\}$.

Based on Proposition 1(b), letting $\lambda \in \mathbb{R}^{p}$ be a positive vector and

$$
\begin{equation*}
\Omega=\left\{z \in \mathbb{R}^{n}: \exists y \in Z \text { such that } C y \geq C z\right\} \tag{5}
\end{equation*}
$$

one constructs a function $g_{\lambda}: \Omega \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
g_{\lambda}(z):=-\lambda^{T} C z+\max \left\{\lambda^{T} C y: y \in Z ; C y \geq C z\right\} . \tag{6}
\end{equation*}
$$

The following result is also well-known (cf. e.g., Refs. 2, 15).

Proposition 2 For each positive vector $\lambda \in \mathbb{R}^{p}$ it holds that
(a) $g_{\lambda}(z)$ is finitely defined on the set $\Omega$.
(b) $g_{\lambda}(z)$ is a nonnegative piecewise linear concave function on $\Omega$.
(c) $z \in Z^{E}$ if and only if $z \in Z$ and $g_{\lambda}(z)=0$.

Remark 1 By definition, the function $g_{\lambda}$ assumes finite values only on the set $\Omega$ defined in (5). For $z \notin \Omega$, the feasible set of the problem $\max \left\{\lambda^{T} C y: y \in Z ; C y \geq C z\right\}$ in (8) is empty, and therefore, $g_{\lambda}(z)$ is not finitely defined.

From Proposition 2, one can take any positive vector $\lambda \in \mathbb{R}^{p}$, e.g., $\lambda=e$, and formulate Problem (4) as

$$
\begin{equation*}
\min \left\{f(z): z \in Z, g_{\lambda}(z) \leq 0\right\} \tag{7}
\end{equation*}
$$

Since the function $g_{\lambda}(z)$ is concave, the constraint $g_{\lambda}(z) \leq 0$ is usually called a reverse convex constraint, and Problem (7) belongs to the class of so called reverse convex programs. This problem class is well studied in the area of global optimization, cf., e.g., Refs. 16-21. However, the most promising algorithms for the reverse convex programs are based on an assumption that the concave function in the reverse convex constraint must take finite values on a suitable open set containing the set $Z$. As seen above, the function $g_{\lambda}$ does not fulfill this important assumption, so that a direct application of existing algorithms is not possible.

In what follows we present a way to construct a concave function, which is defined on the whole space $\mathbb{R}^{n}$, so that by using it, algorithms for solving reverse convex programs can be applied. Moreover, since this function is finitely defined everywhere, it can provide some
information about how far away a given point $x \in \mathbb{R}^{n}$ is from the efficient set.

To this purpose, letting $\bar{z} \in Z^{E}$ and $\bar{\lambda}$ be a positive vector such that $\bar{z}$ solves the problem $\max \left\{\bar{\lambda}^{T} C z: z \in Z\right\}$ (cf. Proposition 1), we define the function

$$
\begin{equation*}
g_{\bar{\lambda}}(z)=-\bar{\lambda}^{T} C z+\max \left\{\bar{\lambda}^{T} C y: y \in Z, C y \geq C z\right\} . \tag{8}
\end{equation*}
$$

As discussed above, in principle, the function $g_{\bar{\lambda}}$ is only finitely defined on the set $\Omega$ given in (5). However, by using the above chosen vector $\bar{\lambda}$, we can construct an extension of $g_{\bar{\lambda}}$ on the whole space $\mathbb{R}^{n}$ as follows.

Since

$$
\max \left\{\bar{\lambda}^{T} C y: y \in Z ; C y \geq C z\right\} \leq \max \left\{\bar{\lambda}^{T} C y: y \in Z\right\}<+\infty,
$$

it follows that the linear program

$$
\begin{aligned}
& (Q(z)) \quad \max \quad \bar{\lambda}^{T} C y \\
& \text { s.t. } \quad D y \leq d \\
& C y \geq C z \\
& y \geq 0
\end{aligned}
$$

has an optimal solution whenever it is feasible. On the other hand, we see that its dual problem,

$$
\begin{array}{ll}
\min & d^{T} \alpha-(C z)^{T} \beta \\
\text { s.t. } & D^{T} \alpha-C^{T} \beta \geq C^{T} \bar{\lambda} \\
& 0 \leq \alpha \\
& 0 \leq \beta
\end{array}
$$

always has a nonempty feasible region, because from a solution $(\bar{\lambda}, \bar{\mu}, \bar{\nu})$ of $\operatorname{System}(\mathrm{S})$ in Proposition $1(\mathrm{c})$, we obtain a feasible solution $(\alpha, \beta)=(\bar{\mu}, 0)$ of Problem $(R(z))$. Therefore, we see from the duality theorem in linear programming that Problem $(Q(z))$ is feasible if and only if Problem $(R(z))$ has an optimal solution.

Note that the feasible set of Problem $(R(z))$ does not depend on $z$. Let $V$ denote the set of all extreme points of the feasible set of this problem. Then there exist vectors $\bar{\alpha}$ and $\bar{\beta}$ such that

$$
\begin{equation*}
V \subset\{(\alpha, \beta):(0,0) \leq(\alpha, \beta) \leq(\bar{\alpha}, \bar{\beta})\}, \text { and } \bar{\mu} \leq \bar{\alpha} \tag{9}
\end{equation*}
$$

An estimation of the vectors $\bar{\alpha}, \bar{\beta}$ will be discussed in the next subsection.

Using these vectors $\bar{\alpha}, \bar{\beta}$, we consider the following problem, denoted by $(\bar{R}(z))$, which arises from Problem $(R(z))$ by adding to it some upper bounding constraints.

$$
\begin{array}{ll}
\min & d^{T} \alpha-(C z)^{T} \beta \\
\text { s.t. } & D^{T} \alpha-C^{T} \beta \geq C^{T} \bar{\lambda} \\
& 0 \leq \alpha \leq \bar{\alpha} \\
& 0 \leq \beta \leq \bar{\beta} .
\end{array}
$$

Based on Problem $(\bar{R}(z))$, we define a function $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
g(z)=-\bar{\lambda}^{T} C z+t(z), \tag{10}
\end{equation*}
$$

where $t(z)$ is the optimal value of $\operatorname{Problem}(\bar{R}(z))$ for each $z$.

The function $g$ defined in (10) is an extension of the function $g_{\bar{\lambda}}$ defined in (8) in the following sense.

Proposition 3 The function $g$ defined in (10) has following properties:
(a) $g(z)$ is well defined and finite at all points $z \in \mathbb{R}^{n}$.
(b) $g(z)$ is a piecewise linear concave function on $\mathbb{R}^{n}$.
(c) $g(z)=g_{\bar{\lambda}}(z)$ whenever $g_{\bar{\lambda}}(z)$ is finitely defined.
(d) $z \in Z^{E}$ if and only if $z \in Z$ and $g(z) \leq 0$.

Proof. For each $z \in \mathbb{R}^{n}$, Problem $(\bar{R}(z))$ has an optimal solution, since its feasible set is nonempty and bounded. Furthermore, whenever Problem $(R(z))$ has a finite optimal value, it has an optimal solution contained in the set $V$. Thus, Problem $(\bar{R}(z))$ has the same optimal value as Problem $(R(z))$. From this, Assertions (a), (b) and (c) follow. The last assertion (d) follows from Assertion (c) of Proposition 2 and Assertion (c) of this proposition.

Remark 2 (a) The function $g$ can be zero outside $Z$, and hence $g(z)=0$ does not imply that $z \in Z^{E}$.
(b) The dual problem of $(\bar{R}(z))$ reads

$$
\begin{array}{cl}
\max (z)) & \left(\bar{\lambda}^{T} C\right) y-\bar{\alpha}^{T} u-\bar{\beta}^{T} v \\
\text { s.t. } & D y-u \leq d \\
& C y+v \geq C z \\
& y, u, v \geq 0
\end{array}
$$

Comparing Problems $(Q(z))$ and $(\bar{Q}(z))$, we see that $\bar{\alpha}$ and $\bar{\beta}$ can be considered as some kinds of control parameters for the construction of the extension function.

### 2.2 Bounding the Set of Vertices

We present here a way to estimate the vectors $\bar{\alpha}$ and $\bar{\beta}$ for bounding the vertex set $V$ of the feasible set of Problem (R(z)).

Proposition 4 Assume that the elements

$$
\begin{aligned}
& d_{i j},(i=1, \cdots, m ; j=1, \cdots, n) \text { and } \\
& c_{i j},(i=1, \cdots, p ; j=1, \cdots, n)
\end{aligned}
$$

of the matrices $D$ and $C$, respectively, are all integral. Define

$$
\begin{aligned}
& M=\max \left\{\max \left\{\left|d_{i j}\right|: i=1, \cdots, m ; j=1, \cdots, n\right\}, \max \left\{\left|c_{i j}\right|: i=1, \cdots, p ; j=1, \cdots, n\right\}\right\} \\
& \Lambda=\max \left\{\left|\bar{\lambda}_{i}\right|: i=1, \cdots, p\right\}
\end{aligned}
$$

Then a common upper bound, $\sigma$, for all components $\bar{\alpha}_{i}(i=1, \cdots, m)$, and $\bar{\beta}_{i}(i=1, \cdots, p)$ can be given by

$$
\sigma=n(n-1)^{\frac{1}{2}(n-1)} p M^{n} \Lambda .
$$

Proof. Let $\gamma=(\alpha, \beta) \in V$. Then each positive component $\gamma_{j_{i}}$ is computed by

$$
\gamma_{j_{i}}=\left(B^{-1}\left(C^{T} \bar{\lambda}\right)\right)_{i}
$$

where $B$ is a nonsingular $n \times n$ submatrix of the $n \times(m+p+n)$ matrix $\left(D^{T},-C^{T},-I\right)$ with $I$ being the $n \times n$ identity matrix. Let $B_{j i}$ be the matrix obtained from $B$ by deleting the
$j$-th row and the $i$-th column. Then $B^{-1}=\frac{1}{\operatorname{det} B} B^{*}$, where each element $b_{i j}^{*}$ of the matrix $B^{*}$ is determined by $b_{i j}^{*}=(-1)^{i+j} \operatorname{det} B_{j i}$. From the well-known Hadarmard's inequality, it follows that

$$
\left|\operatorname{det} B_{j i}\right| \leq \prod_{k=1}^{n-1}\left((n-1) M^{2}\right)^{\frac{1}{2}}=(n-1)^{\frac{1}{2}(n-1)} M^{n-1} .
$$

Therefore, we have

$$
\begin{aligned}
\gamma_{j_{i}}=\left|\gamma_{j_{i}}\right|=\left|\left(B^{-1}\left(C^{T} \bar{\lambda}\right)\right)_{i}\right| & =\frac{1}{|\operatorname{det} B|}\left|\sum_{k=1}^{n} b_{j_{i}, k}^{*}\left(C^{T} \bar{\lambda}\right)_{k}\right| \\
& \leq \frac{1}{|\operatorname{det} B|} \sum_{k=1}^{n}\left|b_{k, j_{i}}\right|\left|\left(C^{T} \bar{\lambda}\right)_{k}\right| \\
& \leq \frac{1}{|\operatorname{det} B|} n(n-1)^{\frac{1}{2}(n-1)} M^{n-1} p M \Lambda \\
& \leq n(n-1)^{\frac{1}{2}(n-1)} p M^{n} \Lambda .
\end{aligned}
$$

## 3 Multicriteria Optimization with Equality Constraints

In this section, we consider multicriteria optimization problems of the form

$$
\begin{equation*}
\max \{\bar{C} x: A x=b, x \geq 0\} \tag{11}
\end{equation*}
$$

where $\bar{C}$ and $A$ are matrices of dimension $p \times q$ and $m \times q$, respectively, and $b \in \mathbb{R}^{m}$. We denote the feasible set of this problem by $X$, i.e.,

$$
X=\{x: A x=b ; x \geq 0\}
$$

and the set of efficient points by $X^{E}$. The optimization problem to be considered is

$$
\begin{equation*}
\min \left\{h(x): x \in X^{E}\right\} \tag{12}
\end{equation*}
$$

with $h$ being a given real function on $\mathbb{R}^{q}$.

We assume without loss of generality that $\operatorname{rank} A=m$ and $A=(B N)$, where $B$ is a regular $m \times m$ submatrix. Usually, $B$ and $N$ are called basic and nonbasic matrices, respectively, of the system $A x=b$. Thus, the dimension of $X$ is then $n=q-m$, and Problem (12) in $\mathbb{R}^{q}$ can be transformed into a problem in $\mathbb{R}^{n}$ as follows.

According to the structure of the matrix $A$, we consider the vector $x$ and the matrix $\bar{C}$ as $x^{\top}=\left(x_{B}^{\top}, x_{N}^{\top}\right)$ and $\bar{C}=\left(\bar{C}_{B}, \bar{C}_{N}\right)$, and define on $\mathbb{R}^{n}$ the polyhedral set

$$
\begin{equation*}
X_{N}=\left\{x_{N} \in \mathbb{R}^{n}: B^{-1} N x_{N} \leq B^{-1} b ; x_{N} \geq 0\right\}=\left\{x_{N} \in \mathbb{R}^{n}: T x_{N} \leq t\right\} \tag{13}
\end{equation*}
$$

where $T$ and $t$ are a $q \times n$ matrix and $q$-dimensional vector, respectively, defined by

$$
\begin{equation*}
T=\binom{B^{-1} N}{-I}, \quad t=\binom{B^{-1} b}{0} \tag{14}
\end{equation*}
$$

with $I$ being the identity matrix.

Below we give the elementary relationship between $X_{N}$ and $X$ with a simple proof. For a polyhedral set $P$ let $V(P)$ denote the set of extreme points of $P$.

Proposition 5 It holds that
(a) $x=\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in X \Leftrightarrow x_{N} \in X_{N}, x_{B}=B^{-1} b-B^{-1} N x_{N}$;
(b) $x=\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in V(X) \Leftrightarrow x_{N} \in V\left(X_{N}\right), x_{B}=B^{-1} b-B^{-1} N x_{N}$.

Proof.
(a) We have

$$
\begin{aligned}
\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in X & \Leftrightarrow B x_{B}+N x_{N}=b, x_{B} \geq 0, x_{N} \geq 0 \\
& \Leftrightarrow x_{B}=B^{-1} b-B^{-1} N x_{N}, x_{B} \geq 0, x_{N} \geq 0 \\
& \Leftrightarrow x_{B}=B^{-1} b-B^{-1} N x_{N}, T x_{N} \leq t \\
& \Leftrightarrow x_{B}=B^{-1} b-B^{-1} N x_{N}, x_{N} \in X_{N} .
\end{aligned}
$$

(b) follows from the following equivalences:

$$
\begin{aligned}
\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in X \backslash V(X) \Leftrightarrow & \exists \text { distinct }\left(\left(x_{B}^{1}\right)^{\top},\left(x_{N}^{1}\right)^{\top}\right)^{\top},\left(\left(x_{B}^{2}\right)^{\top},\left(x_{N}^{2}\right)^{\top}\right)^{\top} \in X \text { such that } \\
& \left.\left(x_{B}^{\top}, x_{N}^{\top}\right)=\frac{1}{2}\left(\left(x_{B}^{1}\right)^{\top},\left(x_{N}^{1}\right)^{\top}\right)+\left(\left(x_{B}^{2}\right)^{\top},\left(x_{N}^{2}\right)^{\top}\right)\right) \\
\Leftrightarrow & \exists \text { distinct } x_{N}^{1}, x_{N}^{2} \in X_{N} \text { such that } \\
& x_{N}=\frac{1}{2}\left(x_{N}^{1}+x_{N}^{2}\right), x_{B}=\frac{1}{2}\left(x_{B}^{1}+x_{B}^{2}\right)=B^{-1} b-B^{-1} N x_{N} \\
\Leftrightarrow & x_{N} \in X_{N} \backslash V\left(X_{N}\right), x_{B}=B^{-1} b-B^{-1} N x_{N} .
\end{aligned}
$$

The first and third equivalences are obtained by the definition of extreme points. The second equivalence follows from part (a) of this proposition.

Based on the above observation, using the representation of the matrix $\bar{C}$ as $\bar{C}=\left(\bar{C}_{B}, \bar{C}_{N}\right)$, we can rewrite the objective functions of the multicriteria problem (11) in the form

$$
\begin{equation*}
\bar{C} x=\left(\bar{C}_{B}, \bar{C}_{N}\right)\left(x_{B}^{T}, x_{N}^{T}\right)^{T}=\bar{C}_{B} B^{-1} b+(-\bar{C} T) x_{N} \tag{15}
\end{equation*}
$$

so that Problem (11) in $\mathbb{R}^{q}$ reduces to a problem of the form (1)-(2) in $\mathbb{R}^{n}$ :

$$
\begin{equation*}
\max \left\{(-\bar{C} T) x_{N}:\left(B^{-1} N\right) x_{N} \leq B^{-1} b, x_{N} \geq 0\right\} \tag{16}
\end{equation*}
$$

Moreover, we have the following relationship between the efficient sets of the two problems.

Proposition 6 Denote by $X_{N}^{E}$ the set of all efficient solutions of Problem (16). Then it holds that

$$
x=\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in X^{E} \Leftrightarrow x_{N} \in X_{N}^{E} \text { and } x_{B}=B^{-1} b-B^{-1} N x_{N} .
$$

Proof. From Proposition 5(a) and the definition of efficient solutions, it follows that

$$
\begin{aligned}
x=\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in X^{E} \Leftrightarrow & \left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \in X, \nexists\left(y_{B}^{\top}, y_{N}^{\top}\right)^{\top} \in X \text { such that } \\
& \left(C_{B}, C_{N}\right)\left(y_{B}^{\top}, y_{N}^{\top}\right)^{\top} \geq\left(C_{B}, C_{N}\right)\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top}, \\
& \left(C_{B}, C_{N}\right)\left(y_{B}^{\top}, y_{N}^{\top}\right)^{\top} \neq\left(C_{B}, C_{N}\right)\left(x_{B}^{\top}, x_{N}^{\top}\right)^{\top} \\
\Leftrightarrow & x_{N} \in X_{N}, x_{B}=B^{-1} b-B^{-1} N x_{N}, \\
& \nexists\left(y_{B}^{\top}, y_{N}^{\top}\right)^{\top} \in X: y_{N} \in X_{N}, y_{B}=B^{-1} b-B^{-1} N y_{N} \text { such that } \\
& (-C T) y_{N} \geq(-C T) x_{N},(-C T) y_{N} \neq(-C T) x_{N} \\
\Leftrightarrow & x_{N} \in X_{N}^{E} \text { and } x_{B}=B^{-1} b-B^{-1} N x_{N} .
\end{aligned}
$$

Remark 3 Setting $z=x_{N}, C=-\bar{C} T, D=B^{-1} N$ and $d=B^{-1} b$ we obtain a problem of the form (2) from Problem (16). Moreover, under the assumption that all elements of the matrices $\bar{C}$ and $A$ in Problem (11) are integral, we obtain the assumption that all elements of matrices $C$ and $D$ in Problem (2) are integral, so that Proposition 4 can be applied for the estimation of vectors $\bar{\alpha}$ and $\bar{\beta}$ as discussed in Section 2.

By the above transformation, the objective function $h$ on $\mathbb{R}^{q}$ in Problem (12) is then transformed to a function $f$ on $\mathbb{R}^{n}$ :

$$
\begin{equation*}
f\left(x_{N}\right)=h\left(B^{-1} b-B^{-1} N x_{N}, x_{N}\right) \tag{17}
\end{equation*}
$$

Note that if $h$ is a convex/concave function on $\mathbb{R}^{q}$, then $f$ is convex/concave as well on $\mathbb{R}^{n}$. In particular, if the function $h(x)$ is linear given by $h(x)=h^{T} x$ with $h \in \mathbb{R}^{q}$, then by using the partition $h^{T}=\left(h_{B}^{T}, h_{N}^{T}\right)$, Problem (12) reduces to

$$
\begin{equation*}
\min \left\{\left(h_{N}^{T}-h_{B}^{T} B^{-1} N\right) x_{N}: x_{N} \in X_{N}^{E}\right\} \tag{18}
\end{equation*}
$$

## 4 Minimum Maximal Flow Problem

As an example for the problem class discussed in Section 3, we consider a directed network with a single source node and a single sink node. The node-arc incidence matrix and the vector of arc capacities are denoted by $E$ and $c$, respectively. A flow $f$ is called a maximal flow if it is an efficient point of the following multicriteria network flow problem:

$$
\begin{equation*}
\max \{I f: E f=0,0 \leq f \leq c\} \tag{19}
\end{equation*}
$$

where the identity matrix $I$, the matrix $E$ and vectors $f, c$ are of appropriate sizes.

Let $F$ and $F^{E}$ denote the feasible set and the efficient set, respectively, of Problem (19), and according to $f$, let $h$ be a vector defined by

$$
h_{j}=\left\{\begin{aligned}
+1 & \text { if arc } j \text { leaves the source node } \\
-1 & \text { if arc } j \text { enters the source node } \\
0 & \text { otherwise. }
\end{aligned}\right.
$$

Then the minimum maximal flow problem considered in Refs. 23-26 is formulated as

$$
\begin{equation*}
\min \left\{h^{T} f: f \in F^{E}\right\} \tag{20}
\end{equation*}
$$

Using the notations

$$
x=\binom{f}{s}, \quad \bar{A}=\left(\begin{array}{cc}
E & 0 \\
I & I
\end{array}\right), \quad \bar{b}=\binom{0}{c}, \quad \bar{C}=\left(\begin{array}{ll}
I & 0
\end{array}\right),
$$

where $s$ is the vector of slack variables for the Constraint $f \leq c$, we can rewrite Problem (19) in the form

$$
\begin{equation*}
\max \{\bar{C} x: \bar{A} x=\bar{b}, x \geq 0\} \tag{21}
\end{equation*}
$$

Finally, removing all linear dependent equations of System $\bar{A} x=\bar{b}$, we obtain from Problem (21) a multicriteria network flow problem, which has the form of the problem considered in Section 3.

## 5 Conclusions

We have presented a method for the construction of a concave function finitely defined on the whole space, which can be used to represent the efficient set of a linear multicriteria programming problem by a reverse convex constraint. This allows to handle some optimization problems over the efficient set by applying standard techniques in reverse convex programming.
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