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Abstract

Optimal transport (OT) distances are in-
creasingly used as loss functions for statisti-
cal inference, notably in the learning of gen-
erative models or supervised learning. Yet,
the behavior of minimum Wasserstein esti-
mators is poorly understood, notably in high-
dimensional regimes or under model misspec-
ification. In this work we adopt the view-
point of projection robust (PR) OT, which
seeks to maximize the OT cost between two
measures by choosing a k-dimensional sub-
space onto which they can be projected. Our
first contribution is to establish several fun-
damental statistical properties of PR Wasser-
stein distances, complementing and improv-
ing previous literature that has been re-
stricted to one-dimensional and well-specified
cases. Next, we propose the integral PR
Wasserstein (IPRW) distance as an alter-
native to the PRW distance, by averaging
rather than optimizing on subspaces. Our
complexity bounds can help explain why
both PRW and IPRW distances outperform
Wasserstein distances empirically in high-
dimensional inference tasks. Finally, we con-
sider parametric inference using the PRW
distance. We provide an asymptotic guar-
antee of two types of minimum PRW estima-
tors and formulate a central limit theorem
for max-sliced Wasserstein estimator under
model misspecification. To enable our analy-
sis on PRW with projection dimension larger
than one, we devise a novel combination of
variational analysis and statistical theory.
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1 Introduction

Recent years have witnessed an ever-increasing role
for ideas from optimal transport (OT) (Villani, 2008)
in machine learning. Combining OT distances with
the general principles of minimal distance estimation
(MDE) (Wolfowitz, 1957; Basu et al., 2011) yields a
powerful basis for various statistical inference prob-
lems, such as density estimation Bassetti et al. (2006),
training of generative model (Arjovsky et al., 2017;
Gulrajani et al., 2017; Montavon et al., 2016; Adler
and Lunz, 2018; Cao et al., 2019), auto-encoders (Tol-
stikhin et al., 2018), clustering (Cuturi and Doucet,
2014; Bonneel et al., 2016; Ho et al., 2017; Ye et al.,
2017), multitask regression (Janati et al., 2020), tra-
jectory inference (Hashimoto et al., 2016; Schiebinger
et al., 2017; Yang et al., 2020; Tong et al., 2020) or
nonparametric testing (Ramdas et al., 2017); see Peyré
and Cuturi (2019) and Panaretos and Zemel (2019) for
reviews on these topics.

For OT ideas to continue to bear fruit in machine
learning, it will be necessary to tackle two characteris-
tic challenges: (1) high dimensionality and (2) model
misspecification. Initial progress has been made on the
latter problem by Bernton et al. (2019), who showed
that in the misspecified case the minimum Wasser-
stein estimator (MWE) outputs the Wasserstein pro-
jection of the data-generating distribution onto the
fitted model class. These authors also obtained re-
sults on robustness and the asymptotic distribution
of the projection, while these results only apply to
the one-dimensional setting. High-dimensional set-
tings are challenging; indeed, it is known that the sam-
ple complexity of estimating the Wasserstein distance
can grow exponentially in dimension (Dudley, 1969;
Fournier and Guillin, 2015; Singh and Péczos, 2018;
Weed and Bach, 2019; Lei, 2020).

We focus on a promising approach to treating high-
dimensional problems: Compute the OT distance be-
tween low-dimensional projections of high-dimensional
input measures. The simplest and most representa-
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tive example of this approach is the sliced Wasserstein
distance (Rabin et al., 2011; Bonnotte, 2013; Bonneel
et al., 2015; Deshpande et al., 2019; Kolouri et al.,
2019a; Nadjahi et al., 2020; Manole et al., 2019), which
is defined as the average OT distance obtained be-
tween random 1-dimensional projections, and which is
shown practical in real applications (Deshpande et al.,
2018, 2019; Kolouri et al., 2016, 2019b; Carriere et al.,
2017; Wu et al., 2019; Liutkus et al., 2019). In an im-
portant extension, Paty and Cuturi (2019) and Niles-
Weed and Rigollet (2019) proposed very recently to
seek the k-dimensional subspace (k > 1) that would
maximize the OT distance between two measures af-
ter projection. The quantity is named as projection
robust Wasserstein (PRW) distance!, which is concep-
tually simple and does solve the curse of dimensional-
ity in the so-called spiked model as proved in (Niles-
Weed and Rigollet, 2019, Theorem 1) by recovering
the n~1/* rate under the Talagrand transport inequal-
ity. This result suggests that PRW can be significantly
more useful than the OT distance for inference tasks
when the dimension is large. From a computational
point of view, PRW becomes the max-sliced Wasser-
stein distance when the projection dimension is k = 1
and has an efficient implementation (Deshpande et al.,
2019). For general k¥ > 1, Lin et al. (2020) proposed to
compute PRW using Riemannian optimization toolbox
and provided theoretical guarantee and encouraging
empirical results. However, it is desirable to under-
stand its statistical behavior which mostly determines
the practical performance of PRW.

Contributions. In this paper, we study the statis-
tical properties of PRW and another so-called inte-
grated PRW (IPRW), which replaces the maximum in
the original PRW with an average of OT distance over
k-dimensional projections. Our contributions can be
summarized as follows.

1. We prove that the empirical measure i, con-
verges to true measure u, under both PRW and
IPRW with different rates. These rates are new
to our knowledge. For example, when the order
p = 3/2 and the projected dimension k > 3, the
rate is n~'/*F for IPRW. For PRW, the rate is
(n=Yk4n=1/6, [dklog(n)+n~2/3dklog(n)) when
1, satisfies a projection Bernstein tail condition
and (n='* + n=1/2,/dklog(n) + n=2/3dklog(n))
when p, satisfies a projection Poincaré inequality.

2. We derive the concentration results when p, sat-
isfies a Bernstein tail condition or a projection
Poincaré inequality. In terms of tail conditions,

!This quantity is also named as Wasserstein Projec-
tion Pursuit (WPP) (Niles-Weed and Rigollet, 2019). For
simplicity, we refer from now on to PRW/WPP as PRW.

our Bernstein condition and Poincare inequality
handle subexponential tail while Talagrand in-
equality in Niles-Weed and Rigollet (2019) ad-
dresses subgaussian tail. Our assumptions are

thus weaker than Niles-Weed and Rigollet (2019).

3. We establish asymptotic guarantees for the mini-
mal PRW and expected minimal PRW estimators
under model misspecification. For minimal PRW
estimator with the order p = 1 and the projected
dimension k£ = 1, we derive an asymptotic distri-
bution for arbitrary dimension d with the n=1/2
rate in the Hausdorff metric. Our assumptions are
weaker than those used in Bernton et al. (2019),
not requiring the nonsingularity of the Jacobian
or the separability of the parameters. Our tech-
niques for CLT in misspecified settings did not
appear in Nadjahi et al. (2019) and complete the
analysis in Bernton et al. (2019).

4. We conduct experiments on synthetic data and
neural networks to validate our theory. We also
present a simple optimization algorithm that can
efficiently compute the PRW distance in practice
even when k > 2; see Appendix F or Appendix B
of the concurrent work byLin et al. (2020).

2 Preliminaries on Projected Optimal
Transport

In this section, we provide some technical background
materials on projection optimal transport. Through-
out the paper, we denote || - || as the Euclidean norm
(in the corresponding vector space) and = as the con-
vergence in the weak sense.

Wasserstein and sliced Wasserstein. Let p > 1
and define Z(R?) and Z2,(R?) as the set of all Borel
measures on R? and the subset that satisfies M, (1) :=
Jga llz[|Pdp(z) < +oo. For two probability measures
pv € P,(R%), their Wasserstein distance of order p
is defined as follows:

1/p
— : _ P

Wy (p,v) : (wefﬁﬂ,u) /Rded |z =yl dﬂ'(%:v)) ;
(1)
where the infimum is taken over II(y,v) C Z(R? x
R?)—the set of probability measures with marginals
¢ and v. In the 1D case, Rachev and Riischendorf
(1998, Theorem 3.1.2.(a)) have shown that W, (i, v) =
(fy |[EH(t) — F N (t)|Pdt) P, where F' and F, ' are
the quantile functions of p and v. This 1D formula
motivates the sliced Wasserstein (SW) and maz-sliced
Wasserstein (maxz-SW) distances (Bonnotte, 2013;
Bonneel et al., 2015; Deshpande et al., 2019). In par-
ticular, the idea is to use as a proxy of (1) the aver-
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age or maximum of a set of 1D Wasserstein distances
constructed by projecting d-dimensional measures to
a random collection of 1D spaces. Computation-
ally appealing, both SW and max-SW distances are
widely used in practice, especially in generative mod-
eling (Kolouri et al., 2019b; Deshpande et al., 2019;
Liutkus et al., 2019). Practitioners observe that the
SW distance only outputs a good Monte-Carlo approx-
imation with a large number of projections, while the
max-SW distance achieves similar results with fewer
projections (Kolouri et al., 2019a; Nguyen et al., 2020).

Encouraged by the success of SW and max-SW, Paty
and Cuturi (2019) asked whether we can gain more by
using a subspace of dimension k£ > 2, define the pro-
jection robust Wasserstein (PRW) distance, and prove
that this quantity is well posed if the order is p > 1.
More specifically, let Sqx = {F € Rk : ETE = I}
be the set of d X k orthogonal matrices and E* be
the linear transformation associated with E for any
r € R? by E*(z) = ETz. For any measurable func-
tion f and p € Z(R?), we denote fuu as the push-
forward of uu by f, so that fuu(A) = u(f~1(A)) where
fHA) = {x € R?: f(z) € A} for any Borel set A.
For any given subspace dimension K, the PRW dis-
tance of order p between p and v is defined by

PWopr(p,v) := sup W, (ELp, Eyv). (2)

E€Sq,x
The PRW distance has better discriminative power
than the SW or max-SW distances since it can extract
more geometric information from high-dimensional

projections than that from 1-dimensional projections;
see Paty and Cuturi (2019) for more details.

As an alternative, we define the IPRW distance, which
replaces the supremum in Eq. (2) with an average. The
IPRW distance of order p between p and v is

1/p
PW, (1, v) = ( g WS(E%%E;V)dJ(E)) ,
d,k

(3)
where ¢ is the uniform distribution on S, ;. Note that
IPRW is well defined for comparing two measures and
match our intuition. For example, given three Gaus-
sian distributions p; = N(ug, Iy) for i = 1,2,3, we
have PW,, 5(ui, p15) = cllu; — u;|| where ¢ > 0 only
depend on p and the dimension d.

The IPRW and PRW distances generalize the SW and
max-SW distances to the high-dimensional projection
setting. Both PRW and and IPRW are distances and
satisfy the triangle inequality: the proof for PRW is
in Paty and Cuturi (2019, Proposition 1), while that
for IPRW is the same as that for SW in Bonnotte
(2013). Compared to the PRW distance, the IPRW
distance performs better statistically but remains un-

favorable in computational sense. Indeed, a large
amount of projections from Sg  are necessary to ap-
proximate the IPRW distance. However, if the intrin-
sic dimension of data distribution is small, the required
number of random projections is small; see Nadjahi
et al. (2019).

Let X, = (X1,...,X,) be independent and identi-
cally distributed samples according to the true mea-
sure fi, € (@q(Rd). The empirical measure of Xj., is
defined by f, = (1/n)> i, 6x,. It is known that
fn = pie almost surely, and W, (fin, pts) — 0 almost
surely since Wasserstein distances metrizes weak con-
vergence (Villani, 2008, Theorem 6.9) (note that ¢ >
p > 1). However, E)W,(fin, ttx)] =~ n~'/¢ whenever u
is absolutely continuous with respect to Lebesgue mea-
sure and d > 2p (Dudley, 1969; Fournier and Guillin,
2015; Weed and Bach, 2019) (~ means “equal to” with
a constant independent of n). The convergence is slow
when the dimension is high — an instance of the well-
known curse-of-dimensionality phenomenon.

Due to the low-dimensional structure of the IPRW and
PRW distances, the rate of IPRW and PRW distances
is expected to be of n~/* in the large-n limit. Sim-
ilar rates have been derived for E[[PWy. p(fin, V) —
Wy(u,v)|] as a function of n under a spiked trans-
port model for both p and v; see Niles-Weed and
Rigollet (2019, Theorem 8). Their bound depends on
problem dimension d and requires p and v to satisfy
the Talagrand transport inequality (Talagrand, 1996).
For the special case when k& = 1, the rate for the
IPRW distance was studied in (Nadjahi et al., 2020)
and the minimax confidence intervals were established
in Manole et al. (2019). To our knowledge, there has
been no other paper on the statistical properties of
IPRW and PRW distances for k > 2.

Parametric modeling and inference. A statisti-
cal model is a family of distributions, M = {puy €
P(R?) | 0 € O}, where O is the parameter space. A
minimal set of the conditions of a proper family of dis-
tribution are: (i) (©,] - |lo) is a Polish space, (ii) ©
is o-compact, i.e., it is the union of countably many
compact subspaces, and (iii) parameters are identifi-
able, i.e., g = pg implies § = ¢ for all 6,6’ € ©.
Since the space ,(R?) endowed with the distance
W, is a Polish space, we estimate model coefficients us-
ing minimum distance estimation (MDE) (Wolfowitz,
1957; Basu et al., 2011), where the distance we con-
sider here is PRW. The main reason why we do not
choose IPRW in this setting is computational. The
minimum project robust Wasserstein (MPRW) estima-
tor is defined as follows:

0y, := argmin PW,, ;. (fin, to)- (4)
feO
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Note that the probability density function of g can
be difficult to evaluate in practice, especially when pug
is a generative model. Nevertheless, in various set-
tings, even if the density is not available, one can
generate samples Zy.,,, from py and use them to ap-
proximate pg. With this approximation, a natural al-
ternative is the minimum expected projection robust
Wasserstein (MEPRW) estimator, which is defined as
follows (Bernton et al., 2019; Nadjahi et al., 2019):

~

O, = argmin E[PW,, (i, tio,m) | X1:n], (5)
fco
where n is the number of samples from the data dis-
tribution puy, m is the number of samples from the
parametric distribution pg, and fig,, is an empirical
version of pg based on samples Z1.,.

Existing works have established asymptotic guaran-
tees for minimal Wasserstein and sliced Wasserstein
estimators (Bernton et al., 2019; Nadjahi et al., 2019).
Despite the similar proof paths, our results for the
MPRW and MEPRW estimators are new and derived
under weaker assumptions and more general settings
than previous work; see Sections 3.3 and 3.4.

3 Main Results on Projection Robust
Optimal Transport Estimation

Throughout this section, we assume p > 1 and k €
[d] = {1,2,...,d} unless stated otherwise. Focusing
on the IPRW and PRW distances, we prove that they
are lower semi-continuous and metrize weak conver-
gence. Through a new sample complexity analysis,
we derive the convergence rate of empirical measures
under both distances as well as an improved rate for
the PRW distance when p, satisfies either a Bernstein
tail condition or the Poincaré inequality. For the gen-
erative models with the PRW distance, we study the
misspecified setting where the limit 6, is not neces-
sarily the limit of the maximum likelihood estimator.
We establish the asymptotic properties of the MPRW
and MEPRW estimators and formulate a central limit
theorem when p =1 and k£ = 1.

3.1 Topological properties

We begin with the results on the relationship between
the IPRW, PRW and Wasserstein distances. The
following lemma demonstrates their equivalence in a
topological sense.

Lemma 3.1 The IPRW, PRW and Wasserstein dis-
tances are equivalent. That is, for any sequence of
probability measures {p;}ien and probability measure
win Z,(RY), we have PW,, (i, 1) — 0 if and only

if PWy k(i i) = 0 if and only if Wy(pui, 1) — 0.

Lemma 3.1 is a generalization of Bayraktar and Guo
(2019, Theorem 1) where the projection dimension is
k = 1. By Lemma 3.1 and Villani (2008, Theorem 6.9),
we obtain the following result regarding the topology
induced by the IPRW and PRW distances of order p.

Theorem 3.2 The IPRW and PRW distances both
metrize weak convergence. In other words, for any se-
quence of probability measures {p; }ien and probability
measure p in P,(RY), we have PW, i (pis i) — 0 if

and only if PWp (i, 1) — 0 if and only if p; = .

Theorem 3.2 generalizes Villani (2008, Theorem 6.9)
since the PRW distance is the Wasserstein distance
when the projection dimension k¥ = d. When k£ = 1,
Theorem 3.2 recovers the results presented by Bayrak-
tar and Guo (2019) which implies that the SW and
max-SW distances metrize weak convergence. It
is worthy noting that this implication is stronger
than Nadjahi et al. (2019, Theorem 1), which only
provides a one-sided argument.

Theorem 3.3 The IPRW and PRW distances are
both lower semi-continuous in the usual weak topology.
In other words, if the sequences of probability mea-
sures {p; yien, {Vitien € P2(R?Y) satisfy p; = p and
v; = v for probability measures u,v € P(R?), then we
have Mp’k(,uw) < liminfig)+oomp’k(ﬂi,yi) and
PWp i (1, v) < liminf; s oo PWy (i, vi).

The above theorem generalizes Nadjahi et al. (2019,
Lemma S6) and is pivotal to our asymptotic analysis
for the MPRW and MEPRW estimators.

3.2 Convergence and concentration of
empirical measures

We provide the rate of the empirical measures under
the IPRW and PRW distances of order p with the pro-
jection dimension k. We present our main result on
convergence rates in the following theorem.

Theorem 3.4 Let pu, € Z,(RY) and M,(j1,) < 400
for some ¢ > p > 1. Then we have?

~ [l A(l_1 Sp,q,k
E[PW,, 1 (fin 11)] Spg 0 @75 "G (log(n)) 75,

where Sy 4 refers to “less than” with a constant de-
pending only on (p,q) and

2 if k=q=2p,
1 if(k;é2pandq:kk—f;)or(q>k:2p),
0 otherwise.

€p7q7k =

Remark 3.1 Theorem 3.4 shows that our bound does
not depend on d, while all bounds for the Wasserstein

2a V b = max{a, b} and a A b = min{a, b} here.
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distance grow exponentially in d when d > 2p (Lei,
2020, Theorem 3.1). This improvement shows that
the PRW distance does not suffer from the curse of
dimensionality while retaining flexibility via the choice
of k. We are also aware of concurrent work (Nath and
Jawanpuria, 2020) in which the sample complezity has
no dependence on dimensionality.

Definition 3.1 We say u € Z2(R?) satisfies a pro-
jection Bernstein tail condition if there exist o,V > 0
for all E € Sqy and X ~ Ejp such that E[|| X||"] <
(1/2)02r'V7=2 for all v > 2.

Theorem 3.5 Suppose iy, € P,(RY) satisfies a pro-
jection Bernstein tail condition and assume the same
setting as in Theorem 8.4. For alln > 1, the following
inequality holds true:

—~ _ 1 1_1
EPWpi(fins )] Spg 0 7570 log(n) ™
+n2~ 5 \/dklog(n) + n~» dklog(n).

Definition 3.2 We say u € Z(R%) satisfies a pro-
jection Poincaré inequality if there exists M > 0 for
all E € Sq and X ~ Ejp such that Var (f(X)) <
ME[|Vf(X)||?] for any f : R — R satisfying that
E[f(X)?] < +o00 and E[||V f(X)||?] < +oo.

Theorem 3.6 Suppose i, € P,(RY) satisfies a pro-
jection Poincaré inequality and assume the same set-
ting as in Theorem 3.4. For alln > 1, the following
inequality holds true:

~ [l A(Lo1 .
B[Py (fins )] Spa n” P77 log(n))
+n~ w5 \/dk log(n) + n”vdk log(n).

We present concentration results when pu, satisfies
stronger conditions than Definition 3.1 and 3.2.

Definition 3.3 A measure p € 2(R?) satisfies a
Bernstein tail condition if there exists o,V > 0 such
that Expu[suppes, , IETX|"] < (1/2)0*'V"=2 for
alli=1,2,...,n and all r > 2.

Theorem 3.7 If p, € P(R?) satisfies a Bernstein
tail condition then the following statement holds true
Jor both W =PW, ;. and W =PW,, .-

P(|W(ﬁn7/~5*) - ]E[W(ﬁnnu*)” > t)

< 2exp(

t2
 8o2nl-2/p 4 4tVn1/P) '

Definition 3.4 u € 2(R?) satisfies a Poincaré in-
equality if there exists M > 0 for X ~ u such that
Var [f(X)] < ME[|VF(X)|J’] for any f satisfying
E[f(X)?] < +oo and E[|Vf(X)]|?] < +oo.

Sp.a.k

Spoa.k

Theorem 3.8 If u, € P(R?) satisfies Poincaré in-
equality then the following statement holds true for
both W =PW,, . and W = PWp, .

P(|W (i, 1) — BIW (fin, p12)]| > 1)
< 2exp(—K 'min{nrt, n¥st2}),

where K > 0 only depends on M (cf. Definition 3.4).

Discussions. We demonstrate that the Bernstein-
type tail conditions in Definition 3.1 and 3.3 are not
strong enough to give an effective bound for all p > 1.
The similar results for the Wasserstein distance have
been recently derived by Lei (2020) and recognized
as the standard limitation for the Bernstein-type tail
conditions. This is also the motivation which drives us
to consider a Poincaré inequality.

For Theorem 3.5 and 3.6, the first term matches that
in Theorem 3.4 while the extra two terms come from
bounding the gap E[supgcs, , Wp(ELfin, ELpie) —
EW, (B in, B pix)])].  Compared with Niles-Weed
and Rigollet (2019, Theorem 8), where pu, satis-
fies the Talagrand transport inequality, our condi-
tions are weaker but our rate matches their n=/* 4+
n~1/2,/dklog(n) rate in the large-n limit when p = 1.

For Theorem 3.7 and 3.8, the latter bound is better
than the former bound when p > 1. Moreover, the tail
condition in Definition 3.3 is stronger than that in Def-
inition 3.1 yet weaker than the standard Bernstein tail
condition where X ~ p inside the expectation without
a sup; see Wainwright (2019). The Poincaré inequality
is weaker than the log-Sobolev inequality and is sat-
isfied by various exponential measures and the mea-
sures induced by Markov processes (Ledoux, 1999).
Intutively, These two conditions handle subexponen-
tial tail while Talagrand inequality in Niles-Weed and
Rigollet (2019) addresses subgaussian tail; see Ledoux
(1999) and Talagrand (1996) for the details.

3.3 Properties of MPRW and MEPRW

estimators

We derive the asymptotic properties of the MPRW
and MEPRW estimators under model misspecifica-
tion, which is common in practice. Our setting is
more general than that considered in (Nadjahi et al.,
2019) and our results support the applications in real-
world scenario better. Specifically, while Nadjahi et al.
(2019) focused on the well-specified setting, the statis-
tical models can be misspecified in many real-world
applications. We also use the Wasserstein distance
in Assumptions 3.1 and 3.4 since these assumptions
have been shown valid for many real-world application
problems (Bernton et al., 2019).
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Assumption 3.1 There exists a probability measure
s € P2(R?Y) such that the data-generating process sat-
isfies that limy, 4 oo Wy (Lin, tts) = 0 almost surely.

Assumption 3.2 The map 0 — gy is continuous:
165 — Olle — O implies pg, = pup.

Assumption 3.3 There exists a constant T > 0 such
that the set ©,(1) C O is bounded where ©, (1) = {0 €
© : PWp i (b, o) < infoce PWop k(b o) + 7}

Theorem 3.9 Under Assumption 8.1-3.83, there
exists a sample space Q with P(Q) = 1 such that, for
al w € Q, limpyyooinfoce PWp i(fin(w), o) =

inf@E@ PWp,k?(/’L*a H9)7 and
limsup,, , , o, argmingcg PW,, i (fin (w), t6) -
argmingcg PWp i (s, 149). In addition,

argmingcg PWo i (fin(w), o) # 0 for all n > n(w)
with some n(w) > 0.

Assumption 3.4 If |6, — fle — 0, then

E[Wp(ﬁen,m N0n)|X1:n] — 0.

In the next result, we present an analogous ver-
sion of Theorem 3.9 for the MEPRW estimator as
min{n,m} — +oo. For the simplicity, we set m :=
m(n) such that m(n) — 400 as n — +oc.

Theorem 3.10 Under Assumption 3.1-
8.4, there exists a sample space £  with
P(Q) = 1 such that, for all w € Q,

limy, 4 o infyco E[Pwp,k(ﬁn (W)» ﬁ@,m(n)”Xl:n] =
infgee PWp i (14, 140) and
lim $up, oo argMiNg 0 BPW () Fiomir)) |
Xim] € argmingeg PWp (s, o).  In addition,
argmin&e@ E[Pwp,k(ﬁn (w)a ﬁ@,m(n))|X11n] 7£ 0 fO?"
n > n(w) with some n(w) > 0.

Assumption 3.5 There exists a constant 7 > 0 such
that the set ©,,(17) C © is bounded where O, (1) = {0 €
O: ,PWp,k(//Jf\n, /~L0) <infgeo PWp,k(ﬁna /140) + T}'

Theorem 3.11 Under Assumption 3.2, 3.4 and 3.5,
it holds that lim,, e infoco E[PW, k(fin, Ho.m) |
Xi:n] = infoce PWp i (fin, o) and
lim SUP,y, s 400 ATZMINyc g E[,Pwp,k(ﬁna //J\B,m) |
X1.) € argmingeg PWopk(lin, o). In addition,
axgminige e EPW, i (fin, fiom)| Xin] # 0 for m > m,
with some m, > 0.

To this end, the MPRW and MEPRW estimators both
asymptotically converge to 6, € ©, which is a mini-
mizer of 8 — ’Piwpyk(,u*,ug), assuming its existence.
Moreover, 6, is not the limit of maximum likelihood
estimator and satisfies pg, = p. in a well-specified
setting. Our consistency results support the success of
generative modelling using the max-SW distance.

3.4 Rate of convergence and asymptotic
distribution

We investigate the asymptotic distribution of the
MPRW estimator under model misspecification and
establish the rate of convergence when kK = p = 1. For
any v € S ! and t € R, we define

[ 1) disfa),
(1wl € [n):

The functions Fy(u,-) and F,(u,-) are the cumula-
tive distribution functions of ujup and wjfi, where
u € S?! is a unit vector. Let L(S%! x R) be the
class of functions on S?~! x R such that f(-,¢) is con-
tinuous and f(u,-) is absolutely integrable, with the
norm [ fl|z = sup,ega-1 [ |f(u,1)] dt.

F@(uvt) =

~

Fn(u7t> = <ua X1> S t}‘

Assumption 3.6 There exists a measurable function
D, : S xR — R% such that ||Fp(u,t) — Fp, (u,t) —
(0 = 0, Di(u, )| = o([|0 = Os]e)-

Assumption 3.7 There exists a random element G :
S xR+ R such that the stochastic process /n(F, —
F,) converges weakly in L(S%™! x R) to G,>.

Assumption 3.8 There exists a neighborhood N of
0, € O and a positive constant c, such that
PWl,l(ﬂGalJf*) > PWl,l(,UIG*a,u*) + C*He - 0*”(—) for
all e N.

Remark 3.2 Assumption 3.6 is strictly weaker than
a norm-differentiation condition where D, has to be
nonsingular. Assumption 3.7 permits model misspeci-
fication where there is no 0, € © such that Fy, = F,
and thus is more general than Nadjaohi et al. (2019,
A8). Assumption 3.8 accounts for local strong iden-
tifiability for the model pg around 6, and is neces-
sary for the fast rate of n=*/? under model misspec-
ification. (Bernton et al. (2019) assumes the analo-
gous condition for the Wasserstein distance. However,
their analysis depends on a much stronger version with
N = 0©.) Thanks to Assumption 3.8, we do not require
the condition that the parameters are weakly separable

in the PRW sense.

Remark 3.3 In well-specified setting where there ex-
ists 0, € © such that Fy, = Fp,, it is straightforward
to derive the norm-differentiation condition from As-
sumption 3.6 and 3.8. This is not true, however, un-
der model misspecification. Moreover, there are minor

3As pointed by Nadjahi et al. (2019), one can prove
that Assumption 3.7 holds in general by extending (Dede,
2009, Proposition 3.5) and (del Barrio et al., 1999, Theo-
rem 2.1(a)) with some mild conditions on the tails of u} fi..
Using the same argument, this extension can also be done
for || - ||z in our paper.
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technical issues in the proof of Bernton et al. (2019,
Theorem B.8); see Appendiz E.4. Fizing them would
be straightforward but require additional assumptions.
Fortunately, we can overcome this gap using some new
techniques. Thus, with some refinement, our results
can be interpreted as an improvement of Bernton et al.
(2019) with fewer assumptions.

To study the asymptotic distributions in the misspeci-
fied setting, we employ definitions from Pollard (1980,
Section 7). (Note, however, that our proof technique
is different from Pollard (1980), which depends on the
nonsingularity of D, and requires p, = pg, for some
0, in the interior of ©.)

Definition 3.5 (Hausdorff metric) Let S be the
class of convex and compact sets in L(S?™! x R)
equipped with || - ||. The Hausdorff metric on S is de-
fined by dg(S1,S2) =inf{d >0:5; C 899,59 C S},
where S° = Uges{z € L(S¥™! xR) : ||z — x| <6}

Definition 3.6 (Approximate MPRW estimators)

The set of approrimate MPRW estimators is
defined by M, = {0 € © : PWii(jin,pe) <
infgrco PW1.1(fin, o) + nn//n}, where n, > 0 such
that P(n, — 0) = 1 and M, is nonempty.

Theorem 3.12 Suppose Assumption 3.1-3.3 and 3.6-
3.8 hold for some 0, in the interior of © and let G, =
Vn(Fn,—Fy,) and G, = Gy +/n(F, — Fy,). We also
define K(z,8) ={0 € N1 : ||z — v/n{0 — 04, Dy, )| <
infyexs 7 — Vi@ — 0., Do, )1 + B} where
||F9—F9 —<9—9*,D*>||L C*}

NZ{@E/\/: * < =
' 16 —6.]le 2

Then there exists a sequence satisfying lim, oo Brn =
0 such that* Py(M, C K(Gp,B,)) — 1 as n — +oo.
For any € > 0, we have P(dy (K (G}, 0), K(Gn, Bn)) <
€) =1 asn— +oo.

Theorem 3.12 provides the theoretical guarantee for
statistical inference with the max-SW distance un-
der model misspecification. Indeed, since K(G},0) =
axgminge v, |G+ vi(F, — F, —(6—0,, D)), the
results indicate that the distributional limit of the ap-
proximate MPRW estimator set is close to the limit
of the sets argmingc, |G+ + Vn(Fy — Fy, — (0 —
0., Do )|z in the Hausdorff metric. Note that d > 1
is allowed but we need k = 1. This is necessary for
our techniques since the current analysis heavily de-
pends on the explicit form of PRW using cumulative
distribution functions. Deriving CLT when £ > 1 is
important but out of the scope of this paper.

4P, denotes the (inner) probability; see Pollard (1980)
for details.

Remark 3.4 In the well-specified setting, Assump-
tion 3.8 can be replaced by Assumption A.1-A.2. Un-
der certain conditions, we derive the CLT (cf. Theo-
rem A.3) which is analogous to Nadjahi et al. (2019,
Theorem 6) for the minimum sliced Wasserstein esti-
mators. We refer to Theorem A.3 in Appendiz A for
a simplified version in well-specified setting.

Discussions. We make some additional remarks on
the relationship between our work and the existing
works by Bernton et al. (2019) and Nadjahi et al.
(2019). Since PRW is a type of Wasserstein, the con-
sistency proof roadmap is essentially similar to that
in Bernton et al. (2019) and Nadjahi et al. (2019).
However, we remark that (i) the sample complexity
bounds of PRW are new; (ii) the techniques for CLT
in misspecified settings did not appear in Nadjahi et al.
(2019) and complete the analysis in Bernton et al.
(2019). Remark 3.2 states that our Assumption 3.8
is weaker than that is used in Bernton et al. (2019).
In particular, N is the neighborhood defined in As-
sumption 3.8 and accounts for a local strong identi-
fiability. In contrast, Bernton et al. (2019) requires a
global strong identifiability (M = ©). Remark 3.3
states that our setting is more general than the well-
specified setting which is discussed by Nadjahi et al.
(2019) from a technical point of view.

4 Experiments

We empirically validate our theoretical findings
through several experiments on synthetic and real
data. Given the space limit, we present the experimen-
tal setup in Appendix G and explain an optimization
algorithm for computing the PRW distance and esti-
mators in Appendix F. We defer the additional results
on other dataset to Appendix H.

We set u = v = U([~v,v]?) as an uniform distribu-
tion over a hypercube and study the convergence and
computation of PWs ; (fin, V) and PWoa k. (fin, Un) for
n € {20,100, 250,500,1000}. Figure 1 presents av-
erage distances and computational times for (d,v) €
{(10,1),(30,5), (50,5)}, where the shaded areas show
the max-min values over 100 runs. First, the IPRW
distance is significantly smaller than the PRW distance
for small n especially when d and v are large. This
confirms Theorem 3.4 which shows that the IPRW dis-
tance is independent of d. Second, the PRW distance
nearly matches the IPRW distance when n is large.
This confirms Theorem 3.6 since the uniform distri-
bution with its bounded domain satisfies the Poincaré
inequality. Finally, the computation of the PRW dis-
tance is faster than that of the IPRW distance.

Consider the parametric inference using Gaussian
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Figure 1: Mean values (Top) and mean computational time (Bottom) of the IPRW and PRW distances of order
2 between empirical measures ji,, and 7, as the number of points n varies. Results are averaged over 100 runs.
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Figure 2: Probability density of estimation of centered
and rescaled @,, on the Gaussian model.

models M = {N(m, %) : meR?,62>0} and a col-
lection of i.i.d. observations generated from a mixture
of 8 Gaussian distributions in R2. This simple setting
is useful since the closed-form expression of Gaussian
density makes the computation of the MPRW estima-
tor of order 1 tractable. Following the setup in Nadjahi
et al. (2019, Section 4), we illustrate the consistency
of the MPRW and MEPRW estimators of order 1 and
the convergence of MEPRW estimator of order 1 to
MPRW estimator of order 1. Results are shown in
Figure 3; they are consistent with Theorem 3.9, 3.10
and 3.11, where m, = mjgs. Despite the model mis-
specification, our estimators still converge as the num-
ber of observations increases and the MEPRW estima-
tor converges to the MPRW estimator as we generate
more samples. We also verify our central limit the-
orem by estimating the density of 52 with a kernel

density estimator® over 100 runs. Figure 2 shows the
distribution centered and rescaled by +/n for each n,
where 02 = 3%05, and it confirms the convergence rate
we derived in Theorem 3.12; see Appendix H for the

case with 12 or 25 distributions.

We conduct experiments on image generation us-
ing the PRW generator of order 2, as an alterna-
tive to the SW generator (Deshpande et al., 2018).
Here we focus on the case of kK = 1, where the
PRW generator is exactly max-SW generator. We
train the neural networks (NNs) with (n,m) €
{(100, 20), (1000, 40), (5000, 60), (10000, 100)} where n
is the number of training samples and m is the num-
ber of generated samples. We compare their testing
losses to that of a NN trained using n = 10° (i.e.
whole training dataset) and m = 200. All the test-
ing losses are evaluated using the trained models on
the the testing dataset (n = 10%) with m = 250 gen-
erated samples. Figure 4 presents the mean testing
loss on IMAGENET200 over 10 runs, where the shaded
areas show the max-min values over the runs.

Discussions. First, PRW has better discriminative
power than max-SW or SW since it considers high-
order summaries and extract more geometric infor-
mation from two high-dimensional distributions, in
order to distinguish them better; see Paty and Cu-
turi (2019) for the details. Moreover, we have pre-
sented in Figure 1 (top row) and Figure 5 (top row)
that the PRW/IPRW value increase as k increases.

5The approach we apply here is the same as used
by Nadjahi et al. (2019).
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Thus, PRW/IPRW based on larger k-dimensional pro-
jections have better discriminative power.

Second, the IPRW computation generally requires
many random projections and is thus more time-
consuming than PRW for a desired accuracy when
k = 1; see Kolouri et al. (2019a, Page 4). Fortunately,
it may require much fewer for certain application prob-
lems when the intrinsic dimension of data distribution
is small, and is easily amenable to parallel computa-
tion. Thus, IPRW can serve as a practical alternative
to PRW. Moreover, the reported PRW and IPRW val-
ues in Figure 1 and Figure 5 (appendix) are computed
by using 30 iterations for PRW and 100 projections for
IPRW. Therefore, the statistical/simulation error con-
tributes to the flip of order between IPRW and PRW
when their true values are close.

Finally, our experimental results show that the max-
sliced Wasserstein estimator works well in practice and

converges to some point as the number of samples
grow. This supports our consistency results since the
max-sliced Wasserstein distance is PRW with k£ = 1.
Note that there are many existing works on the empir-
ical comparison between max-SW and SW using gen-
erative modeling and we refer the interested readers
to Kolouri et al. (2019a) and the reference therein.

5 Conclusion

We study in this paper the statistical aspect of the pro-
jection robust Wasserstein (PRW) distance. Our work
provides an enhanced understanding of two PRW dis-
tances and the associated minimal distance estimators
under model misspecification, complementing the ex-
isting literature (Niles-Weed and Rigollet, 2019; Bern-
ton et al., 2019; Nadjahi et al., 2019, 2020). Exper-
iments on synthetic and real datasets highlight some
aspects of our theoretical results. Future work includes
theory for entropic PRW and the applications of PRW
with k£ > 2 to deep generative models.
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