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## Abstract

Functional data analysis is intrinsically infinite-dimensional; functional principal component analysis, or PCA, reduces dimension to a finite level, and points to the most significant components of the data. While this technique is often discussed, its properties are not as well understood as they might be. In this study we show how the properties of functional PCA can be elucidated through stochastic expansions and related results. Our approach quantifies the errors that arise through statistical approximation, in successive terms of orders $n^{-1 / 2}, n^{-1}, n^{-3 / 2}, \ldots$, where $n$ denotes sample size. The expansions show how spacings among eigenvalues impact on statistical performance. The term of size $n^{-1 / 2}$ illustrates first-order properties, and leads directly to limit theory which describes the dominant impact of spacings. Thus, for example, spacings are seen to have an immediate, first-order effect on properties of eigenfunction estimators, but only a second-order effect on eigenvalue estimators. Our results can be used to explore properties of existing methods, and also to suggest new techniques. In particular, we suggest bootstrap methods for constructing simultaneous confidence regions for an infinite number of eigenvalues, and also for individual eigenvalues and eigenvectors. Also, the impact of eigenvalue spacings on properties of functional linear regression estimators and the validity of simple accounts of its performance are discussed.

## Contents

Acknowledgements ..... V
Abstract ..... vii
Notation and terminology ..... xiii
1 Functional Principal Components ..... 1
1.1 Introduction ..... 1
1.1.1 Random and Age Effects ..... 2
1.1.2 High Dimensionality ..... 4
1.2 PCA for Functional Data ..... 6
1.2.1 Introduction ..... 6
1.2.2 Definition ..... 8
1.2.3 Karhunen-Loève expansion ..... 14
1.2.4 Stochastic Expansions for Eigenvalues and Eigenfunctions ..... 16
1.2.5 Properties of Stochastic Expansions ..... 22
1.3 Weak Convergence Results ..... 26
1.3.1 Asymptotic Distribution of Eigenvalues and Eigenfunctions ..... 34
1.4 Inequalities ..... 37
2 Mathematical Properties of Stochastic Expansions ..... 41
2.1 Introduction ..... 41
2.2 The Basic Theorem ..... 42
2.3 Notations and Auxiliary Results ..... 43
2.4 Bounds in Sup and Hilbert-Schmidt Metrics for $\widehat{K}-K$ ..... 51
2.5 Application of the Auxiliary Results to Empirical Approximations ..... 60
2.6 Approximation to $\hat{\theta}_{j}$ ..... 63
2.7 Approximation to $\widehat{\psi}_{j}$ ..... 74
2.7.1 Bounds in Sup-norm ..... 74
2.7.2 Bounds in $L_{2}$-norm ..... 84
3 Bootstrap Confidence Statements ..... 89
3.1 Introduction ..... 89
3.2 General Idea of Bootstrap ..... 90
3.3 Confidence Intervals for Individual Eigenvalues ..... 92
3.3.1 Coverage Accuracy for the Bootstrap Confidence Interval of $\theta_{j}$ ..... 93
3.4 Bootstrap Confidence Intervals for eigenfunctions ..... 101
3.5 Simhtanems Combdones Bommis ..... 10
4 Properties of Linear Regression Estimators ..... 109
4.1 Introduction ..... 109
4.2 Estimation of Slope Function ..... 112
4.3 Asymptotic MISE Approximation ..... 118
4.4 Prediction ..... 130
5 Numerical Properties ..... 133
5.1 Introduction ..... 133
5.2 Models Used in Simulation Study ..... 134
5.3 Numerical Results Comnected to Eigenvalues ..... 138
5.3.1 Simultaneous Confidence Interval for Eigenvalues ..... 138
5.3.2 Confidence Intervals for Individual Eigenvalues ..... 140
5.4 Numerical Results Connected to Eigenfunctions ..... 142
5.4.1 Simultaneous Confidence Intervals for $\psi_{j}$ Using Sup-norm ..... 143
5.4.2 Confidence Intervals for $\psi_{j}$ Using $L_{2}$-norm ..... 145
5.5 Effect of Discrete Observation on Coverage Accuracy ..... 147
5.6 Cross-validation in regression ..... 148
5.7 Comparison of Three Cross-validation Criteria ..... 155
5.8 Numerical Results for the Canadian Temperature Dataset ..... 162
5.9 Comparison of Single and Double Bootstrap Coverages for $\theta_{j}$ ..... 170
5.9.1 Simultaneous Confidence Intervals for $\theta_{j}$ ..... 170
5.9.2 Confidence Intervals for Individual $\theta_{j}$ ..... 172
5.10 Equal-tailed Confidence Interval for $\theta_{j}$, Gaussian ..... 177
5.11 Equal-tailed Confidence Interval for $\theta_{j}$, Non-Gaussian ..... 178
5.12 Comparison of Coverages, Gaussian and Non-Gaussian ..... 183
5.13 Numerical Results Related to Smoothed FPCA ..... 186
5.13.1 Introduction ..... 186
5.13.2 Generalisation of Silverman's Method ..... 187
5.13.3 Consistency of eigenvalues and eigenfunctions estimators ..... 187
5.13.4 Advantages of the New Idea for Smoothing ..... 189
5.13.5 How to Choose Appropriate Values of the Smoothing Parameters? ..... 199
6 Conclusions ..... 205
I Generalisation and Proof of Theorem 4.1 ..... 207
I. 1 On Validity of the Asymptotic MISE Approximation ..... 243

## Notation and terminology

## Notation

$$
\|M\|_{\text {sup }} \quad=\sup _{u \in \mathcal{I}}\|M(u, .)\|
$$

$$
\int M \alpha \beta \quad=\iint_{\mathcal{I}^{2}} M(u, v) \alpha(u) \beta(v) d u d v
$$

$$
\int \alpha \beta \quad=\int_{\mathcal{I}} \alpha(u) \beta(u) d u
$$

$$
\widehat{\Delta} \quad=\|\widehat{K}-K\|
$$

$$
\widehat{\Delta}_{\text {sup }} \quad=\|\widehat{K}-K\|_{\text {sup }}
$$

[^0]$\psi_{j} \quad$ The $j$ th eigenfunction of the covariance operator $K$.
$\hat{\theta}_{j} \quad$ The $j$ th eigenvalue of the empirical covariance operator $\widehat{K}$.
$\widehat{\psi}_{j} \quad$ The $j$ th eigenfunction of the empirical covariance operator $\widehat{K}$.
$\zeta_{j} \quad \zeta_{j} \in(0,1)$ denotes the infimum of $1-\left(\theta_{k} / \theta_{j}\right)$ over $k$ such that $\theta_{k}<\theta_{j}$
$\eta_{j} \quad \eta_{j} \in(0,1)$ denotes the infimum of $\left(\theta_{k} / \theta_{j}\right)-1$ over $k$ such that $\theta_{k}>\theta_{j}$.
$\rho_{j}$
$\rho_{j}=\min _{k \neq j}\left|\theta_{k}-\theta_{j}\right|$.
$\delta_{j}$
$\delta_{j}=\min _{1 \leq k \leq j}\left(\theta_{k}-\theta_{k+1}\right)$.

F
The space of all Hilbert-Schmidt operators on $E$.
$\left\langle T_{1}, T_{2}\right\rangle_{F} \quad$ The inner product in $F$, which is defined by $\left\langle T_{1}, T_{2}\right\rangle_{F}=\sum_{j}\left\langle T_{1} e_{j}, T_{2} e_{j}\right\rangle_{E}$,
where $I_{i} I_{2} \in I_{\text {a }}$ and $\left\{e_{j}\right\}$ is any complete onthonomal basis in $E$.

E
The Hilbert space $L_{H}^{2}(\mathcal{I}, \mathcal{G}, \mu)$ of functions $g: \mathcal{I} \rightarrow H$ such that $\int_{\mathcal{I}} g(u)^{2} d \mu(u)<\infty$.
$L_{2}(I) \quad$ The space of square-integrable functions from $I$ to the real line.
$l_{2} \quad$ The space of all sequences $\left\{a_{i}\right\}$ such that $\sum_{i=1}^{\infty}\left|a_{i}\right|^{2}<\infty$.
The $L_{2}$-norm; i.e. $\|f\|^{2}=\int f^{2}$, for each $f \in L_{2}$.
$\|\cdot\|_{\text {sup }}$
The sup-norm; i.e. $\|f\|_{\text {sup }}=\sup _{t \in \mathcal{I}}|f(t)|$.
$\mathcal{X} \quad=\left\{X_{1}, \cdots, X_{n}\right\}$ a random sample from population.
$\begin{aligned} \mathcal{X}^{*} & =\left\{X_{1}^{*}, \cdots, X_{n}^{*}\right\} \text { a resample obtained by sampling from } \mathcal{X} \text { with } \\ & \text { replacement. }\end{aligned}$
$\hat{\theta}_{j}^{*}$
$\widehat{\psi}_{j}^{*}$
$\phi, \Phi$
$\Phi$

The bootstrap version of $\hat{\theta}_{j}$, computed from $\mathcal{X}^{*}$, rather than $\mathcal{X}$.

The bootstrap version of $\widehat{\psi}_{j}$, computed from $\mathcal{X}^{*}$, rather than $\mathcal{X}$.

Standard Normal density and distribution functions, respectively.

## Chapter 1

## Functional Principal Components

### 1.1 Introduction

In recent years, research on functional data analysis has increased. This is partly due to technological advancements which have made it possible to measure an object over a dense grid by high frequency automatic sensing equipment. For example, Chemometrics, a field of chemistry that studies the application of statistical methods to chemical data analysis, has been one of the first areas of research to move towards analysing these kinds of data. Some of the data in this field, observed mostly from organic and analytical chemistry and food research, have important features which make the data different from other kinds. Each observation is distinguished by many measured variables (sometimes more than the number of the observations) which tend to have high autocorrelation. For example, when applying near infrared reflectance (NIR) spectroscopy information to obtain percentages of fat or of other constituents in biscuit dough, NIR information for one signal consists of hundreds of digitizations (Marx and Eilers, 1999). Another example of the relationship between log-spectra of sequences of spoken syllables and phoneme classification can be found in Marx and Eilers (1996).

Also, further applications of these data may be found in estimating the link between a real random response and a random function, $X(t)$ say, being digitized at many points. For instance, by constructing a linear regression, we can predict the percentage of fat in biscuit, using NIR wavelengths as the argument of the independent variable $X$, which is in the form of a discrete representation of the observed signal (Marx and Eilers, 1999). Another example arises when using near-infrared spectroscopy to obtain information about the level of a particular protein in different varieties of wheat. Let $X_{i}(t)$ be the recorded intensity of reflected radiation, when the wavelength equals $t$ and $Y_{i}$ is the level of the protein for the $i$ th wheat type. By construction of a linear regression model, we may use the model with new values of $X(t)$ to predict the level of the protein in that cereal type (Hall and Horowitz, 2004). In both examples, prediction of the value of the dependent variable, for a new $X$, from the constructed model, could be very useful due to difficulties in measuring the dependent variable. While measuring the dependent variable could be expensive and slow in a laboratory, the covariate $X_{i}$ (NIR photometric measurements) can be measured faster with less expenditure (Marx and Eilers, 1999, Hall and Horowitz 2004).

### 1.1.1 Random and Age Effects

One of the aspects of functional data is to show changes over time (the "age" effect), separated from the effects caused by differences among subjects which are chosen from the population for the study. This is due to the nature of the collected data, consisting of repeated measurements of subjects through time. Unlike cross-sectional studies, in which we measure a single quantity for each object, here we are able to use the capacity of data to explore the "age" effect


Figure 1.1: The heights of 10 Swiss boys measured at 29 ages. The points indicates the unequally spaced ages of measurement. See Ramsay and Silverman (1997, page 2).
by analyzing the data. Separation of changes over time within objects from those among them can be beneficial for revealing useful characterizations of the population from which the sample was drawn. In a sample like $X_{1}(t), \cdots, X_{n}(t)$, the former variation refers to the variable $t$, time, which belongs to an interval, say $[a, b]$, and the second can be seen through the essential randomness of $X$, in which for a certain time, we have different values of $X$ when running from the first individual $\left(X_{1}(t)\right)$ to the last one in the sample $\left(X_{n}(t)\right)$. In cross-sectional data, however, we can see the differences among individuals by measuring a quantity over sampled individuals, showing $X_{1}, X_{2}, \cdots, X_{n}$.

Figure 1.1 shows the heights of ten boys, obtained by measuring each boy at 29 different points of time (Ramsay and Silverman 1997, page 2). For each boy, measurement was begun at age two and continued annually until age ten, after which it was done biannually for all boys. Therefore, we have 29 records for each person, which can be assumed as a continuous function due to the nature of growth. As the graph shows, it can be easily recognized that the sign of almost all boys' height accelerations tend to change at some points (ages), especially at

12, 14, and 16. This might be due to pubertal effects on their growth. However, the effect is not the same for all boys, and differs in the timing and the intensity. To explore the "age" effect, one can be benefited by using tools for investigating behavior of functions, such as obtaining the acceleration curves by estimating the $D^{2}$ Height $_{i}$ from the data. Thus, thinking of records as curves rather than vectors of observations in discrete time enables us to employ derivatives for investigating the "age" effect in functional data (Ramsay and Silverman, 1997, page 2).

### 1.1.2 High Dimensionality

Compared to other kinds of data, the second difference is in the view of dimension of the spaces to which the data belong. Because our data are functions, they lie in function spaces, which are of infinite dimension. One possible way of explaining this appect is to start whth Classical Matrivariate Data Amadyan (MDA). Assume that we draw $n$ subjects at random from a population and for each subject, $p$ quantities are measured. In other words, we assigned a $p$-vector of real numbers to cach individual. Hence, we have $n p$-vectors, each belonging to the $p$-dimensional space $R p$. Therefore, we can represent each of them as a linear combination of $p$ orthonormal vectors, $\mathrm{e}_{1}, \mathrm{e}_{2}, \cdots, \mathrm{e}_{p}$ say, assumed to be a complete basis in $R^{p}$. Then, the $p$-vector $X_{i}$, related to the $i$ th subject, can be presented as

$$
X_{i}=\xi_{i 1} \mathrm{e}_{1}+\xi_{i 2} \mathrm{e}_{2}+\cdots+\xi_{i p} \mathrm{e}_{p}
$$

where the random variables $\xi_{i j}$ denote the coordinates of the $X_{i}$ with respect to the basis. In this way, we can represent

$$
\mathbf{X}_{n ; p}=\left(\begin{array}{cccc}
\xi_{11} & \xi_{12} & \ldots & \xi_{1 p} \\
\vdots & \vdots & & \vdots \\
\xi_{n 1} & \xi_{n 2} & \ldots & \xi_{n p}
\end{array}\right)\left(\begin{array}{cccc}
e_{11} & e_{12} & \ldots & e_{1 p} \\
\vdots & \vdots & & \vdots \\
e_{p 1} & e_{p 2} & \ldots & e_{p p}
\end{array}\right)
$$

where the first matrix on the right-hand side contains the coordinates of the $\mathrm{X}_{i}$ with respect to the basis in $R^{p}$.

When data tend to be a continuum, they can not be shown as a linear combination of any finite basis, but they may need an infinite number of basis. In FDA we take $X(t)$ to be in a separable Hilbert space (usually $L_{2}(\mathcal{I})$, the space of square-integrable functions defined on the bounded interval $\mathcal{I}$ ). This implies that the $X_{i}(t)$ can be represented as

$$
X_{i}(t)=\sum_{j=1}^{\infty} \xi_{i j} e_{j}(t),
$$

where the sequence $\left\{e_{1}(t), e_{2}(t), \cdots\right\}$ is a complete basis in the Hilbert space and the random variables $\xi_{i 1}, \xi_{i 2}, \ldots$ are its coordinates corresponding to the basis. If the associated series of $X(t)$ is truncated at $j=p$, then we can represent a sample of size $n$ as

$$
\mathbf{X}_{n ; p}=\left(\begin{array}{cccc}
\xi_{11} & \xi_{12} & \ldots & \xi_{1 p} \\
\vdots & \vdots & & \vdots \\
\xi_{n 1} & \xi_{n 2} & \ldots & \xi_{n p}
\end{array}\right)\left(\begin{array}{cccc}
e_{1}\left(t_{1}\right) & e_{1}\left(t_{2}\right) & \ldots & e_{1}\left(t_{q}\right) \\
\vdots & \vdots & & \vdots \\
e_{p}\left(t_{1}\right) & e_{p}\left(t_{2}\right) & \ldots & e_{p}\left(t_{q}\right)
\end{array}\right)
$$

where the second matrix on the right-hand side is a discretization of the basis at some points, say $q$ points. If we let $p$ go forward, meaning we are increasing the dimension, the number of columns of the first matrix and thus the number of rows of the second matrix will be increased. Therefore, in some sense, FDA can be imagined similarly to MDA as the number of variables $(p)$ increases. In this way,
also the concepts and tools in MDA can be easily justified for FDA. For example, in the case of the inner product, the two $p$-vectors $\mathrm{u}_{1}, \mathrm{u}_{2}$ in $R^{p}$ can be multiplied as $\left\langle\mathrm{u}_{1}, \mathrm{u}_{2}\right\rangle=\mathrm{u}_{1}^{T} \mathrm{u}_{2}=\sum_{i=1}^{p} u_{1 i} u_{2 i}$, where $\mathrm{u}^{T}$ denotes the transpose of u . However, as $p$ tends to infinity, the vectors tend to have infinite number of coordinates, which can be interpreted as measurements of $u_{i}(t)$ at time $t_{j}$, for many $t_{j}$. Thus, the inner product here is changed to the integral $\left\langle u_{1}, u_{2}\right\rangle=\int u_{1}(t) u_{2}(t) d t$. Then, the concept of orthonormality of two elements is the same in both MDA and FDA, i.e. the corresponding inner product of the two elements is zero. As a result, the norm obtained from their inner product is defined as $\|x\|^{2}=\langle x, x\rangle$. So, it can be seen that majority of concepts in FDA have similar interpretation in the MDA, as the dimensionality goes to infinity. These features were pointed out in Ramsay's first article about FDA (1983) as well as by Ramsay and Silverman (1997).

In regard to high dimensionality of functional data, they may challenge classical methods of data analysis and need theoretical justification. Some theoretical justification for PCA in functional data analysis (FDA) is provided by limit theory. Sce, for example, the work of Dauxois, Pousse and Romain (1982) and Bosq (2000).

### 1.2 Principal Component Analysis for Functional

## Data

### 1.2.1 Introduction

Classical principal component analysis ( PCA ) is amongst the oldest of the multivariate statistical methods of data reduction. A Multivariate Analysis problem could start out with a substantial number of correlated variables. In such situ-
ations, PCA produces a small number of constructed variables from the original data that are uncorrelated and account for most of the variation in the original data set. The main reason for reducing the number of variables in this way, is that it helps us to understand the underlying structure of the data. For this reason, PCA has found application in fields such as signal processing, face recognition, image compression and so on (Jolliffe, 2002). Similarly, PCA is widely used in the study of functional data, since it allows finite-dimensional analysis of a problem that is intrinsically infinite-dimensional. See, for example, Chapter 6 of Ramsay and Silverman (1997), and several of the examples treated by Ramsay and Silverman (2002). In traditional PCA the effects of truncating to a finite number of dimensions are often explored in terms of a finite-dimensional parametric model, for example when the data are Gaussian. However, this approach is often not feasible in the case of functional data analysis (FDA), and as a result the justification for methodology there tends to be more ad hoc.

Early work on PCA for FDA includes that of Besse and Ramsay (1986), Ramsay and Dalzell (1991), Rice and Silverman (1991), Pezzulli and Silverman (1993) and Silverman (1995, 1996). Accounts in monographs include those of Ramsay and Silverman (1997), especially Chapter 6, and Ramsay and Silverman (2002). Work of Dauxois et al. (1982), Bosq (1989), Besse (1992), Huang et al. (2002) and Mas (2002), for example, addresses empirical basis function approximation and approximations of covariance operators.

Recent work includes contributions to techniques for functional PCA (see e.g. Brumback and Rice, 1998; Cardot, 2000; Cardot et al., 2000, 2003; Girard, 2000; James et al., 2000; Boente and Fraiman, 200; He et al., 2003.

### 1.2.2 Definition

Let $(\Omega, \mathcal{F})$ and $(\mathcal{I}, \mathcal{G})$ be measurable spaces with the probability measure $P$ and the bounded measure $\mu$, respectively. Suppose that $\{X(., t) ; t \in \mathcal{I}\}$ denotes a vector of random functions mapping from $(\Omega, \mathcal{F}, P)$ into $\left(H, \mathcal{B}_{H}\right)$, where $H$ is a separable Hilbert space and $\mathcal{B}_{H}$ is its Borel field. Furthermore, let $L_{H}^{2}(P \otimes$ $\mu)$ denote the separable Hilbert space of the equivalent classes of measurable functions defined from the product measurable space $(\Omega \times \mathcal{I}, \mathcal{F} \otimes \mathcal{G})$ to $\left(H, \mathcal{B}_{H}\right)$ such that their squared norm is $P \otimes \mu$-integrable. It is assumed that $X \in L_{H}^{2}(P \otimes$ $\mu)$, i.e. $\int_{\mathcal{I}} \int_{\Omega} X(\omega, t)^{2} d P(\omega) d \mu(t)=\int_{\mathcal{I}} E\left[X(\omega, t)^{2}\right] d \mu(t)<\infty$, and without loss of generality $\eta(t)=E[X(., t)]=\int_{\Omega} X(\omega, t) d P(\omega)=0$.

Let the Hilbert space $L_{R}^{2}(\Omega, \mathcal{F}, P)$ (denoted by $L^{2}(P)$ ) be square $P$-integrable functions $f: \Omega \rightarrow R$, and the Hilbert space $L_{H}^{2}(\mathcal{I}, \mathcal{G}, \mu)$ (denoted by $E$ ) of functions $g: \perp \rightarrow H$ such that $\int_{\mathcal{I}} g(u)^{2} d \mu(u)<\infty$. Suppose that the bounded linear operator $V$ from $L^{2}(P)$ to $E$ is defined by

$$
(V f)(t)=\int_{\Omega} X(\omega, t) f(\omega) d P(\omega)=E[X(., t) f], \quad \mu \text { a.e. for each } f \in L^{2}(P)
$$

The adjoint operator $V^{*}$ is defined through $\langle V f, v\rangle=\left\langle f, V^{*} v\right\rangle$, for each $f \in$ $L^{2}(P)$ and $v \in E$ as follows:

$$
\begin{aligned}
\int_{I} \int_{\Omega} X(\omega, t) f(\omega) v(t) d P(\omega) d \mu(t) & =\int_{\Omega} \int_{\mathcal{I}} X(\omega, t) f(\omega) v(t) d \mu(t) d P(\omega) \\
& =\int_{\Omega}\left\{\int_{\mathcal{I}}\langle X(\omega, t), v(t)\rangle_{H} d \mu(t)\right\} f(\omega) d P(\omega) \\
& =\int_{\Omega}\left(V^{*} v\right)(\omega) f(\omega) d P(\omega),
\end{aligned}
$$

where $\langle., .\rangle_{H}$ denotes the inner product of $H$. Hence, for each $g \in E$,

$$
\left(V^{*} g\right)(\omega)=\int_{\mathcal{I}}\langle X(\omega, t), g(t)\rangle_{H} d \mu(t)=\langle X(\omega, .), g\rangle, \quad P \text { a.e., }
$$

where $\langle.,$.$\rangle denotes the inner product of E$.

Let $\phi$ be a continuous linear functional on a Hilbert space $H$. There exists a unique $y \in H$ such that $\phi(x)=\langle x, y\rangle$ for all $x \in H$, and $\|\phi\|_{\mathcal{L}}=\|y\|$, where $\|\phi\|_{\mathcal{L}}=\sup \{\|\phi x\|: x \in H,\|x\| \leq 1\}$. Moreover, the mapping, which associates to $\phi$ the unique element $y$, is one-to-one, onto, norm-preserving conjugate-linear map of the dual of $H$ onto $H$ (a result of the Riesz Representation Theorem, see Theorem 3.3.4 of Ash 1972). Thus, the dual of $H$ is identified (via this map) with $H$ itself.

The associated schema of duality for these operators is

$$
\begin{array}{rrr}
E & \stackrel{V}{\longleftrightarrow} & L^{2}(P) \\
K \uparrow \mid \downarrow^{I} & I \uparrow \mid W \\
E & \xrightarrow{V^{*}} & L^{2}(P)
\end{array}
$$

With this schema, the identity operator $I$ identifies the two Hilbert spaces with their corresponding duals, as discussed before. Furthermore, $K$ and $W$ are $V \circ V^{*}$ and $V^{*} \circ V$, respectively. For each $g \in E$ and $u \in \mathcal{I}$, the former can be expressed as
$(K g)(u)=\left(V \circ\left(V^{*} g\right)\right)(u)=(V \circ(\langle X(\omega,), g\rangle)).(u)=E[X(., u)\langle X(\omega,), g\rangle].$.
This is actually a kernel operator with symmetric kernel $K(u, v)=E[X(., u) X(., v)]$
such that

$$
\begin{equation*}
(K g)(u)=\int_{\mathcal{I}} K(u, v) g(u) d u \tag{1.1}
\end{equation*}
$$

where

$$
\begin{align*}
\int_{\mathcal{I}} \int_{\mathcal{I}}|K(u, v)|^{2} d \mu(u) d \mu(v) & =\int_{\mathcal{I}} \int_{\mathcal{I}}|E[X(., u) X(., v)]|^{2} d \mu(u) d \mu(v) \\
& \leq \int_{\mathcal{I}} \int_{\mathcal{I}} E\left[X(., u)^{2}\right] E\left[X(., v)^{2}\right] d \mu(u) d \mu(v) \\
& =\left\{\int_{\mathcal{I}} E\left[X(., u)^{2}\right] d \mu(u)\right\}\left\{\int_{\mathcal{I}} E\left[X(., v)^{2}\right] d \mu(v)\right\}<\infty . \tag{1.2}
\end{align*}
$$

It is also clear that the operator $K: E \rightarrow E$ is self-adjoint and non-negative.
Theorem 1.1. Let $C(u, v): \mathcal{I} \times \mathcal{I} \rightarrow R$ be a symmetric kernel function. Then the linear integral operator

$$
(C g)(u)=\int_{\mathcal{I}} C(u, v) g(u) d \mu(u), \quad \text { for each } g \in L^{2}(d \mu)
$$

is a compact self-adjoint Hilbert-Schmidt operator on $L^{2}(d \mu)$ if

$$
\int_{\mathcal{I}} \int_{\mathcal{I}}|C(u, v)|^{2} d \mu(u) d \mu(v)<\infty .
$$

Furthermore, if the above condition is satisfied then $C(u, v)$ is diagonalizable and can be expressed as follows:

$$
C(u, v)=\sum_{j=1}^{\infty} \lambda_{j} \phi_{j}(u) \phi_{j}(v),
$$

where $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq 0$ is an enumeration of the eigenvalues of $C$, and the corresponding orthonormal eigenfunctions are $\phi_{1}, \phi_{2}, \ldots$.

Proof: See Conway (1985), page 47, or Dunford and Schwartz (1963), pages

1009 and 1130.

Therefore, using the above theorem with (1.1) and (1.2) implies that $K$ is a Hilbert-Schmidt operator with

$$
\begin{equation*}
K(u, v)=\sum_{j=1}^{\infty} \theta_{j} \psi_{j}(u) \psi_{j}(v) \tag{1.3}
\end{equation*}
$$

where $\theta_{1} \geq \theta_{2} \geq \cdots \geq 0$ is an enumeration of the eigenvalues of $K$, and the corresponding orthonormal eigenfunctions are $\psi_{1}, \psi_{2}, \ldots$ Moreover, if all $\theta_{j}$ are positive, the sequence $\left\{\psi_{j}\right\}$ forms a complete orthonormal sequence in $E$ (Riesz and SZ. Nagy (1955), page 234). In analogy to $K$, it can be shown that $W$ : $L^{2}(P) \rightarrow L^{2}(P)$ is a non-negative, self-adjoint Hilbert-Schmidt operator. We will not investigate further the operator $W$ since it is not related to PCA.

It should be noted that $F=\sigma_{2}(E)$, the space of all Hilbert-Schmidt operators on $E$, with the inner product

$$
\begin{equation*}
\left\langle T_{1}, T_{2}\right\rangle_{F}=\sum_{j}\left\langle T_{1} e_{j}, T_{2} e_{j}\right\rangle_{E} \tag{1.4}
\end{equation*}
$$

is a separable Hilbert space, where $T_{1}, T_{2} \in F$ and $\left\{e_{j}\right\}$ is any complete orthonormal basis in $E$. Thus, the Hilbert-Schmidt norm induced by the inner product does not depend on the choice of the basis (Conway 1990, page 273), and for $K \in F,\|K\|^{2} \equiv\langle K, K\rangle_{F}=\sum_{j=1}^{\infty}\left\|K \psi_{j}\right\|^{2}=\sum_{j=1}^{\infty} \theta_{j}^{2}<\infty$.

Suppose that $h_{1}: E \rightarrow E \times E \operatorname{maps} x \in E$ to $(x, x) \in E \times E$ and $h_{2}:$ $E \times E \rightarrow F \operatorname{maps}(x, y) \in E \times E$ to $x \otimes y \in F$, where $x \otimes y$ is defined by $(x \otimes y) f=\langle x, f\rangle y$ for each $f \in E$. The two maps $h_{1}, h_{2}$ are continuous. So, we have $h_{2} \circ h_{1}(X)=h_{2}((X, X))=X \otimes X$ is a random variable on $\left(F, \mathcal{B}_{F}\right)\left(\mathcal{B}_{F}\right.$ denotes the corresponding Borel field of $F$ ), by which each $\omega \in \Omega$ is mapped to $X(\omega,.) \otimes X(\omega,.) \in F$. Therefore, $K$ can be shown in the simple form $K=$
$E(X \otimes X)$ in $F$.

The above arguments can be easily justified for the classical multivariate analysis of PCA (simply, take $H=R$ and $\mathcal{I}=\{1,2, \cdots, p\}$ ). Furthermore, if we take $\Omega=\left\{\omega_{1}, \cdots, \omega_{n}\right\}$ and the probability measure $P$ such that $P\left(\left\{\omega_{i}\right\}\right)=\frac{1}{n}$, for $i=1, \cdots, n$, it can be shown that $L^{2}(P)$ is isomorphic to $R^{n}$ with metric $\frac{1}{n} I_{n}$, where the $n$ by $n$ matrix $I_{n}$ is the identity matrix. Define a map to carry any element $f \in L^{2}(P)$ to $\frac{1}{\sqrt{n}}\left(f\left(\omega_{1}\right), \cdots, f\left(\omega_{n}\right)\right)^{T} \in R^{n}$. The map is isomorphic, and we have the following schema of duality:

where $\left(R^{n}\right)^{*}$ denotes the diral space of $R^{n}$ and

$$
\begin{aligned}
V_{n} f & =\frac{1}{n} \sum_{i=1}^{n} X\left(\omega_{i}, .\right) f\left(\omega_{i}\right), \quad \text { for each } f \in\left(R^{n}\right)^{*}, \\
\left(V_{n}^{*} u\right)\left(\omega_{i}\right) & =\left\langle X\left(\omega_{i}, .\right), u\right\rangle, \quad \text { for each } u \in E,
\end{aligned}
$$

and

$$
\begin{align*}
K_{n} g & =\frac{1}{n} \sum_{i=1}^{n}\left\langle X\left(\omega_{i}, .\right), g\right\rangle X\left(\omega_{i}, .\right) \\
& =\left(\frac{1}{n} \sum_{i=1}^{n} X\left(\omega_{i}, .\right) \otimes X\left(\omega_{i}, .\right)\right)(g), \text { for each } g \in E . \tag{1.5}
\end{align*}
$$

Suppose that $\left(\prod_{j=1}^{\infty} \Omega, \prod_{j=1}^{\infty} \mathcal{F}, \prod_{j=1}^{\infty} P\right)$ is the measure product space, where $\omega=\left(\omega_{1}, \omega_{2}, \cdots\right) \in \prod_{j=1}^{\infty} \Omega$, and $\prod_{j=1}^{\infty} \mathcal{F}$ is the minimal $\sigma$-field over the measur-
able rectangles. We denote the above measure product space by $\left(\Omega^{\infty}, \mathcal{F}^{\infty}, P^{\infty}\right)$.
Let $\Pi_{i}$ be the $i$ th canonical projection from $\left(\Omega^{\infty}, \mathcal{F}^{\infty}, P^{\infty}\right)$ into $(\Omega, \mathcal{F}, P)$ such that $\Pi_{i}(\omega)=\omega_{i}$ for each $i=1,2, \cdots$.

Theorem 1.2. Let $\left(\Omega_{j}, \mathcal{F}_{j}, P_{j}\right), j=1,2, \cdots$ be an arbitrary sequence of probability spaces. If $\Omega^{\prime}=\prod_{j=1}^{\infty} \Omega_{j}, \mathcal{F}^{\prime}=\prod_{j=1}^{\infty} \mathcal{F}_{j}$, and $P^{\prime}=\prod_{j=1}^{\infty} P_{j}$, then the canonical projections $\Pi_{i}(\omega)=\omega_{i}, i=1,2, \cdots$ are a sequence of independent random variables with the distribution $P^{\prime}\left(\Pi_{i} \in A_{i}\right)=P_{i}\left(A_{i}\right)$ for each $A_{i} \in \mathcal{F}_{i}$.

Proof: See Theorem 5.11 .1 of Ash (1972).
The above theorem implies that $\left\{\Pi_{1}, \Pi_{2}, \cdots\right\}$ is a sequence of independent and identically distributed random variables. Moreover, the random variables $X_{i}=X \circ \Pi_{i} ; i=1, \cdots, n$, for all $n$, are independent, identically distributed (iid) as $X$ with the common distribution induced by $P, P_{X}$ say. Therefore, for each $\omega=\left(\omega_{1}, \omega_{2}, \cdots\right) \in \Omega^{\infty}$, the random variables $X_{i}(\omega)=X\left(\omega_{i}\right)$ are iid from the distribution $P_{X}$.

It should be mentioned that the above construction of the $X_{i}$ on $\Omega^{\infty}$ is only needed when we are dealing with limit theory. Dauxois, Pousse and Romain (1982) showed that as $n \rightarrow \infty$, the random variables $K_{n}(\omega)=\frac{1}{n} \sum_{i=1}^{n} X_{i}(\omega) \otimes$ $X_{i}(\omega)$, defined from $\left(\Omega^{\infty}, \mathcal{F}^{\infty}, P^{\infty}\right)$ into $\left(F, \mathcal{B}_{F}\right)$, converge almost surely to $K$ in $F$.

To analyse a sample of size $n$ of trajectories $X\left(\omega_{i}\right)$, however, we need to consider the subspace $\Omega^{n}$ of $\Omega^{\infty}$ whose elements are in the form of finite sequences $\left(\omega_{1}, \cdots, \omega_{n}\right)$. For the time being, we restrict $X$ on $\Omega^{n}$. So, we ignore the index $n$ in $K_{n}(\omega)$, and denote it by

$$
\widehat{K}(\omega)=\frac{1}{n} \sum_{i=1}^{n} X_{i}(\omega) \otimes X_{i}(\omega)
$$

as the empirical estimator of $K$.

The above arguments can be easily changed for the situations when $\eta(t) \neq 0$. All we need is to replace $X(\omega, t)-\eta(t)$ instead of $X(\omega, t)$ in the above formulas, by which we obtain

$$
\begin{align*}
K(u, v) & =E[\{X(u)-\eta(u)\}\{X(v)-\eta(v)\}]  \tag{1.6}\\
\widehat{K}(u, v) & =\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}(u)-\bar{X}(u)\right\}\left\{X_{i}(v)-\bar{X}(v)\right\} \tag{1.7}
\end{align*}
$$

where $\bar{X}=n^{-1} \sum_{i} X_{i}$. Also, for simplicity in notation we ignored the component $\omega$ of $X$ in the equations (1.6) and (1.7) as the randomness of the function can be reflected by $X$ itself. Furthermore, without loss of generality, we take $\mathcal{I}=[0,1]$. Also, the bounded measure $\mu(d t)$ is replaced by Lebesge measure on the interval $[0,1]$, and random functions are regarded as real-valued. In this case, we denote the Hilbert space $E$ by $L_{2}(\mathcal{I})$. Analogously to (1.1) and (1.3) we can define the non-negative, self-adjoint Hilbert-Schmidt operator $\widehat{K}$ on $L_{2}(\mathcal{I})$ by $(\widehat{K} g)(u)=$ $\int_{\mathcal{I}} \widehat{K}(u, v) g(v) d v$ for each $g \in L_{2}(\mathcal{I})$, where

$$
\begin{equation*}
\widehat{K}(u, v)=\sum_{j=1}^{\infty} \hat{\theta}_{j} \widehat{\psi}_{j}(u) \widehat{\psi}_{j}(v) \tag{1.8}
\end{equation*}
$$

In (1.8) the random variables $\hat{\theta}_{1} \geq \hat{\theta}_{2} \geq \cdots \geq 0$ are eigenvalues of the operator $\widehat{K}$, and $\widehat{\psi}_{1}, \widehat{\psi}_{2}, \ldots$ is the corresponding sequence of eigenvectors.

### 1.2.3 Karhunen-Loève expansion

An expansion of the function $X-\eta$ with respect to the orthonormal basis $\psi_{j}$ (in $L_{2}(I)$ sense) is its Karhunen-Loève expansion:

$$
\begin{equation*}
X(u)-\eta(u)=\sum_{j=1}^{\infty} \xi_{j} \psi_{j}(u), \tag{1.9}
\end{equation*}
$$

where the principal component scores $\xi_{1}, \xi_{2}, \ldots$ are given by $\xi_{j}=\int_{\mathcal{I}}(X-\eta) \psi_{j}$. As regards the kernel $K(u, v)$, it follows that

$$
\begin{equation*}
E\left(\xi_{j} \xi_{k}\right)=\int_{\mathcal{I}} \int_{\mathcal{I}} \psi_{j}(u) K(u, v) \psi_{k}(v) d u d v=\theta_{j} \delta_{j k} \tag{1.10}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta (recall that the $\theta_{j}$ are eigenvalues and $\psi_{j}$ are the corresponding orthonornal eigenfunctions of the operator $K$ ). Equation (1.10) implies that the random variables $\xi_{j}$ are uncorrelated. Furthermore, they have zero means and variance $\theta_{j}=E\left(\xi_{j}^{2}\right)$. Moreover, $\int_{\mathcal{I}} E(X-\eta)^{2}=\sum_{j \geq 1} \theta_{j}<\infty$. We call the expansion (1.9) the Karhunen-Loève expansion of $X-\eta$. It is also known that if the kernel $K(u, v)$ is a continuous function on $\mathcal{I} \times \mathcal{I}$, then the series on the right-hand side of (1.9) converges uniformly to $X(u)-\eta(u)$ (Theorem 1.5 of Bosq 2000). However, we do not need this restriction on $K(u, v)$, as long as we work with $L_{2}$ convergence of the series to $X(u)-\eta(u)$, satisfied by the condition $\int_{\mathcal{I}} E\left[(X-\eta)^{2}\right]<\infty$.

Also, in regard to $\widehat{K}(u, v)$ as the standard empirical approximation to $K(u, v)$, we write

$$
X_{i}-\bar{X}=\sum_{j=1}^{\infty} \widehat{\xi}_{i j} \widehat{\psi}_{j},
$$

where $\widehat{\xi}_{i j}=\int_{\mathcal{I}}\left(X_{i}-\bar{X}\right) \widehat{\psi}_{j}$ is the $j$ th empirical principal component score of $X_{i}$. In analogy to (1.10),

$$
\frac{1}{n} \sum_{i=1}^{n} \widehat{\xi}_{i j} \widehat{\xi}_{i k}=\int_{\mathcal{I}} \int_{\mathcal{I}} \widehat{\psi}_{j}(u) \widehat{K}(u, v) \widehat{\psi}_{k}(v) d u d v=\hat{\theta}_{j} \delta_{j k}
$$

### 1.2.4 Stochastic Expansions for Eigenvalues and Eigenfunctions

In this Section we give expansions for eigenvalues and eigenfunctions which explicitly include terms of sizes $n^{-1 / 2}$ and $n^{-1}$, where $n$ denotes sample size, and a remainder of order $n^{-3 / 2}$. This work shows that eigenvalue spacings have only a second-order effect on properties of eigenvalue estimators, but a first-order effect on properties of eigenfunction estimators. Our expansions are immediately valid for any finite number of principal components, but they are also available uniformly in increasingly many components; the issue of uniformity is addressed in the next Chapter.

Assume that the eigenvalues $\theta_{j}$ are all distinct. The case where there is only a. finite number of ties among the $\theta_{j}$ 's can be treated without much difficulty, but other settings are more awkward. Distinctness of eigenvalues implies that the operator $K$ is strictly positive definite, i.e. each $\theta_{j}>0$. Also, since $\psi_{j}$ and $-\psi_{j}$ are both eigenfunctions associated with $\theta_{j}$, the statistical parameter $\psi_{j}$ is not well defined. To overcome problems arising from the fact that $\psi_{j}$ and $\widehat{\psi}_{j}$ are defined only up to a sign change, and to ensure that $\widehat{\psi}_{j}$ is viewed as an estimator of $\psi_{j}$ rather than of $-\psi_{j}$, we shall tacitly assume, below, that the sign of $\widehat{\psi}_{j}$ is chosen so that $\int_{I} \psi_{j} \widehat{\psi}_{j} \geq 0$.

Lemma 1.1. Let $\widehat{\psi}_{j}=\sum_{k \geq 1} a_{j k} \psi_{k}$, where the generalised Fourier coefficients $a_{j k}$ are functionals of the data $\mathcal{X}$. Then,

$$
\begin{equation*}
a_{j j}=1-\frac{1}{2} n^{-1} \sum_{\ell: \ell \neq j}\left(\theta_{j}-\theta_{\ell}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right)^{2}+O_{p}\left(n^{-3 / 2}\right), \tag{1.11}
\end{equation*}
$$

and for each $k \neq j$,

$$
\begin{align*}
a_{j k}= & n^{-1 / 2}\left(\theta_{j}-\theta_{k}\right)^{-1} \int Z \psi_{j} \psi_{k} \\
& +n^{-1}\left\{\left(\theta_{j}-\theta_{k}\right)^{-1} \sum_{\ell: \ell \neq j}\left(\theta_{j}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int Z \psi_{k} \psi_{\ell}\right)\right. \\
& \left.-\left(\theta_{j}-\theta_{k}\right)^{-2}\left(\int Z \psi_{j} \psi_{j}\right)\left(\int Z \psi_{j} \psi_{k}\right)\right\}+O_{p}\left(n^{-3 / 2}\right), \tag{1.12}
\end{align*}
$$

where $Z=n^{1 / 2}(\widehat{K}-K)$ and $\int Z \psi_{r} \psi_{s}$ denotes $\iint_{\mathcal{I}^{2}} Z(u, v) \psi_{r}(u) \psi_{s}(v) d u d v$.

Proof of Lemma: It should be mentioned that the current proof is not rigorous. We shall give a rigorous proof of it later in Chapter 2 .

The eigenfunctions $\widehat{\psi}_{1}, \widehat{\psi}_{2}, \cdots$ are defined recursively. For example, supposing we have defined $\widehat{\psi}_{1}, \cdots, \widehat{\psi}_{j-1}$, we define $\widehat{\psi}_{j}$ so as to be orthogonal to these previous functions, to have unit length, to be such that $\int \widehat{\psi}_{j} \psi_{j} \geq 0$, and to maximise $\int \widehat{K} \phi \phi$ over all functions $\phi$ that satisfy these constraints. That is, $\widehat{\psi}_{j}$ is obtained by maximizing

$$
\begin{align*}
\iint_{\mathcal{I}^{2}} \widehat{K}(u, v) \phi_{j}(u) \phi_{j}(v) d u d v & \\
& \text { subject to, }  \tag{1.13}\\
& \left\|\phi_{j}\right\|^{2}=1,\left\langle\phi_{j}, \widehat{\psi_{k}}\right\rangle=0 \text { for } k<j,
\end{align*}
$$

where $\langle.,$.$\rangle and \|$.$\| are the inner product and norm in L_{2}(\mathcal{I})$, respectively. In fact the above problem is equivalent to maximization of the scale-invariant ratio:

$$
\begin{equation*}
\frac{\iint_{\mathcal{I}^{2}} \widehat{K}(u, v) \phi_{j}(u) \phi_{j}(v) d u d v}{\left\|\phi_{j}\right\|^{2}} \tag{1.14}
\end{equation*}
$$

with respect to $\phi_{j}$, and under the orthogonality constraint. Assume that

$$
\begin{equation*}
\phi_{\ell}=\sum_{j=1}^{\infty} a_{\ell j} \psi_{j} \tag{1.15}
\end{equation*}
$$

where $\psi_{1}, \psi_{2}, \ldots$ are the eigenfunctions of the covariance operator $K$, and make up an orthonormal basis for $L_{2}(\mathcal{I})$ if its eigenvalues $\theta_{j}$ are all positive. After substituting (1.15) into (1.13), the problem is reduced to seeking an extremum of the Lagrangian function

$$
\begin{gather*}
\sum_{j=1}^{\infty} a_{\ell j}^{2} \theta_{j}+\lambda_{0}\left(\sum_{j=1}^{\infty} a_{\ell j}^{2}-1\right)+2 \sum_{r=1}^{\ell} \sum_{s=1}^{r-1} \lambda_{r s} \sum_{j=1}^{\infty} a_{r j} a_{s j} \\
+\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} a_{\ell j} a_{\ell k}\left(n^{-1 / 2} \int Z \psi_{j} \psi_{k}\right) \tag{1.16}
\end{gather*}
$$

where $\lambda_{0}$ and $\lambda_{r s}$ are Lagrange multipliers. It is assumed that $a_{\ell j}, \lambda_{0}$, and $\lambda_{r s}$ have the following expansions:

$$
\begin{align*}
& \lambda_{0}=\lambda_{0}^{(0)}+n^{-1 / 2} \lambda_{0}^{(1)}+n^{-1} \lambda_{0}^{(2)}+O_{p}\left(n^{-3 / 2}\right) \\
& a_{r j}=a_{r j}^{(0)}+n^{-1 / 2} a_{r j}^{(1)}+n^{-1} a_{r j}^{(2)}+O_{p}\left(n^{-3 / 2}\right)  \tag{1.17}\\
& \lambda_{r s}=\lambda_{r s}^{(0)}+n^{-1 / 2} \lambda_{r s}^{(1)}+n^{-1} \lambda_{r s}^{(2)}+O_{p}\left(n^{-3 / 2}\right) .
\end{align*}
$$

Differentiating with respect to $a_{\ell j}$, and equating to zero for an extremum, we have

$$
\begin{equation*}
a_{\ell j}\left(\theta_{j}+\lambda_{0}\right)+\sum_{s=1}^{\ell-1} \lambda_{\ell s} a_{s j}+\sum_{k=1}^{\infty} a_{\ell k}\left(n^{-1 / 2} \int Z \psi_{j} \psi_{k}\right)=0 . \tag{1.18}
\end{equation*}
$$

The constraint $\left\|\phi_{\ell}\right\|=1$ implies

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left(a_{\ell j}^{(0)}\right)^{2}+2 n^{-1 / 2} \sum_{j=1}^{\infty} a_{\ell j}^{(0)} a_{\ell j}^{(1)}+n^{-1} \sum_{j=1}^{\infty}\left(2 a_{\ell j}^{(0)} a_{\ell j}^{(2)}+\left(a_{\ell j}^{(1)}\right)^{2}\right)+O_{p}\left(n^{-3 / 2}\right)=1 \tag{1.19}
\end{equation*}
$$

and the orthogonality constraint gives us, for $s<\ell$,

$$
\begin{align*}
\sum_{j=1}^{\infty} a_{\ell j} a_{s j}= & \sum_{j=1}^{\infty} a_{\ell j}^{(0)} a_{s j}^{(0)}+n^{-1 / 2} \sum_{j=1}^{\infty}\left(a_{\ell j}^{(0)} a_{s j}^{(1)}+a_{\ell j}^{(1)} a_{s j}^{(0)}\right) \\
& +n^{-1} \sum_{j=1}^{\infty}\left(a_{\ell j}^{(1)} a_{s j}^{(1)}+a_{\ell j}^{(0)} a_{s j}^{(2)}+a_{\ell j}^{(2)} a_{s j}^{(0)}\right)+O_{p}\left(n^{-3 / 2}\right)=0 . \tag{1.20}
\end{align*}
$$

The two equations (1.19) and (1.20) give the following results:

$$
\begin{align*}
& \sum_{j=1}^{\infty}\left(a_{\ell j}^{(0)}\right)^{2}=1, \quad \sum_{j=1}^{\infty} a_{\ell j}^{(0)} a_{s j}^{(0)}=0,  \tag{1.21}\\
& a_{s \ell}^{(1)}+a_{\ell s}^{(1)}=0, \quad \text { for } s<\ell \quad a_{\ell \ell}^{(1)}=0,  \tag{1.22}\\
& 2 a_{\ell \ell}^{(2)}=-\sum_{j=1}^{\infty}\left(a_{\ell j}^{(1)}\right)^{2}, \quad a_{s \ell}^{(2)}+a_{\ell s}^{(2)}=-\sum_{j=1}^{\infty} a_{\ell j}^{(1)} a_{s j}^{(1)} \tag{1.23}
\end{align*}
$$

Result (1.21) points to $a_{\ell j}^{(0)}=\delta_{\ell j}$. Also, from (1.18) we obtain

$$
\begin{equation*}
\delta_{\ell j}\left(\theta_{j}+\lambda_{0}^{(0)}\right)+\sum_{k=1}^{\ell-1} \lambda_{\ell k}^{(0)} \delta_{k j}=0, \tag{1.24}
\end{equation*}
$$

which implies $\lambda_{0}^{(0)}=-\theta_{\ell}$, and $\lambda_{\ell j}^{(0)}=0$, for all $j<\ell$. Substituting from (1.17)
into (1.18) leads us to

$$
\begin{align*}
& n^{-1 / 2}\left\{a_{\ell j}^{(1)}\left(\theta_{j}-\theta_{\ell}\right)+\lambda_{0}^{(1)} \delta_{\ell j}+\sum_{k=1}^{\infty} \delta_{\ell k}\left(\int Z \psi_{j} \psi_{k}\right)+\sum_{s=1}^{\ell-1} \lambda_{\ell s}^{(1)} \delta_{s j}\right\} \\
& +n^{-1}\left\{\delta_{\ell j} \lambda_{0}^{(2)}+a_{\ell j}^{(1)} \lambda_{0}^{(1)}+a_{\ell j}^{(2)}\left(\theta_{j}-\theta_{\ell}\right)+\sum_{k=1}^{\infty} a_{\ell k}^{(1)}\left(\int Z \psi_{j} \psi_{k}\right)+\sum_{s=1}^{\ell-1} \lambda_{\ell s}^{(1)} a_{s j}^{(1)}\right. \\
& \left.\quad+\sum_{s=1}^{\ell-1} \delta_{s j} \lambda_{\ell s}^{(2)}\right\}+O_{p}\left(n^{-3 / 2}\right) \tag{1.25}
\end{align*}
$$

The above equation shows that

$$
\begin{align*}
& a_{\ell j}^{(1)}\left(\theta_{j}-\theta_{\ell}\right)+\lambda_{0}^{(1)} \delta_{\ell j}+\sum_{k=1}^{\infty} \delta_{\ell k}\left(\int Z \psi_{j} \psi_{k}\right)+\sum_{s=1}^{\ell-1} \lambda_{\ell s}^{(1)} \delta_{s j}=0, \\
& \delta_{\ell j} \lambda_{0}^{(2)}+a_{\ell j}^{(1)} \lambda_{0}^{(1)}+a_{\ell j}^{(2)}\left(\theta_{j}-\theta_{\ell}\right)+\sum_{k=1}^{\infty} a_{\ell k}^{(1)}\left(\int Z \psi_{j} \psi_{k}\right)+\sum_{s=1}^{\ell-1} \lambda_{\ell s}^{(1)} a_{s j}^{(1)}+\sum_{s=1}^{\ell-1} \delta_{s j} \lambda_{\ell s}^{(2)}=0, \tag{1.26}
\end{align*}
$$

where the first equation, when $j=\ell$, implies.

$$
\begin{equation*}
\lambda_{0}^{(1)}=-\int Z \psi_{\ell} \psi_{\ell} \tag{1.27}
\end{equation*}
$$

and, if $j \neq \ell, a_{\ell j}^{(1)}\left(\theta_{j}-\theta_{\ell}\right)+\int Z \psi_{j} \psi_{\ell}+\lambda_{\ell j}^{(1)} I(j \leq \ell-1)=0$, implying, by the second part of (1.22),

$$
a_{\ell j}^{(1)}=\left(\theta_{j}-\theta_{\ell}\right)^{-1}\left[\int Z \psi_{j} \psi_{\ell}+\lambda_{\ell j}^{(1)} I(j \leq \ell-1)\right] .
$$

Using the first part of (1.22) with this result gives $\lambda_{\ell s}^{(1)}=0$, for each $s<\ell$. Therefore,

$$
\begin{equation*}
a_{\ell j}^{(1)}=\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right) ; \quad \text { for } j \neq \ell \tag{1.28}
\end{equation*}
$$

When $j \neq \ell$, the second equation in (1.26) implies

$$
\begin{align*}
a_{\ell j}^{(2)}= & \left(\theta_{j}-\theta_{\ell}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int Z \psi_{\ell} \psi_{\ell}\right) \\
& -\left(\theta_{j}-\theta_{\ell}\right)^{-1} \sum_{k: k \neq \ell}\left(\theta_{k}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int Z \psi_{j} \psi_{k}\right) \\
& +\left(\theta_{\ell}-\theta_{j}\right)^{-1} \lambda_{\ell j}^{(2)} I(j<\ell) . \tag{1.29}
\end{align*}
$$

Results (1.28), second part of (1.22), and first part of (1.23) lead us to:

$$
\begin{equation*}
a_{\ell \ell}^{(2)}=-\frac{1}{2} \sum_{j: j \neq \ell}\left(\theta_{j}-\theta_{\ell}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right)^{2} \tag{1.30}
\end{equation*}
$$

Also, from the second part of (1.23), (1.26), and (1.29) we have

$$
\begin{aligned}
a_{\ell s}^{(2)}+a_{s \ell}^{(2)}= & \sum_{k \neq s, \ell}\left(\theta_{k}-\theta_{\ell}\right)^{-1}\left(\theta_{k}-\theta_{s}\right)^{-1}\left(\int Z \psi_{k} \psi_{s}\right)\left(\int Z \psi_{\ell} \psi_{k}\right) \\
& \quad+\left(\theta_{\ell}-\theta_{s}\right)^{-1} \lambda_{\ell s}^{(2)} \\
= & -\sum_{j=1}^{\infty} a_{\ell j}^{(1)} a_{s j}^{(1)} \\
= & \sum_{k \neq s, \ell}\left(\theta_{k}-\theta_{\ell}\right)^{-1}\left(\theta_{k}-\theta_{s}\right)^{-1}\left(\int Z \psi_{k} \psi_{s}\right)\left(\int Z \psi_{\ell} \psi_{k}\right),
\end{aligned}
$$

which gives $\lambda_{\ell s}^{(2)}=0$, for each $s<\ell$. Consequently,

$$
\begin{align*}
a_{\ell j}^{(2)} & =\left(\theta_{j}-\theta_{\ell}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int Z \psi_{\ell} \psi_{\ell}\right) \\
& -\left(\theta_{j}-\theta_{\ell}\right)^{-1} \sum_{k: k \neq \ell}\left(\theta_{k}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int Z \psi_{j} \psi_{k}\right) ; \text { for } j \neq \ell . \tag{1.31}
\end{align*}
$$

Combining second part of (1.22), (1.28), (1.30) and (1.31) finishes the proof of the Lemma

Results (1.11) and (1.12) point to the following expansion:

$$
\begin{align*}
& \widehat{\psi}_{j}(t)-\psi_{j}(t) \\
&= n^{-1 / 2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k}(t) \int Z \psi_{j} \psi_{k}-\frac{1}{2} n^{-1} \psi_{j}(t) \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left(\int Z \psi_{j} \psi_{k}\right)^{2} \\
&+n^{-1} \sum_{k: k \neq j} \psi_{k}(t)\left\{\left(\theta_{j}-\theta_{k}\right)^{-1} \sum_{\ell: \ell \neq j}\left(\theta_{j}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int Z \psi_{k} \psi_{\ell}\right)\right. \\
&\left.-\left(\theta_{j}-\theta_{k}\right)^{-2}\left(\int Z \psi_{j} \psi_{j}\right)\left(\int Z \psi_{j} \psi_{k}\right)\right\}+O_{p}\left(n^{-3 / 2}\right) . \tag{1.32}
\end{align*}
$$

Analogously to (1.11) and (1.12), it can be shown that

$$
\begin{equation*}
\hat{\theta}_{j}-\theta_{j}=n^{-1 / 2} \int Z \psi_{j} \psi_{j}+n^{-1} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left(\int Z \psi_{j} \psi_{k}\right)^{2}+O_{p}\left(n^{-3 / 2}\right) . \tag{1.33}
\end{equation*}
$$

Of course, there are analogues of (1.11) and (1.12) with remainders $O_{p}\left(n^{-r / 2}\right)$ for any positive integer $r$. We have taken $r=3$ only for brevity and simplicity.

### 1.2.5 Properties of Stochastic Expansions

We develop theory based on stochastic expansions of eigenvalue and eigenvector estimators, providing not only a new understanding of the effects of truncating to a. finite number of principal components, but also pointing to new methodology. We show how stochastic, bootstrapped versions of these ideas can be used to construct simultaneous confidence regions for literally all eigenvalue estimates, and for increasing numbers of eigenfunction estimates. The developed theory makes it possible to justify bootstrap methods of that type, in terms of asymptotic theory. In particular, we are able to obtain coverage accuracy of bootstrap confidence
regions. These results have appeared in Chapter 3. The theory also provides new insight into more conventional FDA methods, including those which are used for linear regression. These results are used to explore the validity of simple accounts of the performance of functional linear regression. We shall discuss it in Chapter 4 and the Appendix.

In the next Chapter we shall discuss conditions under which the stochastic expansions hold, and in particular under which the infinite series in (1.11), (1.12), (1.32) and (1.33) converge. However, it should be mentioned that the relationship between $L_{2}(\mathcal{I})$, the space of all square-integrable functions from $\mathcal{I}$ to the real line, and $\ell_{2}$, the space of all sequences $\left\{a_{j}\right\}$ such that $\sum_{j=1}^{\infty}\left|a_{j}\right|^{2}<\infty$, may be used to illustrate a method for proving convergency of the infinite series in the expansions. For example, using this method, below we show that in (1.12), $S_{1 j} \equiv \sum_{\ell: \ell \neq j}\left(\theta_{j}-\theta_{\ell}\right)^{-1} b_{j \ell} b_{k \ell}<\infty$, where $b_{r s}=\int Z \psi_{r} \psi_{s}$. For this purpose, we first prove that $S_{2 j} \equiv \sum_{\ell: \ell \neq j}\left\{\left(\theta_{j}-\theta_{\ell \ell}\right)^{-1}-\theta_{j}^{-1}\right\} b_{j \ell} b_{k \ell}<\infty$. To do that, we show that the series of absolute values, $S_{2 j}^{*}$ say, converges:

$$
\begin{aligned}
\theta_{j} S_{2 j}^{*}=\sum_{\ell: \ell \neq j} \frac{\theta_{\ell}}{\left|\theta_{j}-\theta_{\ell}\right|}\left|b_{j \ell} b_{k \ell}\right| & \leq \sum_{\ell: \ell \neq j} \frac{\theta_{\ell}}{\min _{\ell: \ell \neq j}\left|\theta_{j}-\theta_{\ell}\right|}\left|b_{j \ell}\right|\left|b_{k \ell}\right| \\
& =\frac{1}{\min _{\ell: \ell \neq j}\left|\theta_{j}-\theta_{\ell}\right|} \sum_{\ell: \ell \neq j} \theta_{\ell}\left|b_{j \ell} b_{k \ell}\right| .
\end{aligned}
$$

Hence, denoting $|\mathcal{I}|$ as the length of $\mathcal{I}$ and $\|Z\|_{\infty}$ as $\sup _{u, v}|Z(u, v)|$, and using the fact that $\left|\iint_{\mathcal{I}^{2}} Z(u, v) \psi_{r}(u) \psi_{s}(v) d u d v\right| \leq\|Z\|_{\infty}|\mathcal{I}|$, we deduced

$$
\theta_{j}\left(\min _{\ell: \ell \neq j}\left|\theta_{j}-\theta_{\ell}\right|\right) S_{2 j}^{*} \leq\|Z\|_{\infty}^{2}|I|^{2} \sum_{\ell=1}^{\infty} \theta_{\ell}<\infty .
$$

Thus, the series $S_{2}$ converges absolutely. Moreover,

$$
\begin{equation*}
S_{1 j}=\sum_{\ell: \ell \neq j}\left(\theta_{j}-\theta_{\ell}\right)^{-1} b_{j \ell} b_{k \ell}=\sum_{\ell: \ell \neq j}\left\{\left(\theta_{j}-\theta_{\ell}\right)^{-1}-\theta_{j}^{-1}\right\} b_{j \ell} b_{k \ell}+\theta_{j}^{-1} \sum_{\ell: \ell \neq j} b_{j \ell} b_{k \ell} . \tag{1.34}
\end{equation*}
$$

We have already proved that the first series on the right-hand side of (1.34) converges, so it suffices to prove that $S_{3 j} \equiv \sum_{\ell: \ell \neq j} b_{j \ell} b_{k \ell}$ converges.

Below we will prove that $S_{3 j}$ is equivalent to the integral

$$
\iiint_{\mathcal{I}^{3}} Z\left(u, v_{1}\right) Z\left(u, v_{2}\right) \psi_{j}\left(v_{1}\right) \psi_{k}\left(v_{2}\right) d u d v_{1} d v_{2}
$$

Define $(A f)(u)=\int Z(u, v) f(v) d v$. We have $A: L_{2}(\mathcal{I}) \longrightarrow L_{2}(\mathcal{I})$. Furthermore,

$$
\begin{aligned}
\left(A^{2} f\right)(w)=\iint Z(w, u) Z(u, v) f(v) d u d v & =\int\left\{\int Z(w, u) Z(u, v) d u\right\} f(v) d v \\
& =\int Z_{2}(w, v) f(v) d v
\end{aligned}
$$

where $Z_{2}(w, v)=\int Z(w, u) Z(u, v) d u$ is called the kernel of the operator. We know that $B:\left\{\theta_{k}\right\} \in \ell_{2} \longrightarrow\left\{\mu_{j}\right\} \in \ell_{2}$ such that $\sum_{k \geq 1} B_{j k} \theta_{k}=\mu_{j}$. Moreover, define $J: f \in L_{2}(\mathcal{I}) \longrightarrow \int f(u) \psi_{j}(u) d u \in \ell_{2}$. This map is an isometric isomorphism (a one-to-one-onto, linear, norm-preserving map) between $L_{2}(\mathcal{I})$ and $\ell_{2}$ (Theorem 3.2.15 of Ash 1972). These arguments lead us to


We also have
$\left\{\theta_{k}\right\} \in \ell_{2} \xrightarrow{J^{-1}}\left(\sum_{k \geq 1} \theta_{k} \psi_{k}(v)\right) \in L_{2}(\mathcal{I}) \xrightarrow{A}\left(\int Z(u, v) \sum_{k \geq 1} \theta_{k} \psi_{k}(v) d v\right) \in L_{2}(\mathcal{I})$,
and

$$
\begin{align*}
\sum_{k \geq 1} \theta_{k} \int Z(u, v) \psi_{k}(v) d v \in L_{2}(\mathcal{I}) \xrightarrow{J} & \sum_{k \geq 1} \theta_{k} \iint Z(u, v) \psi_{k}(v) \psi_{j}(u) d u d v \\
& =\sum_{k \geq 1} \theta_{k} B_{j k}=\mu_{j} \tag{1.35}
\end{align*}
$$

where $B_{j k}=\iint Z(u, v) \psi_{k}(v) \psi_{j}(u) d u d v$. Thus,

$$
B=J \circ A \circ J^{-1} \text { and } B^{2}=J \circ A \circ J^{-1} \circ J \circ A \circ J^{-1}=J \circ A^{2} \circ J^{-1}
$$

In other words, we have $B^{2}: \ell_{2} \longrightarrow \ell_{2}$, where

$$
\begin{align*}
B^{2}\left(\left\{\theta_{k}\right\}\right) & =J \circ A^{2}\left(\sum_{k \geq 1} \theta_{k} \psi_{k}(v)\right)=J\left(\sum_{k \geq 1} \theta_{k} \int Z_{2}(w, v) \psi_{k}(v) d v\right) \\
& =\sum_{k \geq 1} \theta_{k} \iint Z_{2}(w, v) \psi_{k}(v) \psi_{j}(w) d v d w \\
& =\sum_{k \geq 1} \theta_{k} \iiint_{\mathcal{I}^{3}} Z(w, u) Z(u, v) \psi_{k}(v) \psi_{j}(w) d u d v d w . \tag{1.36}
\end{align*}
$$

Comparing $B_{j k}$ in (1.35) with (1.36), we can write $B_{j k}^{2}$ in analogy with $B_{j k}$ as follows:

$$
B_{j k}^{2}=\sum_{\ell \geq 1} b_{j \ell} b_{k \ell}=\iiint_{\mathcal{I}^{3}} Z(w, u) Z(u, v) \psi_{k}(v) \psi_{j}(w) d u d v d w
$$

Because the integral of the absolute value of the integrand is bounded by $\|Z\|_{\infty}^{2}|\mathcal{I}|^{2}$, $S_{3}$ converges.

It can be shown that the expected value of the term in $n^{-1 / 2}$ on the right-hand side of (1.12), is zero. It then follows from (1.11) and (1.12) that, for all $k \geq 1$, $a_{j k}=\delta_{j k}+O_{p}\left(n^{-1 / 2}\right)$ and $E\left(a_{j k}\right)=\delta_{j k}+O\left(n^{-1}\right)$, where $\delta_{j k}$ is the Kronecker delta (see Lemma 4.1). For a general discussion about the stochastic expansions and their properties see Chapter 2.

### 1.3 Weak Convergence Results

In this Section, we give asymptotic results for eigenvalues and eigenfunctions. In order to study asymptotic behavior of our estimators, we need first the asymptotic distribution of the bivariate random process $Z(u, v)$.

Lemma 1.2. If the random process $X(t)$ satisfies the following condition:

$$
\begin{align*}
& \text { for all } C>0 \text { and some } \epsilon>0 \\
& \sup _{t \in \mathcal{I}} E|X(t)|^{C}<\infty, \quad \sup _{s, t \in \mathcal{I}} E\left[\left\{|s-t|^{-\epsilon}|X(s)-X(t)|\right\}^{C}\right]<\infty, \tag{1.37}
\end{align*}
$$

then $Z(u, v)=n^{1 / 2}(\widehat{K}-K)(u, v) \rightarrow \zeta(u, v)$ in distribution, where $\zeta$ is a Gaussian process.

Proof of Lemma: We have

$$
\begin{align*}
Z(u, v) & =n^{1 / 2}(\widehat{K}-K)(u, v) \\
& =n^{1 / 2}\left[\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}(u) Y_{i}(v)-K(u, v)\right)-\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}\right] \\
& =n^{1 / 2}\left[\frac{1}{n} \sum_{i=1}^{n} W_{i}(u, v)-\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}\right], \tag{1.38}
\end{align*}
$$

where $\eta(u)=E\{X(u)\}, Y_{i}=X_{i}-\eta$ and $W_{i}(u, v)=Y_{i}(u) Y_{i}(v)-K(u, v)$. The first term on the right-hand side of (1.38) is the sample mean of the $n$ independent terms. Furthermore, by using the fact that $\bar{X}(v)-\eta(v)=O_{p}\left(n^{-1 / 2}\right)$ (Theorem
3.2.5 of Sen and Singer (1993) with tightness of $X(v)$ which is discussed later), we can write $Z(u, v)=Z_{n}(u, v)+O_{p}\left(n^{-1 / 2}\right)$, where $Z_{n}(u, v)=n^{-1 / 2} \sum_{i=1}^{n} W_{i}(u, v)$.

Theorem 1.3. Let $P_{n}$ and $P$ be probability measures on $\left(C_{[0,1]}, \mathcal{F}\right)$, where $C_{[0,1]}$ is the space of continuous functions on $[0,1]$ with the uniform metric $\rho(x, y)=$ $\sup _{t}|x(t)-y(t)|$, for each $x, y \in C_{[0,1]}$, and $\mathcal{F}$ is the $\sigma$-field constructed on $C_{[0,1]}$. If the finite-dimensional distributions of $P_{n}$ converge weakly to those of $P$, and if $\left\{P_{n}\right\}$ is tight, then $P_{n}$ converges weakly to $P$.

Proof: See Theorem 8.1 of Billingsley (1968).

Using the above theorem, if $X_{n}$ are random elements of $C_{[0,1]}$, then $\left\{X_{n}\right\}$ is tight if $\left\{P_{n}\right\}$ is tight, where $P_{n}$ is the distribution of $X_{n}$, as we identify the finitedimensional distribution of $X_{n}$ with those of $P_{n}$ in the above theorem. Therefore, Theorem 1.3 is equivalent to the following argument.

If the finite-dimensional distributions of $X_{n}$ converge weakly to those of $X$, and $\left\{X_{n}\right\}$ is tight, then $X_{n} \rightarrow X$ in distribution. Regarding the $k$ points $\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)$, for each point if $\int_{\mathcal{I}} E\left(X^{4}\right)<\infty$, then the classical Central Limit Theorem with the Slutsky Theorem (Theorem 3.3.1 and 3.4.2 of Sen and Singer 1993) implies that, for each $j=1, \cdots, k$,

$$
\begin{equation*}
Z_{n}\left(u_{j}, v_{j}\right)+o_{p}(1) \longrightarrow \zeta\left(u_{j}, v_{j}\right), \text { in distribution } \tag{1.39}
\end{equation*}
$$

where $\zeta\left(u_{j}, v_{j}\right)$ is the weak limit of $Z\left(u_{j}, v_{j}\right)$, for each $j=1, \cdots, k$. Now, for the $k$ points $\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)$ in $[0,1] \times[0,1]$, let $\Pi_{\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)}$ be the mapping that carries the point $h$ of $C_{[0,1] \times[0,1]}$ to the point $\left(h\left(u_{1}, v_{1}\right), \cdots, h\left(u_{k}, v_{k}\right)\right)$ of $R^{k}$. Since $\Pi_{\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)}$ is continuous, we have $\Pi_{\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)}\left(Z_{n}\right) \rightarrow \Pi_{\left(u_{1}, v_{1}\right), \cdots,\left(u_{k}, v_{k}\right)}(\zeta)$ in distribution (Corollary 1 of Theorem 5.1 of Billingsley, 1968), i.e.

$$
\begin{equation*}
\left(Z_{n}\left(u_{1}, v_{1}\right), \cdots, Z_{n}\left(u_{k}, v_{k}\right)\right) \rightarrow\left(\zeta\left(u_{1}, v_{1}\right), \cdots, \zeta\left(u_{k}, v_{k}\right)\right) \text {, in distribution. } \tag{1.40}
\end{equation*}
$$

(in particular, (1.40) follows via the Cramér-Wold device.)
Theorem 1.4. The sequence $\left\{X_{n}\right\}$ is tight if it satisfies these two conditions:
(i) The sequence $\left\{X_{n}(0)\right\}$ is tight.
(ii) There exist constants $\gamma \geq 0$ and $\alpha>1$ and a nondecreasing, continuous function $F$ on $[0,1]$ such that

$$
\begin{equation*}
P\left\{\left|X_{n}\left(t_{2}\right)-X_{n}\left(t_{1}\right)\right| \geq \lambda\right\} \leq \frac{1}{\lambda^{\gamma}}\left|F\left(t_{2}\right)-F\left(t_{1}\right)\right|^{\alpha}, \tag{1.41}
\end{equation*}
$$

holds for all $t_{1}, t_{2}$ and $n$ and all positive $\lambda$.

Proof: See Theorem 12.3 of Billingsley (1968).

We how that the moment condition

$$
\begin{equation*}
E\left\{\left|X_{n}\left(t_{2}\right)-X_{n}\left(t_{1}\right)\right|^{\gamma}\right\} \leq\left|F\left(t_{2}\right)-F\left(t_{1}\right)\right|^{\alpha}, \tag{1.42}
\end{equation*}
$$

implies (1.41). Furthermore, we can immediately obtain tightness of $\left\{X_{n}\right\}$ from condition (1.37), (1.42) and Theorem 1.4. Also, for some $\gamma=2 k$, where $k \geq 1$ is an integer, using Rosenthal's inequality (Hall and Heyde 1980, p. 23) for fixed $u, v, s, t \in[0,1]$ results in

$$
\begin{align*}
E\left[\mid n^{-1 / 2}\right. & \left.\sum_{i=1}^{n} W_{i}(u, v)-\left.n^{-1 / 2} \sum_{i=1}^{n} W_{i}(s, t)\right|^{\gamma}\right]=n^{-k} E\left|\sum_{i=1}^{n}\left\{W_{i}(u, v)-W_{i}(s, t)\right\}\right|^{2 k} \\
& \leq C_{1 \gamma} n^{-k}\left\{\sum_{i=1}^{n} E\left|W_{i}(u, v)-W_{i}(s, t)\right|^{2 k}+\left(\sum_{i=1}^{n} E\left|W_{i}(u, v)-W_{i}(s, t)\right|^{2}\right)^{k}\right\} \\
& \leq C_{2 \gamma} E|W(u, v)-W(s, t)|^{\gamma} \tag{1.43}
\end{align*}
$$

and

$$
\begin{align*}
E \mid W(u, v) & -\left.W(s, t)\right|^{\gamma}=E|\{Y(u) Y(v)-Y(s) Y(t)\}-\{K(u, v)-K(s, t)\}|^{\gamma} \\
& \leq C_{3 \gamma}\left(E|Y(u) Y(v)-Y(s) Y(t)|^{\gamma}+E|Y(u) Y(v)-Y(s) Y(t)|^{\gamma}\right) \\
& \leq C_{4 \gamma} E|Y(u) Y(v)-Y(s) Y(t)|^{\gamma} \tag{1.44}
\end{align*}
$$

where $C_{1 \gamma}, C_{2 \gamma}, C_{3 \gamma}$ and $C_{4 \gamma}$ are constants depending only on $\gamma$, and $W$ and $Y$ denote a generic $W_{i}$ and $Y_{i}$, respectively. Also,

$$
\begin{gather*}
E\left[|Y(u) Y(v)-Y(s) Y(t)|^{\gamma}\right]=E\left[\mid Y(u)(Y(v)-Y(t))+Y(t)\left(Y(u)-\left.Y(s)\right|^{\gamma}\right]\right. \\
\leq C_{\gamma}\left\{E\left[|Y(u)|^{\gamma}|Y(v)-Y(t)|^{\gamma}\right]+E\left[|Y(t)|^{\gamma}|Y(u)-Y(s)|^{\gamma}\right]\right\} \\
\leq C_{\gamma}\left\{\left(E\left[|Y(u)|^{2 \gamma}\right]\right)^{1 / 2}\left(E\left[|Y(v)-Y(t)|^{2 \gamma}\right]\right)^{1 / 2}\right. \\
 \tag{1.45}\\
\left.\quad+\left(E\left[|Y(t)|^{2 \gamma}\right]\right)^{1 / 2}\left(E\left[|Y(u)-Y(s)|^{2 \gamma}\right]\right)^{1 / 2}\right\}
\end{gather*}
$$

where $C_{\gamma}$ is a constant depending only on $\gamma$. If condition (1.37) holds, then (1.43)-(1.45) imply that for each two points $(u, v),(s, t) \in[0,1] \times[0,1]$,

$$
\begin{equation*}
E\left[\left|n^{-1 / 2} \sum_{i=1}^{n} W_{i}(u, v)-n^{-1 / 2} \sum_{i=1}^{n} W_{i}(s, t)\right|^{\gamma}\right] \leq C_{\gamma}\left\{|v-t|^{\alpha}+|u-s|^{\alpha}\right\} \tag{1.46}
\end{equation*}
$$

where $\gamma$ can be chosen such that $\alpha=\epsilon \gamma>2$. Hence, using Markov's inequality, for each $\lambda>0$, each two points $(u, v),(s, t) \in \mathcal{I} \times \mathcal{I}$ and all $n$ we have

$$
\begin{equation*}
P_{n}\left(\left|n^{-1 / 2} \sum_{i=1}^{n} W_{i}(u, v)-n^{-1 / 2} \sum_{i=1}^{n} W_{i}(s, t)\right|>\lambda\right) \leq C_{\gamma} \lambda^{-\gamma}\left\{|v-t|^{\alpha}+|u-s|^{\alpha}\right\} . \tag{1.47}
\end{equation*}
$$

The proof of the above theorem, given by Billingsley (1968), with condition
(1.47) instead of (1.41) may be followed to show that $n^{-1 / 2} \sum_{i=1}^{n} W_{i}(u, v)$ is tight. To appreciate why, fix $n, \delta, j$ and $k$, then for a positive integer $m$ consider the random variables
$\kappa_{\ell}=n^{-1 / 2} \sum_{i=1}^{n}\left(W_{i}\left(j \delta+\frac{\ell}{m} \delta, k \delta+\frac{\ell}{m} \delta\right)-W_{i}\left(j \delta+\frac{(\ell-1)}{m} \delta, k \delta+\frac{(\ell-1)}{m} \delta\right)\right)$,
for $\ell=1, \cdots, m$. The random variables $\kappa_{\ell}$ with $S_{k}=\sum_{\ell=1}^{k} \kappa_{\ell}$ satisfy

$$
\begin{aligned}
S_{s}-S_{r} & =\sum_{r<\ell \leq s} \kappa_{\ell} \\
& =n^{-1 / 2} \sum_{i=1}^{n}\left(W_{i}\left(j \delta+\frac{s}{m} \delta, k \delta+\frac{s}{m} \delta\right)-W_{i}\left(j \delta+\frac{r}{m} \delta, k \delta+\frac{r}{m} \delta\right)\right) .
\end{aligned}
$$

So, for $0 \leq r \leq s \leq m$ and $\lambda>0$ we have

$$
\begin{aligned}
P\left(\left|S_{s}-S_{r}\right| \geq \lambda\right) & =P\left(\left|\sum_{r<\ell \leq s} \kappa_{\ell}\right| \geq \lambda\right) \\
& \leq C_{\gamma} \lambda^{-\gamma}\left[\left(\frac{(s-r) \delta}{m}\right)^{\alpha}+\left(\frac{(s-r) \delta}{m}\right)^{a}\right] \\
& \leq C_{\gamma} \lambda^{-\gamma}\left[\left(\sum_{r<\ell \leq s} \delta m^{-1}\right)^{\alpha}+\left(\sum_{r<\ell \leq s} \delta m^{-1}\right)^{\alpha}\right] \\
& \leq C_{\gamma} \lambda^{-\gamma} \delta^{\alpha},
\end{aligned}
$$

where we have used (1.47) to obtain the first inequality above. By using Theorem 12.2 of Billingsley (1968), we have

$$
P\left(\max _{0 \leq \ell \leq m}\left|n^{-1 / 2} \sum_{i=1}^{n}\left(W_{i}\left(j \delta+\frac{\ell}{m} \delta, k \delta+\frac{\ell}{m} \delta\right)-W_{i}(j \delta, k \delta)\right)\right|>\epsilon\right) \leq \frac{B}{\epsilon^{\gamma}} \delta^{\alpha},
$$

where $B$ depends on $\gamma$ and $\alpha\left(B=B_{\gamma, \alpha}\right)$. Since the $W_{i}$ for each $1 \leq i \leq n$ are
continuous functions, if $m \rightarrow \infty$ we have

$$
\begin{equation*}
P\left(\sup _{\|(u, v)-(j \delta, k \delta)\|_{E}<\delta}\left|n^{-1 / 2} \sum_{i=1}^{n}\left(W_{i}(u, v)-W_{i}(j \delta, k \delta)\right)\right|>\epsilon\right) \leq \frac{B}{\epsilon^{\gamma}} \delta^{\alpha} \tag{1.48}
\end{equation*}
$$

where $\|\cdot\|_{E}$ denotes the Euclidian norm in $R^{2}$. If $\delta^{-1}$ is integer, the above inequality leads to

$$
\begin{equation*}
\sum_{j<\delta^{-1}} \sum_{k<\delta^{-1}} P\left(\sup _{\|(u, v)-(j \delta, k \delta)\|_{E}<\delta}\left|n^{-1 / 2} \sum_{i=1}^{n}\left(W_{i}(u, v)-W_{i}(j \delta, k \delta)\right)\right|>\epsilon\right) \leq \frac{B}{\epsilon^{\gamma}} \delta^{\alpha-2} \tag{1.49}
\end{equation*}
$$

Define the modulus of continuity of an element $x$ of $C_{[0,1] \times[0,1]}$ by

$$
w_{x}^{(2)}(\delta)=\sup _{\|(u, v)-(s, t)\|_{E}<\delta}|x(u, v)-x(s, t)|
$$

where $0<\delta \leq 1$. Let

$$
A_{s, t}=\left\{n^{-1 / 2} \sum_{i=1}^{n} W_{i}: \sup _{\|(u, v)-(s, t)\|_{E}<\delta}\left|n^{-1 / 2} \sum_{i=1}^{n}\left(W_{i}(u, v)-W_{i}(s, t)\right)\right| \geq \epsilon\right\}
$$

If we want to lie $(u, v)$ and $(s, t)$ each in rectangles of the form $[j \delta,(j+1) \delta] \times$ $[k \delta,(k+1) \delta]$, then if $\|(u, v)-(s, t)\|_{E}<\delta$, these rectangles either coincide or abut. Therefore,

$$
\begin{aligned}
P\left(n^{-1 / 2} \sum_{i=1}^{n} W_{i}: w_{n^{-1 / 2} \sum_{i=1}^{n} W_{i}}^{(2)}(\delta) \geq 3 \epsilon\right) & \leq P\left(\cup_{j, k<\delta-1} A_{j \delta, k \delta}\right) \\
& \leq \sum_{k<\delta^{-1}} \sum_{j<\delta^{-1}} P\left(A_{j \delta, k \delta}\right) \leq \frac{B}{\epsilon^{\gamma}} \delta^{\alpha-2}
\end{aligned}
$$

where we have used (1.49) to obtain the last inequality above. Because we can choose $\gamma$ such that $\alpha=\epsilon \gamma>2$, we may take $\delta$ as the reciprocal of a large integer, and in this way make $\left(B / \epsilon^{\gamma}\right) \delta^{\alpha-2}$ very small. Moreover, for all $\alpha>0$
and adequate choice of $\delta$ we have

$$
\begin{aligned}
P\left(\left|n^{-1 / 2} \sum_{i=1}^{n} W_{i}(0,0)\right| \geq \alpha\right) & \leq \alpha^{-\delta} E\left[\left|n^{-1 / 2} \sum_{i=1}^{n} W_{i}(0,0)\right|^{\delta}\right] \\
& \leq C_{1 \delta} \alpha^{-\delta}\left\{E|Y(0) Y(0)|^{\delta}+|K(0,0)|\right\}^{\delta} \\
& \leq C_{2 \delta} \alpha^{-\delta}\left\{E|Y(0) \times Y(0)|^{\delta}+E|Y(0) \times Y(0)|^{\delta}\right\} \\
& \leq C_{3 \delta} \alpha^{-\delta}\left\{E|Y(0)|^{2 \delta}\right\}^{1 / 2} \times\left\{E|Y(0)|^{2 \delta}\right\}^{1 / 2} \\
& \leq C_{4 \delta} \alpha^{-\delta}
\end{aligned}
$$

where $C_{1 \delta}, C_{2 \delta}, C_{3 \delta}, C_{4 \delta}$ are constants depending only on $\delta$, and we have used condition (1.37) to obtain the last inequality above. Thus,

$$
\begin{equation*}
Z(u, v) \longrightarrow \zeta(u, v) \text {, in distribution. } \tag{1.50}
\end{equation*}
$$

The weak limit of $Z, \zeta$. is a bivariate Gaussian process with mean zero and the covariance function

$$
\begin{aligned}
C(u, v, s, t) & =\operatorname{cov}\{\zeta(u, v), \zeta(s, t)\}=\operatorname{cov}\{W(u, v), W(s, t)\} \\
& =E\{Y(u) Y(v) Y(s) Y(t)\}-K(u, v) K(s, t),
\end{aligned}
$$

where $W$ and $Y$ denote a generic $W_{i}$ and $Y_{i}$, respectively. Using the KarhunenLoève expansion $X(u)-\eta(u)=\sum_{j=1}^{\infty} \xi_{j} \psi_{j}(u)$, where $\xi_{j}=\int_{\mathcal{I}}(X-\eta) \psi_{j}$, we have:

$$
\begin{align*}
C(u, v, s, t)=\sum_{j_{1}=1}^{\infty} \ldots & \sum_{j_{4}=1}^{\infty} E\left(\xi_{j_{1}} \ldots \xi_{j_{4}}\right) \psi_{j_{1}}(u) \psi_{j_{2}}(v) \psi_{j_{3}}(s) \psi_{j_{4}}(t) \\
& -\sum_{j_{1}=1}^{\infty} \sum_{j_{2}=1}^{\infty} \theta_{j_{1}} \theta_{j_{2}} \psi_{j_{1}}(u) \psi_{j_{1}}(v) \psi_{j_{2}}(s) \psi_{j_{2}}(t), \tag{1.51}
\end{align*}
$$

where we have used the fact that $E\left(\xi_{j_{k}}^{2}\right)=\theta_{j_{k}}$. If the absence of correlation among the $\xi_{j}$ 's is replaced by independence, only for the purpose of calculating the expected values of products of four of the variables $\xi_{j}$, then the first series on the right-hand side of (1.51) can be written as

$$
\begin{aligned}
& \sum_{j_{1}=1}^{\infty} \ldots \sum_{j_{4}=1}^{\infty} E\left(\xi_{j_{1}} \ldots \xi_{j_{4}}\right) \psi_{j_{1}}(u) \psi_{j_{2}}(v) \psi_{j_{3}}(s) \psi_{j_{4}}(t)= \\
& \quad \sum_{j=1} E\left(\xi_{j}^{4}\right) \psi_{j}(u) \psi_{j}(v) \psi_{j}(s) \psi_{j}(t) \\
& \quad+\sum_{j_{1} \neq j_{2}} \sum_{j_{1}} \theta_{j_{2}}\left\{\psi_{j_{1}}(u) \psi_{j_{1}}(v) \psi_{j_{2}}(s) \psi_{j_{2}}(t)\right. \\
& \left.\quad+\psi_{j_{1}}(u) \psi_{j_{1}}(s) \psi_{j_{2}}(v) \psi_{j_{2}}(t)+\psi_{j_{1}}(u) \psi_{j_{1}}(t) \psi_{j_{2}}(s) \psi_{j_{2}}(v)\right\}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
C(u, v, s, t) & =\sum_{j=1}^{\infty}\left\{E\left(\xi_{j}^{4}\right)-\theta_{j}^{2}\right\} \psi_{j}(u) \psi_{j}(v) \psi_{j}(s) \psi_{j}(t) \\
& +\sum_{j_{1} \neq j_{2}} \sum_{j_{1}} \theta_{j_{2}}\left\{\psi_{j_{1}}(u) \psi_{j_{1}}(s) \psi_{j_{2}}(v) \psi_{j_{2}}(t)+\psi_{j_{1}}(u) \psi_{j_{1}}(t) \psi_{j_{2}}(s) \psi_{j_{2}}(v)\right\} . \tag{1.52}
\end{align*}
$$

Under the assumption that random processes $X$ is a Gaussian processes, (i.e. the variables $\xi_{j}$ are independent and jointly normally distributed, rather than merely uncorrelated, and with zero kurtosis), $E\left(\xi_{j}^{4}\right)=3 \theta_{j}^{2}$. In this situation, the asymptotic covariance function is simplified as follows:

$$
\begin{gather*}
C(u, v, s, t)=\sum_{j_{1} \neq j_{2}} \sum_{j_{1}} \theta_{j_{2}}\left\{\psi_{j_{1}}(u) \psi_{j_{2}}(v) \psi_{j_{1}}(s) \psi_{j_{2}}(t)+\psi_{j_{1}}(u) \psi_{j_{2}}(v) \psi_{j_{2}}(s) \psi_{j_{1}}(t)\right\} \\
+2 \sum_{j=1}^{\infty} \theta_{j}^{2} \psi_{j}(u) \psi_{j}(v) \psi_{j}(s) \psi_{j}(t) \tag{1.53}
\end{gather*}
$$

### 1.3.1 Asymptotic Distribution of Eigenvalues and Eigenfunctions

It should be mentioned that accounts of asymptotic normality of eigenfunctions, eigenvectors and their projections have been given by Dauxois et al. (1982) and Bosq (2000). In connection with the results discussed above, using the expansion (1.32) and (1.33), the following shorter expansions can be derived:

$$
\begin{align*}
n^{1 / 2}\left(\widehat{\psi}_{j}(t)-\psi_{j}(t)\right) & =\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k}(t) \int Z \psi_{j} \psi_{k}+o_{p}(1)  \tag{1.54}\\
n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) & =\int Z \psi_{j} \psi_{j}+o_{p}(1) \tag{1.55}
\end{align*}
$$

Similarly, it can be seen from equation (1.32) that:

$$
\begin{align*}
n\left\|\hat{\psi}_{j}-\psi_{j}\right\|^{2} & -n \sum_{k=1}^{\infty}\left(u_{j k}-\delta_{j k}\right)^{2} \\
& =\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left(\int Z \psi_{j} \psi_{k}\right)^{2}+o_{p}(1) \tag{1.56}
\end{align*}
$$

Results (1.54)-(1.56) lead directly to limit theorems for $\widehat{\psi}_{j}$ and $\hat{\theta}_{j}$, as follows.

Let $P_{j}=\psi_{j} \otimes \psi_{j}$ and $Q_{j}=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \otimes \psi_{k}$. Define the operator $\Phi_{j}$ such that it maps $Z \in F$ to $Q_{j} Z P_{j} \in F$, where $F$, the space of all HilbertSchmidt operators on $E$ with the inner product $\langle., .\rangle_{F}$ introduced in (1.4), and the Borel field $\mathcal{B}_{F}$. The operator $\Phi_{j}$ is linear and continuous. So, (1.50) implies that $\Phi_{j}(Z) \rightarrow \Phi_{j}(\zeta)$ in distribution (Theorem 5.5 of Billingsley (1968)). In regard to the latter result, if the $\psi_{j}$ 's are continuous (for each $j \geq 1, \psi_{j} \in C_{[0,1]}$ ), then (1.54) entails that the random function $n^{1 / 2}\left(\widehat{\psi}_{j}(t)-\psi_{j}(t)\right)$ converges weakly to
a Gaussian process, $\Psi_{j}(t)$ say, precisely;
$n^{1 / 2}\left(\widehat{\psi}_{j}(t)-\psi_{j}(t)\right) \longrightarrow \Psi_{j}(t)=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k}(t) \int \zeta \psi_{j} \psi_{k}, \quad$ in distribution,
where the non-stationary Gaussian process $\Psi_{j}(t)$ has zero mean and covariance function

$$
\begin{aligned}
\tau_{j}(u, v)=\sum_{k 1: k 1 \neq j} & \sum_{k 2: k 2 \neq j}\left(\theta_{j}-\theta_{k 1}\right)^{-1}\left(\theta_{j}-\theta_{k 2}\right)^{-1} \psi_{k 1}(u) \psi_{k 2}(v) \\
& \times \int C(u, v, s, t) \psi_{j}(u) \psi_{k 1}(v) \psi_{j}(s) \psi_{k 2}(t) d u d v d s d t
\end{aligned}
$$

where $C(u, v, s, t)$ was introduced in (1.51). After some algebraic calculations, under the assumption of independence the above formula is simplified to

$$
\tau_{j}(u, v)=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \theta_{j} \theta_{k} \psi_{k}(u) \psi_{k}(v)
$$

In particular, the asymptotic variance of $n^{1 / 2} \widehat{\psi}_{j}(t)$ equals

$$
\begin{equation*}
\sigma_{j}(t)^{2}=\tau_{j}(t, t)=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \theta_{j} \theta_{k} \psi_{k}(t)^{2} \tag{1.58}
\end{equation*}
$$

Result (1.57) can be extended to a $p$-tuple of the $\widehat{\psi}_{j}$. The p-tuple $n^{1 / 2}\left(\widehat{\psi}_{j}(t)-\right.$ $\left.\psi_{j}(t)\right)$ for $1 \leq j \leq p$ converge jointly and weakly to the non-stationary Gaussian process $\Psi_{1}, \cdots, \Psi_{p}$. In particular, for $j_{1}, j_{2} \geq 1$, the two random functions $n^{1 / 2}\left(\widehat{\psi}_{j_{1}}(t)-\psi_{j_{1}}(t)\right)$ and $n^{1 / 2}\left(\widehat{\psi}_{j_{2}}(t)-\psi_{j_{2}}(t)\right)$ have the asymptotic covariance
function

$$
\begin{aligned}
\tau_{j_{1}, j_{2}}(u, v)= & \delta_{j_{1}, j_{2}} \sum_{k: k \neq j_{1}}\left(\theta_{j_{1}}-\theta_{k}\right)^{-2} \theta_{j_{1}} \theta_{k} \psi_{k}(u) \psi_{k}(v) \\
& +\left(\delta_{j_{1}, j_{2}}-1\right)\left(\theta_{j_{2}}-\theta_{j_{1}}\right)^{-2} \theta_{j_{1}} \theta_{j_{2}} \psi_{j_{2}}(u) \psi_{j_{1}}(v),
\end{aligned}
$$

where $\delta_{j_{1}, j_{2}}$ denotes the Kronecker delta. The covariance function shows that for $j_{1} \neq j_{2}$, the two elements $n^{-1 / 2}\left(\widehat{\psi}_{j_{1}}(t)-\psi_{j_{1}}(t)\right)$ and $n^{-1 / 2}\left(\widehat{\psi}_{j_{2}}(t)-\psi_{j_{2}}(t)\right)$ are not asymptotically independent.

Moreover, in connection to (1.56) we have, by (1.50),

$$
\begin{equation*}
n^{1 / 2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \rightarrow U_{j}, \quad \text { in distribution } \tag{1.59}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{j}^{2}=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} N_{j k}^{2} \tag{1.60}
\end{equation*}
$$

and the random variables $N_{j k}=\int \zeta \psi_{j} \psi_{k}$ are jointly normally distributed with zero mean. If the random function $X$ is a Gaussian process then $N_{j 1}, N_{j 2}, \ldots$ are independent as well as normally distributed. Note that, since $\int_{\mathcal{I}} E\left(X^{1}\right)<\infty$,

$$
\begin{align*}
\sum_{k=1}^{\infty} E\left(N_{j k}^{2}\right) & =E\left(\sum_{k=1}^{\infty} N_{j k}^{2}\right)=E\left\{\int_{\mathcal{I}}\left[\int_{\mathcal{I}} \zeta(u, v) \psi_{j}(v) d v\right]^{2} d u\right\} \\
& =\int_{\mathcal{I}} E\left\{\int_{\mathcal{I}} \zeta(u, v) \psi_{j}(v) d v\right\}^{2} d u \leq \iint_{\mathcal{I}^{2}} E\left(\zeta^{2}\right) \\
& =\iint_{\mathcal{I}^{2}} E\left(W^{2}\right)=\int_{\mathcal{I}} \int_{\mathcal{I}}\left\{E\left[X(u)^{2} X(v)^{2}\right]-K(u, v)^{2}\right\} d u d v \\
& \leq \int_{I} \int_{I} E\left[X(u)^{2} X(v)^{2}\right] d u d v=E\left(\int_{I} X^{2}\right)^{2} \leq \int_{\mathcal{I}} E\left(X^{4}\right)<\infty \tag{1.61}
\end{align*}
$$

from which it follows that the series defining $U_{j}^{2}$ is finite provided the eigenvalue
$\theta_{j}$ is not repeated. Observe too that (1.55) implies

$$
\begin{equation*}
n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \longrightarrow N_{j j}, \quad \text { in distribution, } \tag{1.62}
\end{equation*}
$$

where $N_{j j}$ is normally distributed with mean zero and variance

$$
\begin{equation*}
\gamma_{j}^{2}=\operatorname{Var}\left(\int W \psi_{j} \psi_{j}\right)=E\left(\xi_{j}^{4}\right)-\theta_{j}^{2} \tag{1.63}
\end{equation*}
$$

An extension of the result (1.62) is available for any $p$-tuple of the $\hat{\theta}_{j}$. The $p$-tuple $n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right)$ for $1 \leq j \leq p$ converge jointly to a $p$-variate Normal distribution. In particular, for $j_{1}, j_{2} \geq 1$, the two random quantities $n^{1 / 2}\left(\hat{\theta}_{j_{1}}-\theta_{j_{1}}\right)$ and $n^{1 / 2}\left(\hat{\theta}_{j_{2}}-\theta_{j_{2}}\right)$ are asymptotically distributed as a two-variate Normal distribution with the covariance

$$
\gamma_{j_{1}, j_{2}}=E\left(\xi_{j_{1}}^{2} \xi_{j_{2}}^{2}\right)-\theta_{j_{1}} \theta_{j_{2}} .
$$

Comparing result (1.62) with formula (1.60) for the limiting distribution of $n^{1 / 2}\left\|\widehat{\psi_{j}}-\psi_{j}\right\|$, we see that spacings among the eigenvalues $\theta_{k}$ impact immediately on properties of $\widehat{\psi}_{j}$, through first-order terms in its limiting distribution; but impact on $\hat{\theta}_{j}$ only through second-order terms. Note also (1.33), where it is clear that eigenvalue spacings affect only the term in $n^{-1}$, not that in $n^{-1 / 2}$.

### 1.4 Inequalities

Explicit bounds on $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|$ in terms of spacings, and a spacings-free bound for $\left|\hat{\theta}_{j}-\theta_{j}\right|$, can be obtained from Theorem 1.5 below. Define $\widehat{\Delta}=\left(\int|\widehat{K}-K|^{2}\right)^{1 / 2}$,

$$
\begin{array}{ll}
\delta_{j}=\min _{1 \leq k \leq j}\left(\theta_{k}-\theta_{k+1}\right), & J=\inf \left\{j \geq 1: \theta_{j}-\theta_{j+1} \leq 2 \widehat{\Delta}\right\}, \\
\hat{\delta}_{j}=\min _{1 \leq k \leq j}\left(\hat{\theta}_{k}-\hat{\theta}_{k+1}\right), & \hat{J}=\inf \left\{j \geq 1: \hat{\theta}_{j}-\hat{\theta}_{j+1} \leq 2 \widehat{\Delta}\right\} . \tag{1.64}
\end{array}
$$

Theorem 1.5. (a) With probability $1, \sup _{j \geq 1}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \widehat{\Delta}$ and for all $1 \leq j \leq J-1$

$$
\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \leq 2^{1 / 2}\left[1-\left\{1-4\left(\widehat{\Delta} / \delta_{j}\right)^{2}\right\}^{1 / 2}\right]^{1 / 2} \leq 8^{1 / 2} \widehat{\Delta} / \delta_{j}
$$

(b) This result continues to hold if $\left(J, \delta_{j}\right)$ is replaced by ( $\widehat{J}, \hat{\delta}_{j}$ ) throughout.

Proof: The theorem follows from Bhatia et al. (1983). Let $\theta_{j 1} \geq \theta_{j 2} \geq \cdots \geq 0$ denote the eigenvalues of the self-adjoint, semi-positive definite Hilbert-Schmidt operator $K_{j}(j=1,2)$ on $L_{2}(\mathcal{I})$, and $\psi_{11}, \psi_{12}, \psi_{13}, \cdots$ and $\psi_{21}, \psi_{22}, \psi_{23}, \cdots$ be the sequence of respective orthonormal eigenfunctions $K_{1}$ and $K_{2}$. Sections 4-6 of Bhatia et al. (1983) show that

$$
\begin{equation*}
\text { if }\left\|K_{1}-K_{2}\right\| \leq \epsilon \text {, then }\left|\theta_{1 \ell}-\theta_{2 \ell}\right| \leq \epsilon, \text { for each } \ell \geq 1 \tag{1.65}
\end{equation*}
$$

 multiplicities included, are no further apart than $\epsilon$. Furthermore, Theorem 6.1 of Bhatia et al. (1983) implies that if $\left\|K_{1}-K_{2}\right\| \leq \epsilon \leq \frac{1}{2} \delta_{j}$ then, for $1 \leq \ell \leq j$, $\frac{1}{2} \delta_{j}\left\|\psi_{1 \ell}-\bar{\psi}_{1 \ell}\right\|^{2} \leq \epsilon$, where $\delta_{j}=\inf _{\ell \leq j}\left(\theta_{1 \ell}-\theta_{1, \ell+1}\right)$ and $\bar{\psi}_{1 \ell}=\psi_{2 \ell} \int \psi_{1 \ell} \psi_{2 \ell}$ denotes the projection of $\psi_{1 \ell}$ onto $\psi_{2 \ell}$. Hence, if $\left\|K_{1}-K_{2}\right\| \leq \epsilon \leq \frac{1}{2} \delta_{j}$, then, for $1 \leq \ell \leq j$,

$$
\begin{align*}
\left\|\psi_{1 \ell}-\psi_{1 \ell}\right\|^{2} & =2\left\{1-\left(1-\left\|\psi_{1 \ell}-\bar{\psi}_{1 \ell}\right\|^{2}\right)^{1 / 2}\right\} \\
& \leq 2\left[1-\left\{1-4\left(\epsilon / \delta_{j}\right)^{2}\right\}^{1 / 2}\right] \leq 8 \epsilon^{2} / \delta_{j}^{2} \tag{1.66}
\end{align*}
$$

Parts (a) and (b) of Theorem 1.5 follow on taking $\epsilon=\widehat{\Delta}$ and letting $\left(K_{1}, K_{2}\right)=$ $(K, \widehat{K})$ and $(\widehat{K}, K)$, respectively. The only assumptions needed for the theorem are that $X_{1}, \ldots, X_{n}$ are square-integrable random functions. Theorem 1.5 can
also be obtained from Bosq (2000, Lemma 4.2, and Lemma 4.3).
The inequalities are potentially attractive, because they can be used as the basis for simultaneous confidence regions, and for bootstrap confidence procedures. These methods can be justified, and in particular can be shown to have appropriate degrees of accuracy, by using the stochastic expansions mentioned earlier. See Chapter 3.

Numerical experiments show that regions based on the simultaneous bound for $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|$ are too conservative to be of much practical benefit. However, the simultaneous bound for $\left|\hat{\theta}_{j}-\theta_{j}\right|$ can give useful results. See Chapter 5 .

## Chapter 2

## Mathematical Properties of

## Stochastic Expansions

### 2.1 Introduction

The stochastic expansions for eigenvalues and eigenfunctions given in Chapter 1 are of intrinsic interest. They can be used as the foundation for theory in a particularly wide range of settings, for example bootstrap methods for confidence intervals for eigenvalues and eigenfunctions. However, in order to develop informative theory about the performance of such methodologies, we need a concise account of the accuracy to which $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$ approximate $\theta_{j}$ and $\psi_{j}$, respectively. That account can be easily provided using properties of the expansions. Moreover, the problem of determining estimator accuracy, uniformly over many components, prompts consideration of explicit uniform bounds that are obtainable via the mathematical theory of infinite-dimensional operators.

In Section 2.2, we first state the basic theorem about the properties of the stochastic expansions. We introduce the notations used in this Chapter, and also give the two auxiliary Theorems 2.2 and 2.3 in Section 2.3. Section 2.4 provides bounds in both Sup and Hilbert-Schmidt metrics for $\widehat{K}-K$. In Section 2.5, we exploit the auxiliary results, discussed in Section 2.3, for empirical approximations. After that, we give approximations to $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$ in Sections 2.6 and 2.7, respectively. In the latter Section, we obtain bounds in both Sup and $L_{2}$ metrics.

### 2.2 The Basic Theorem

Take $I$ to be the unit interval. Put $A=X-E(X)$ and assume that
(a.) for all $C>0$ and some $\epsilon>0$,

$$
\begin{equation*}
\sup _{t \in \mathcal{I}} E|X(t)|^{C}<\infty, \quad \sup _{s, t \in \mathcal{I}} E\left[\left\{|s-t|^{-\epsilon}|X(s)-X(t)|\right\}^{C}\right]<\infty ; \tag{2.1}
\end{equation*}
$$

(b) for each integer $r \geq 1, \theta_{j}^{-r} E\left(\int_{\mathcal{I}} A \psi_{j}\right)^{2 r}$ is bounded uniformly in $j$.

For example, (2.1) holds for Gaussian processes with Hölder-continuous sample paths. If $X$ is a Gaussian process, then the variables $\xi_{j}$ in $X-E(X)=\sum_{j=1}^{\infty} \xi_{j} \psi_{j}$ are independent and jointly normally distributed. Therefore, $\xi_{j}^{2} / \theta_{j}$ has a Chisquared distribution with one degree of freedom, and $E\left(\int_{I} A \psi_{j}\right)^{2 r}=E\left(\xi_{j}^{2 r}\right) \leq$ $C_{r} \theta_{j}^{r}$, where the constant $C_{r}$, only depends on $r$. Generally, if $\xi_{j} /\left(E \xi_{j}^{2}\right)^{1 / 2}$ has the distribution of $\xi$, for each $j$, then part (b) of (2.1) holds whenever $E\left(\xi_{j}^{2 r}\right)<\infty$.

Recall that the eigenvalues of the covariance operator $K$ are ordered so that $\theta_{1} \geq \theta_{2} \geq \ldots \geq 0$. Define $\|\widehat{K}-K\|^{2}=\int(\widehat{K}-K)^{2}$, and put $\rho_{j}=\min _{k \neq j}\left|\theta_{j}-\theta_{k}\right|$, $s_{j}=\sup _{u}\left|\psi_{j}(u)\right|$ and $\zeta_{j}=\inf _{k \geq j}\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}$.

Results (1.11), (1.12), (1.32) and (1.33) are straightforward corollaries of the following theorem.

Theorem 2.1. If (2.1) holds, then for each $j$ for which

$$
\begin{equation*}
\|\widehat{K}-K\| \leq \frac{1}{2} \min \left(\theta_{j}-\theta_{j+1}, \theta_{j-1}-\theta_{j}\right) \tag{2.2}
\end{equation*}
$$

the absolute values of the " $O_{p}\left(n^{-3 / 2}\right)$ " remainders on the right-hand sides of (1.32) and (1.33) are each bounded above by $n^{-3 / 2} U_{n j}\left(1-\zeta_{j}\right)^{-1 / 2} \rho_{j}^{-3} \theta_{j}^{-1 / 2} s_{j}$, where the random variables $U_{n j}$ satisfy $\sup _{n, j \geq 1} E\left(U_{n j}^{C}\right)<\infty$ for each $C>0$. In the case of (1.32), this bound is also valid uniformly in $t$. Moreover, the " $O_{p}\left(n^{-3 / 2}\right)$ " remainders on the right-hand sides of (1.33) are bounded above in the $L_{2}$ metric by $n^{-3 / 2} U_{n j} \rho_{j}^{-3}$, where the $U_{n j}$ have the same properties as before.

We may paraphrase (2.2) by saying that that condition holds for all $j$ for which the distance of $\theta_{j}$ to the nearest other eigenvalue does not fall below $2\|\widehat{K}-K\|$, which in turn equals $O_{p}\left(n^{-1 / 2}\right)$. Moreover, using Markov's inequality for each $\epsilon, C>0$ we have

$$
P\left(U_{n j}>j^{\epsilon}\right) \leq j^{-C \epsilon} E\left|U_{n j}\right|^{C}
$$

Then, using the Borel-Cantelli Lemma for appropriate values of $C$ and $\epsilon$ implies that $j^{-\epsilon} U_{n j}=O(1)$, with probability one. Therefore, the bounds given in Theorem 2.1 imply that the " $O_{p}\left(n^{-3 / 2}\right)$ " remainders in (1.32) and (1.33) equal $O_{p}\left\{n^{-(3 / 2)} j^{\epsilon}\left(1-\xi_{j}\right)^{-1 / 2} \rho_{j}^{-3} \theta_{j}^{-1 / 2} s_{j}\right\}$ uniformly in $j$ for which (2.2) holds and $1 \leq j \leq n^{C}$ for each $C, \epsilon>0$. In the case of (1.32) the bound is also uniform in $t \in \mathcal{I}$.

### 2.3 Notations and Auxiliary Results

In this Section we state and prove two theorems used to derive Theorem 2.1. Derivations of the parts of Theorem 2.1, pertaining to expansions (1.32) and (1.33), will be given in Sections 2.8 and 2.7, respectively.

Define $|\mathcal{I}|=\int_{\mathcal{I}} d x$, denoting the content of the compact region $\mathcal{I}$. Given univariate functions $\alpha$ and $\beta$, and a symmetric bivariate function $M$, put $\|\alpha\|=$ $\left(\int_{\mathcal{I}} \alpha^{2}\right)^{1 / 2}$ denoting the $L_{2}$ norm of $\alpha,\|M\|=\left(\iint_{\mathcal{I}^{2}} M^{2}\right)^{1 / 2}$ and $\|M\|_{\text {sup }}=\sup _{u \in \mathcal{I}}\|M(u,)$.$\| ,$ and write $\int \alpha \beta$ and $\int M \alpha \beta$ for

$$
\int_{\mathcal{I}} \alpha(u) \beta(u) d u, \quad \iint_{\mathcal{I}^{2}} M(u, v) \alpha(u) \beta(v) d u d v
$$

respectively. Furthermore, let $\int M \alpha$ denote the function of which the value at $u$ is $\int_{\mathcal{I}} M(u, v) \alpha(v) d v$.

Let $K$ and $L$ be two self-adjoint, positive semi-definite, Hilbert-Schmidt operators on $\mathcal{I}$, with respective kernels which we also write as $K$ and $L$. By the singular value decomposition theorem, we can write the respective spectral decompositions as

$$
\begin{equation*}
K(u, v)-\sum_{j=1}^{\infty} \theta_{i}, v ;(u) u_{j}(v), \quad I(v, v)=\sum_{j=1}^{\infty} \lambda_{p} \phi_{p}(v) \phi_{v}(v) \tag{2.3}
\end{equation*}
$$

where the terms are ordered in such a way that

$$
\begin{equation*}
\theta_{1} \geq \theta_{2} \geq \cdots \geq 0, \quad \lambda_{1} \geq \lambda_{2} \geq \cdots \geq 0 \tag{2.4}
\end{equation*}
$$

We wish to describe the closeness of $\theta_{j}$ to $\lambda_{j}$, and of $\psi_{j}$ to $\phi_{j}$, in terms of the nearness of $K$ to $L$. The results discussed below apply only to Hilbert-Schmidt operators, of which the covariance operator $K$ and its estimator, the sample covariance operator $\widehat{K}$, are examples.

Theorem 2.2. If $K$ and $L$ are Hilbert-Schmidt operators with corresponding kernels that have the expansions (2.3); and if we write $\phi_{j}$ as " $\psi_{j}$ plus a first-order
term $\chi_{j}$ plus a remainder $\Delta_{j}$ ", i.e. as

$$
\begin{equation*}
\phi_{j}-\psi_{j}=\chi+\Delta_{j} \tag{2.5}
\end{equation*}
$$

then,

$$
\begin{align*}
\mid\left(\theta_{j}-\lambda_{j}\right)\left(1+\int \chi_{j} \psi_{j}\right) & -\int(K-L)\left(\psi_{j}+\chi_{j}\right) \psi_{j} \mid \\
& \leq\left\|\Delta_{j}\right\|\left(\left|\theta_{j}-\lambda_{j}\right|+\mathcal{I}^{1 / 2}\|K-L\|_{\text {sup }}\right) \tag{2.6}
\end{align*}
$$

Proof: Formula (2.3) directly implies a series expansion of $K-L$. Multiplying both sides of this by $\phi_{j}(u) \psi_{j}(v)$, and integrating over $u$ and $v$, we deduce that

$$
\begin{equation*}
\left(\theta_{j}-\lambda_{j}\right) \int \phi_{j} \psi_{j}-\int(K-L) \phi_{j} \psi_{j}=0 \tag{2.7}
\end{equation*}
$$

In view of (2.5),

$$
\begin{gather*}
\left|\int \phi_{j} \psi_{j}-1-\int \chi_{j} \psi_{j}\right|=\left|\int \Delta_{j} \psi_{j}\right| \leq\left\|\Delta_{j}\right\| \\
\left|\int(K-L)\left(\phi_{j}-\psi_{j}-\chi_{j}\right) \psi_{j}\right|^{2}=\left|\int(K-L) \Delta_{j} \psi_{j}\right|^{2} \\
\leq\left(\int \Delta_{j}^{2}\right) \int_{\mathcal{I}}\left[\int_{\mathcal{I}}\{K(u, v)-L(u, v)\} \psi_{j}(u) d u\right]^{2} d v \\
\leq|\mathcal{I}|\left\|\Delta_{j}\right\|^{2}\|K-L\|_{\text {sup }}^{2} . \tag{2.8}
\end{gather*}
$$

$$
\begin{aligned}
\mid\left(\theta_{j}-\lambda_{j}\right)(1 & \left.+\int \chi_{j} \psi_{j}\right)-\int(K-L)\left(\psi_{j}+\chi_{j}\right) \psi_{j} \mid \\
& =\left|\left(\theta_{j}-\lambda_{j}\right)\left(1+\int \chi_{j} \psi_{j}-\int \phi_{j} \psi_{j}\right)-\int(K-L)\left(\psi_{j}+\chi_{j}-\phi_{j}\right) \psi_{j}\right| \\
& \leq\left|\theta_{j}-\lambda_{j}\right|\left|\int \Delta_{j} \psi_{j}\right|+\left|\int(K-L) \Delta_{j} \psi_{j}\right| \\
& \leq\left|\theta_{j}-\lambda_{j}\right|\left|\Delta_{j}\left\|+|I|^{1 / 2}\right\| \Delta_{j}\| \|\|-L\|_{\text {sup }}\right. \\
& =\left\|\Delta_{j}\right\|\left(\left|\theta_{j}-\lambda_{j}\right|+\mathcal{I}^{1 / 2}\|K-L\|_{\text {sup }}\right) .
\end{aligned}
$$

Theorem 2.3. Assume $K$ and $L$ are Hilbert-Schmidt operators for which the corresponding kernels have the expansions (2.3), and that the eigenvalues $\theta_{j}$ are all distinct. Then, provided (for a given value of $j$ ) $\inf _{k: k \neq j}\left|\lambda_{j}-\theta_{k}\right|>0$,

$$
\begin{align*}
\phi_{j}-\psi_{j}= & \sum_{k: k \neq j}\left(\lambda_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(L-K) \phi_{j} \psi_{k}+\psi_{j} \int\left(\phi_{j}-\psi_{j}\right) \psi_{j}  \tag{2.9}\\
= & \sum_{s=0}^{\infty}\left(\theta_{j}-\lambda_{j}\right)^{s} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-(s+1)} \psi_{k} \int(L-K) \phi_{j} \psi_{k} \\
& +\psi_{j} \int\left(\phi_{j}-\psi_{j}\right) \psi_{j}  \tag{2.10}\\
= & \theta_{j}^{-1} \sum_{s=0}^{\infty}\left(\frac{\theta_{j}-\lambda_{j}}{\theta_{j}}\right)^{s} \sum_{k: k \neq j} \psi_{k} \int(L-K) \phi_{j} \psi_{k} \\
& +\sum_{s=0}^{\infty}\left(\theta_{j}-\lambda_{j}\right)^{s} \sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(L-K) \phi_{j} \psi_{k} \\
& +\psi_{j} \int\left(\phi_{j}-\psi_{j}\right) \psi_{j} . \tag{2.11}
\end{align*}
$$

Let $\zeta_{j} \in(0,1)$ denote the infimum of $1-\left(\theta_{k} / \theta_{j}\right)$ over $k$ such that $\theta_{k}<\theta_{j}$, and let $\eta_{j} \in(0,1)$ denote the infimum of $\left(\theta_{k} / \theta_{j}\right)-1$ over $k$ such that $\theta_{k}>\theta_{j}$. If $\left|\theta_{j}-\lambda_{j}\right| \leq \theta_{j} \min \left(\zeta_{j}, \eta_{j}\right)$, and if $K$ and $L$ are uniformly bounded, then the series
in $s$ at (2.10) and (2.11) are absolutely convergent. Moreover,

$$
\begin{gather*}
\left|\sum_{k: k \neq j} \psi_{k} \int(L-K) \phi_{j} \psi_{k}\right| \leq\|L-K\|_{\sup }\left\{1+\sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right|\right\} \\
\left|\theta_{j}-\lambda_{j}\right|^{s} \sum_{k: k \neq j}\left|\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(L-K) \phi_{j} \psi_{k}\right|  \tag{2.12}\\
\leq \max \left\{\zeta_{j}^{-(s+1)}\left(1-\zeta_{j}\right)^{-1 / 2}, \eta_{j}^{-(s+1)}+1\right\} \theta_{j}^{-3 / 2} \\
\times\left|\frac{\theta_{j}-\lambda_{j}}{\theta_{j}}\right|\left\{\sup _{u \in \mathcal{I}} K(u, u)\right\}^{1 / 2}\|L-K\| . \tag{2.13}
\end{gather*}
$$

Proof: It can be shown directly from (2.3) that

$$
\lambda_{j}\left(\phi_{j}-\psi_{j}\right)=\int K\left(\phi_{j}-\psi_{j}\right)+\int(L-K) \phi_{j}-\left(\lambda_{j}-\theta_{j}\right) \psi_{j}
$$

Multiplying both sides by $\psi_{k}$, and integrating, we deduce that

$$
\begin{align*}
\lambda_{j} \int\left(\phi_{j}-\psi_{j}\right)(v) \psi_{k}(v) d v=\int & \int_{\mathcal{I}^{2}} K(u, v)\left(\phi_{j}-\psi_{j}\right)(u) \psi_{k}(v) d u d v \\
& +\iint_{\mathcal{I}^{2}}(L-K)(u, v) \phi_{j}(u) \psi_{k}(v) d u d v \\
& -\left(\lambda_{j}-\theta_{j}\right) \int \psi_{j}(v) \psi_{k}(v) d v \\
=\theta_{k} & \int\left(\phi_{j}-\psi_{j}\right)(u) \psi_{k}(u) d u \\
& +\int(L-K) \phi_{j} \psi_{k}-\left(\lambda_{j}-\theta_{j}\right) \delta_{j k} \tag{2.14}
\end{align*}
$$

where $\delta_{j k}$ denotes the Kronecker delta. Equivalently, provided $\lambda_{j} \neq \theta_{k}$,

$$
\int\left(\phi_{j}-\psi_{j}\right) \psi_{k}=\left(\lambda_{j}-\theta_{j}\right)^{-1} \int(L-K) \phi_{j} \psi_{k}-\delta_{j k} .
$$

Results (2.9) and (2.10) follow from this formula and the fact that

$$
\begin{gathered}
\phi_{j}-\psi_{j}=\sum_{k=1}^{\infty} \psi_{k} \int\left(\phi_{j}-\psi_{j}\right) \psi_{k}, \\
\left(\lambda_{j}-\theta_{k}\right)^{-1}=\left(\theta_{j}-\theta_{k}\right)^{-1}\left(1-\frac{\theta_{j}-\lambda_{j}}{\theta_{j}-\theta_{k}}\right)^{-1}=\sum_{s=0}^{\infty} \frac{\left(\theta_{j}-\lambda_{j}\right)^{s}}{\left(\theta_{j}-\theta_{k}\right)^{s+1}} .
\end{gathered}
$$

To derive (2.12), note that

$$
\begin{aligned}
\left|\sum_{k: k \neq j} \psi_{k} \int(L-K) \phi_{j} \psi_{k}\right| & =\left|\int(L-K) \phi_{j}-\psi_{j} \int(L-K) \phi_{j} \psi_{j}\right| \\
& \leq\|L-K\|_{\sup }\left\{1+\sup _{u}\left|\psi_{j}(u)\right|\right\} .
\end{aligned}
$$

To obtain (2.13), we need the following lemma.

Lemma 2.1. For each integer $s \geq 1$, we have:

$$
\left|\left\{1-\left(\theta_{k} / \theta_{0}\right)\right\}^{-(s+1)}-1\right|\left(\theta_{y} / \theta_{k}\right)^{1 / 2} \leq \max \left\{\hat{c}_{j}^{-(s+1)}(1-C)^{-1 / 2} \cdot n^{-(s+1)}+1\right\} \equiv A
$$

uniformly in values of $k$ such that $k \neq j$.

Proof of Lemma: Define $\nu_{j k}=\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}, \zeta_{j}=\inf _{k: k>j}\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}$ and $\eta_{j}=\inf _{k: k<j}\left\{\left(\theta_{k} / \theta_{j}\right)-1\right\}$. For $k>j, \zeta_{j} \leq \nu_{j k}<1$,

$$
\begin{aligned}
\left|\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}^{-(s+1)}-1\right|\left(\theta_{j} / \theta_{k}\right)^{1 / 2} & =\left|\nu_{j k}^{-(s+1)}-1\right|\left(1-\nu_{j k}\right)^{-1 / 2} \\
& =\left(\nu_{j k}^{-(s+1)}-1\right)\left(1-\nu_{j k}\right)^{-1 / 2} \\
& =\nu_{j k}^{-(s+1)}\left(1-\nu_{j k}^{s+1}\right)\left(1-\nu_{j k}\right)^{-1 / 2} \\
& =\nu_{j k}^{-(s+1)}\left(1-\nu_{j k}\right)\left(1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right)\left(1-\nu_{j k}\right)^{-1 / 2} \\
& =\nu_{j k}^{-(s+1)}\left(1-\nu_{j k}\right)^{1 / 2}\left(1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right) \\
& =\left(1-\nu_{j k}\right)^{1 / 2}\left(\nu_{j k}^{-1}+\nu_{j k}^{-2}+\cdots+\nu_{j k}^{-(s+1)}\right) .
\end{aligned}
$$

The left hand-side is a decreasing function of $\nu_{j k}$, as the terms on the right handside are decreasing functions of $\nu_{j k}$. So, its maximum is obtained at $\nu_{j k}=\zeta_{j}$ for all $k>j$, implying that

$$
\begin{equation*}
\left|\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}^{-(s+1)}-1\right|\left(\theta_{j} / \theta_{k}\right)^{1 / 2} \leq\left(\zeta_{j}^{-(s+1)}-1\right)\left(1-\zeta_{j}\right)^{-1 / 2} \leq \zeta_{j}^{-(s+1)}\left(1-\zeta_{j}\right)^{-1 / 2} \tag{2.15}
\end{equation*}
$$

For $k<j$, we also have

$$
\begin{aligned}
\left|\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}^{-(s+1)}-1\right|\left(\theta_{j} / \theta_{k}\right)^{1 / 2} & \leq\left|\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}^{-(s+1)}-1\right| \\
& =\left|\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}\right|^{-(s+1)}+1 \\
& =\left\{\left(\theta_{k} / \theta_{j}\right)-1\right\}^{-(s+1)}+1 \\
& \leq \eta_{j}^{-(s+1)}+1 .
\end{aligned}
$$

Combining this result and (2.15) finishes the proof of the lemma.

Therefore, by using lemma 2.1, we deduce that

$$
\begin{align*}
\theta_{j}^{s+(3 / 2)} \sum_{k: k \neq j} \mid\left\{\left(\theta_{j}\right.\right. & \left.\left.-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(L-K) \phi_{j} \psi_{k} \mid \\
& \leq A_{j} \sum_{k: k \neq j}\left|\theta_{k}^{1 / 2} \psi_{k} \int(L-K) \phi_{j} \psi_{k}\right| \\
& \leq A_{j}\left(\sum_{k: k \neq j} \theta_{k} \psi_{k}^{2}\right)^{1 / 2}\left[\sum_{k: k \neq j}\left\{\int(L-K) \phi_{j} \psi_{k}\right\}^{2}\right]^{1 / 2} \\
& \leq A_{j}\left\{\sup _{u} K(u, u)\right\}^{1 / 2}\|L-K\| . \tag{2.16}
\end{align*}
$$

This finishes the proof of (2.13).

Theorem 2.4. If there are no ties for the eigenvalue $\theta_{j}$, then

$$
\begin{equation*}
\sup _{j \geq 1} \max \left\{\left|\hat{\theta}_{j}-\theta_{j}\right|, 8^{-1 / 2} \rho_{j}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\right\} \leq\|\widehat{K}-K\| \tag{2.17}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\hat{\theta}_{j}-\theta_{j}-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| \leq 2\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\|\widehat{K}-K\|_{\text {sup }}  \tag{2.18}\\
& \leq 8 \rho_{j}^{-1}\|\widehat{K}-K\|\|\widehat{K}-K\|_{\text {sup }}
\end{align*}
$$

Proof: The bound (2.17) follows from Lemmas 4.2 and 4.3 of Bosq (2000). To obtain the first inequality in (2.18), using (2.14) with $L=\widehat{K}, \lambda_{j}=\widehat{\theta}_{j}$ and $\phi_{j}=\widehat{\psi}_{j}$, we can write

$$
\begin{equation*}
\hat{\theta}_{j}-\theta_{j}=\int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{j}-\left(\widehat{\theta}_{j}-\theta_{j}\right) \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} \tag{2.19}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\mid \hat{\theta}_{j}-\theta_{j} & -\int(\widehat{K}-K) \psi_{j} \psi_{j} \mid \\
& =\left|\int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{j}-\left(\hat{\theta}_{j}-\theta_{j}\right) \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| \\
\leq & \left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|+\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\right|\left|\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|, \tag{2.20}
\end{align*}
$$

where the equality above resulted from substituting (2.19) instead of $\dot{\theta}_{j}-\theta_{j}$. We have

$$
\begin{align*}
\left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right| & \left.\leq\left[\iint(\widehat{K}-K)(u, v)\left(\widehat{\psi}_{j}-\psi_{j}\right)(v) d v\right\}^{2} d u\right]^{1 / 2}\left\|\psi_{j}\right\| \\
& \left.\leq\left[\iint(\widehat{K}-K)^{2}(u, v) d v\right\}\left\{\int\left(\widehat{\psi}_{j}-\psi_{j}\right)^{2}(v) d v\right\} d u\right]^{1 / 2} \\
& \leq\left\|\widehat{\psi}_{j}-\psi_{j}\right\||\mathcal{I}|^{1 / 2}\left[\sup _{u}\left\{\int(\widehat{K}-K)^{2}(u, v) d v\right\}\right]^{1 / 2} \\
& =\left\|\widehat{\psi}_{j}-\psi_{j}\right\||\mathcal{I}|^{1 / 2}\|\widehat{K}-K\|_{\text {sup }} . \tag{2.21}
\end{align*}
$$

Hence, (2.20) leads us to

$$
\begin{align*}
\left|\hat{\theta}_{j}-\theta_{j}-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| & \leq\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\left(\left|\hat{\theta}_{j}-\theta_{j}\right|+\|\widehat{K}-K\|_{\text {sup }}\right)  \tag{2.22}\\
& \leq 2\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\|\widehat{K}-K\|_{\text {sup }} \tag{2.23}
\end{align*}
$$

where we have obtained the last inequality from the fact that $\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \| \widehat{K}-$ $K\|\leq\| \widehat{K}-K \|_{\text {sup }}$. The second inequality in (2.18) follows on applying (2.17) to $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|$. This finishes the proof of Theorem 2.4.

### 2.4 Bounds in Sup and H-S Metrics for $\widehat{K}-K$

Lemma 2.2. Let $X(t)$ satisfy part (a) of (2.1). Then, for each $C>0$,

$$
E\left\{\sup _{t \in \mathcal{I}}|X(t)|^{C}\right\}<\infty
$$

Proof of Lemma: If $X(t)$ satisfies part (a) of (2.1) for a given $C>0$, then we show that

$$
E\left\{\sup _{0 \leq t \leq 1}|X(t)|^{C_{1}}\right\}<\infty, \quad \text { for all } C_{1}<C
$$

Assume $X(0)=0$. Let $Q_{m}=\left\{\left.\frac{i}{2^{m}} \right\rvert\, i=1,2,3, \cdots, 2^{m}\right\}$, and $0<\lambda<1$ such that $\lambda^{-C} 2^{1-\epsilon}<1$. Define $b_{0}, b_{1}, \cdots$ as $b_{m}=\sum_{i=0}^{m} \lambda^{i}$. Then, for any fixed $M>0$ define $A_{m}=P\left(\max _{t \in Q_{m}}|X(t)|>M b_{m}\right)$. Now by Chebyshev's inequality

$$
\begin{equation*}
A_{0}=P\left(\max _{t \in Q_{0}}|X(t)|>M b_{0}\right)=P\left(|X(1)|>M b_{0}\right) \leq \frac{E|X(1)|^{C}}{\left(M b_{0}\right)^{C}} \leq \frac{C^{*}}{M^{C}} . \tag{2.24}
\end{equation*}
$$

For $m \geq 1$ we have:

$$
\begin{align*}
A_{m} & =P\left(\max _{t \in Q_{m}}|X(t)|>M b_{m}\right) \\
& \leq A_{m-1}+P\left(\max _{t \in Q_{m}}|X(t)|>M b_{m}, \max _{t \in Q_{m-1}}|X(t)| \leq M b_{m-1}\right) \\
& \leq A_{m-1}+P\left(\max _{t \in Q_{m-1}}\left|X\left(t-2^{-m}\right)-X(t)\right|>M\left(b_{m}-b_{m-1}\right)\right) \\
& \leq A_{m-1}+\sum_{t \in Q_{m-1}} P\left(\left|X\left(t-2^{-m}\right)-X(t)\right|>M\left(b_{m}-b_{m-1}\right)\right) \\
& \leq A_{m-1}+2^{m-1} \frac{C^{*} 2^{-m \epsilon}}{M^{C} \lambda^{m C}} \\
& =A_{m-1}+\frac{C^{*}}{2} M^{-C}\left(2^{1-\epsilon} \lambda^{-C}\right)^{m} . \tag{2.25}
\end{align*}
$$

Let $k=C^{*}+\sum_{m=1}^{\infty} \frac{C^{*}}{2}\left(2^{1-\epsilon} \lambda^{-C}\right)^{m}$ which is finite by construction of $\lambda$. Now as $m \rightarrow \infty, b_{m} \rightarrow \frac{1}{1-\lambda}$. Therefore,

$$
\begin{align*}
& \left\{\max _{t \in \cup_{m=0}^{\infty}=Q_{m}}|X(t)|>\frac{M}{1-\lambda}\right\} \Rightarrow \text { there exists } m^{*} \text { and there exists } t^{*} \in Q_{m^{*}} \text { such that } \\
& |X(t)|>\frac{M}{1-\lambda} \Rightarrow \max _{t \in Q_{m^{*}}}|X(t)|>\frac{M}{1-\lambda} \Rightarrow \bigcup_{m=0}^{\infty}\left\{\max _{t \in Q_{m}}|X(t)|>\frac{M}{1-\lambda}\right\} . \tag{2.26}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
& \left\{\max _{t \in Q_{i}}|X(t)|>\frac{M}{1-\lambda}\right\} \subseteq \bigcap_{j \geq i}\left\{\max _{t \in Q_{j}}|X(t)|>\frac{M}{1-\lambda}\right\} \\
& \subseteq \bigcap_{j \geq i}\left\{\max _{t \in Q_{j}}|X(t)|>M b_{n}\right\} \text { for all } n \geq 1 \subseteq \bigcap_{j \geq i}\left\{\max _{t \in Q_{j}}|X(t)|>M b_{j}\right\} . \tag{2.27}
\end{align*}
$$

Substituting (2.27) into (2.26) results in

$$
\left.\begin{array}{rl}
\max _{t \in \cup, m=0}^{\infty} \mid & |X(t)|>\frac{M}{1-\lambda}
\end{array} \subseteq \bigcup_{m=0}^{\infty} \bigcap_{j \geq m}\left\{\max _{t \in Q_{m}}|X(t)|>M b_{m}\right\}\right\}
$$

Using (2.24) and (2.25) implies that

$$
\begin{aligned}
P\left(\max _{t \in \cup_{m=0}^{\infty} Q_{m}}|X(t)|>\frac{M}{1-\lambda}\right) \leq \limsup _{m \rightarrow \infty} A_{m} & \leq M^{-C} C^{*}+\sum_{m=1}^{\infty} M^{-C} \frac{C^{*}}{2}\left(2^{1-\epsilon} \lambda^{-C}\right)^{m} \\
& =M^{-C} k .
\end{aligned}
$$

Since $\bigcup_{m=0}^{\infty} Q_{m}$ is dense in $\mathcal{I}=[0,1]$, we have $P\left(\sup _{0 \leq t \leq 1}|X(t)|>\frac{M}{1-\lambda}\right) \leq$ $M^{-C} k$. Now, define $V=\sup _{0 \leq t \leq 1}|X(t)|$. We have

$$
E|V|^{C_{1}} \leq \sum_{n=0}^{\infty} P\left(|V|^{C_{1}}>n\right)=\sum_{n=0}^{\infty} P\left(|V|>n^{1 / C_{1}}\right) \leq k(1-\lambda)^{C} \sum_{n=0}^{\infty} n^{-\left(C / C_{1}\right)} .
$$

It follows that $E\left\{\sup _{0 \leq t \leq 1}|X(t)|^{C_{1}}\right\}<\infty$ when $C>C_{1}$.

Theorem 2.5. If the random process $X(t)$ satisfies part (a) of (2.1), then for each integer $C>0$, with

$$
\widehat{\Delta}_{\text {sup }}^{2} \equiv\|\widehat{K}-K\|_{\text {sup }}^{2}=\sup _{u} \int\{\widehat{K}(u, v)-K(u, v)\}^{2} d v
$$

we have

$$
\begin{equation*}
E\left(\widehat{\Delta}_{\text {sup }}^{C}\right)<\text { const. } n^{-C / 2} . \tag{2.28}
\end{equation*}
$$

Moreover, from the first part of (2.1) we see that

$$
\begin{equation*}
E\left(\widehat{\Delta}^{C}\right)<\text { const. } n^{-C / 2} \tag{2.29}
\end{equation*}
$$

(Recall that $\widehat{\Delta}^{2} \equiv\|\widehat{K}-K\|^{2}=\int\{\widehat{K}(u, v)-K(u, v)\}^{2}$.)

Proof: We have: $\widehat{K}(u, v)=\widetilde{K}(u, v)-\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}$, where $\widetilde{K}(u, v)=\frac{1}{n} \sum_{i=1}^{n}\left\{\bar{X}_{i}(u)-\eta(u)\right\}\left\{\bar{X}_{i}(v)-\eta(v)\right\}$. Also, $\widehat{\Delta}_{\text {sup }} \leq \widehat{\Delta}_{\text {sup }}^{(1)}+\widehat{\Delta}_{\text {sup }}^{(2)}$, where
$\widehat{\Delta}_{\text {sup }}^{(1)}=\|\tilde{K}-K\|_{\text {sup }}$ and $\widehat{\Delta}_{\text {sup }}^{(2)}=\|\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}\|_{\text {sup }}$. So,

$$
\begin{equation*}
E\left[\widehat{\Delta}_{\text {sup }}\right]^{C} \leq \text { const. } E\left[\widehat{\Delta}_{\text {sup }}^{(1)}\right]^{C}+E\left[\widehat{\Delta}_{\text {sup }}^{(2)}\right]^{C}, \tag{2.30}
\end{equation*}
$$

where the constant depends on $C$. Regarding $\widehat{K}_{1} \equiv(\widetilde{K}-K)=\frac{1}{n} \sum_{i=1}^{n} W_{i}(u, v)$, where $W_{i}(u, v)=\left\{X_{i}(u)-\eta(u)\right\}\left\{X_{i}(v)-\eta(v)\right\}-K(u, v)$, we have

$$
E\left[\widehat{\Delta}_{\text {sup }}^{(1)}\right]^{C}=E\left[\left\|\widehat{K}_{1}\right\|_{\text {sup }}\right]^{C}=n^{-C / 2} E\left[\sup _{u} \widehat{L}(u)\right]^{C}
$$

where $\widehat{L}(u)=\left(n \int \widehat{K}_{1}(u, v)^{2} d v\right)^{1 / 2}$. Thus, it is enough to prove that

$$
\begin{equation*}
E\left[\sup _{u} \widehat{L}(u)\right]^{C}<\infty \tag{2.31}
\end{equation*}
$$

To do that, we need the following Lemma.

Lemma 2.3. For each $s, t \in[0,1]$ and each $C \geq 1$,

$$
\begin{equation*}
E|\widehat{L}(s)|^{C} \leq C_{1}, \quad E|\widehat{L}(s)-\widehat{L}(t)|^{C} \leq C_{1}|s-t|^{C \epsilon} \tag{2.32}
\end{equation*}
$$

where $\epsilon>0$ is as at (2.1) and $C_{1}=C_{1}(C)$ does not depend on $s$ or $t$.
Proof of Lemma: For each fixed $u \in[0,1]$ and for $C=2 k$, by using Holder's inequality, we have

$$
\begin{aligned}
E|\widehat{L}(s)|^{C} & =n^{k} E\left[\int \widehat{K}_{1}(s, v)^{2} d v\right]^{k} \\
& \leq n^{k} \int \cdots \int E\left|\widehat{K}_{1}\left(s, v_{1}\right)^{2} \times \cdots \times \widehat{K}_{1}\left(s, v_{k}\right)^{2}\right|^{k} d v_{1} \cdots d v_{k} \\
& \leq n^{k} \int \cdots \int\left\{E\left|\widehat{K}_{1}\left(s, v_{1}\right)\right|^{2 k} \times \cdots \times E\left|\widehat{K}_{1}\left(s, v_{k}\right)\right|^{2 k}\right\}^{1 / k} d v_{1} \cdots d v_{k},
\end{aligned}
$$

and then by the relationship between arithmetic and geometric means, we con-
clude that

$$
\begin{align*}
E|\widehat{L}(s)|^{C} & \leq n^{k} \frac{1}{k} \int \cdots \int\left\{E\left|\widehat{K}_{1}\left(s, v_{1}\right)\right|^{2 k}+\cdots+E\left|\widehat{K}_{1}\left(s, v_{k}\right)\right|^{2 k}\right\} d v_{1} \cdots d v_{k} \\
& =n^{k}\left\{\int E\left|\widehat{K}_{1}(s, v)\right|^{2 k} d v\right\} . \tag{2.33}
\end{align*}
$$

Using Rosenthal's inequality for each fixed $s, v \in[0,1]$ gives

$$
\begin{aligned}
E\left|\frac{1}{n} \sum_{i=1}^{n} W_{i}(s, v)\right|^{2 k} & \leq n^{-2 k} C_{1 k}\left\{\sum_{i=1}^{n} E\left|W_{i}(s, v)\right|^{2 k}+\left(\sum_{i=1}^{n} E\left|W_{i}(s, v)\right|^{2}\right)^{k}\right\} \\
& \leq n^{-k} C_{2 k}\left\{E|W(s, v)|^{2 k}+\left(E|W(u, v)|^{2}\right)^{k}\right\} \\
& \leq n^{-k} C_{3 k} E|W(s, v)|^{2 k} \leq n^{-k} C_{4 k}
\end{aligned}
$$

where $W$ is a generic version of the $W_{i}$, and we have used (2.1) to obtain the last inequality above. Combining this result and (2.33) implies the first part of (2.32). For the second part of (2.32), we define $f(s, t, v)=\sum_{i=1}^{n}\left\{W_{i}(s, v)-W_{i}(t, v)\right\}$, then

$$
\begin{aligned}
E|\widehat{L}(s)-\widehat{L}(t)|^{2 k} & \leq n^{k} E\left|\left[\int \widehat{K}_{1}(s, v)^{2} d v\right]^{1 / 2}-\left[\int \widehat{K}_{1}(t, v)^{2} d v\right]^{1 / 2}\right|^{2 k} \\
& \leq n^{-k} E\left|\int\left[\sum_{i=1}^{n}\left\{W_{i}(s, v)-W_{i}(t, v)\right\}\right]^{2} d v\right|^{k} \\
& \leq n^{-k} E\left[\int \cdots \int f\left(s, t, v_{1}\right)^{2} \times \cdots \times f\left(s, t, v_{k}\right)^{2} d v_{1} \cdots d v_{k}\right] \\
& \leq n^{-k} \int \cdots \int E\left|f\left(s, t, v_{1}\right)^{2} \times \cdots \times f\left(s, t, v_{k}\right)^{2}\right| d v_{1} \cdots d v_{k} .
\end{aligned}
$$

Using Holder's inequality and the relationship between arithmetic and geometric means for the right-hand side of the last inequality above leads to

$$
\begin{equation*}
E|\widehat{L}(s)-\widehat{L}(t)|^{2 k} \leq n^{-k} \int E|f(s, t, v)|^{2 k} d v . \tag{2.34}
\end{equation*}
$$

Furthermore, using Rosenthal's inequality for the integrand on the right-hand side of (2.34) for fixed $s, t, v \in[0,1]$ results in

$$
\begin{align*}
E|f(s, t, v)|^{2 k} & \leq C_{1 k}\left\{\sum_{i=1}^{n} E\left|W_{i}(s, v)-W_{i}(t, v)\right|^{2 k}+\left(\sum_{i=1}^{n} E\left|W_{i}(s, v)-W_{i}(t, v)\right|^{2}\right)^{k}\right\} \\
& \leq C_{1 k} n^{k}\left\{E|W(s, v)-W(t, v)|^{2 k}+\left(E|W(s, v)-W(t, v)|^{2}\right)^{k}\right\} \\
& \leq C_{2 k} n^{k} E|W(s, v)-W(t, v)|^{2 k} \tag{2.35}
\end{align*}
$$

Moreover, we have $W(s, v)-W(t, v)=Y(v)[Y(s)-Y(t)]+E[Y(v)\{Y(t)-Y(s)\}]$. Thus,

$$
\begin{align*}
E|W(s, v)-W(t, v)|^{2 k} \leq & C_{1 k}\{ \\
& \left(E|Y(v)|^{4 k}\right)^{1 / 2}\left(E|Y(s)-Y(t)|^{4 k}\right)^{1 / 2} \\
& \left.+(E[Y(v)\{Y(t)-Y(s)\}])^{2 k}\right\} \\
\leq & C_{2 k}\left\{\left(E|Y(v)|^{4 k}\right)^{1 / 2}\left(E|Y(s)-Y(t)|^{4 k}\right)^{1 / 2}\right\} \\
\leq & C_{4 k}\left\{E|Y(s)-Y(t)|^{4 k}\right\}^{1 / 2}  \tag{2.36}\\
\leq & C_{4 k}|s-t|^{2 k \epsilon},
\end{align*}
$$

where we have used (2.1) and the Cauchy-Schwarz inequality to obtain the above results. Finally, combining (2.34)-(2.36) gives the second part of (2.32).

Markov's inequality and the second part of (2.32) imply that, for each $u, C>$ 0,

$$
\begin{equation*}
P\left\{|\widehat{L}(s)-\widehat{L}(t)|>u|s-t|^{\epsilon / 2}\right\} \leq C_{1} u^{-C}|s-t|^{C \epsilon / 2} \tag{2.37}
\end{equation*}
$$

Put $t_{k i}=i 2^{-k}$. In view of (2.37), we have for each $0 \leq i \leq 2^{k}-1$,
$P\left\{\left|\widehat{L}\left(t_{k i}\right)-\widehat{L}\left(t_{k, i+1}\right)\right|>u\left|t_{k i}-t_{k, i+1}\right|^{\epsilon / 2}\right\} \leq C_{1} u^{-C}\left|t_{k i}-t_{k, i+1}\right|^{C \epsilon / 2}=C_{1} u^{-C} 2^{-C \epsilon k / 2}$.

If we define $A_{i k}=\left|\widehat{L}\left(t_{k i}\right)-\widehat{L}\left(t_{k, i+1}\right)\right|$, then

$$
\begin{aligned}
P\left(\max _{0 \leq i<2^{k}-1} A_{i k} \geq u 2^{\epsilon k / 2}\right) & \leq P\left(\bigcup_{i=0}^{2^{k}-1}\left\{A_{i k} \geq u 2^{\epsilon k / 2}\right\}\right) \\
& \leq \sum_{i=0}^{2^{k}-1} P\left(A_{i k} \geq u 2^{\epsilon k / 2}\right) \\
& \leq C_{1} u^{-C} \sum_{i=0}^{2^{k}-1} 2^{-C \epsilon k / 2}
\end{aligned}
$$

If we choose $C \geq 4 / \epsilon$, then $\sum_{i=0}^{2^{k}-1} 2^{-C \epsilon k / 2} \leq 2^{-C \epsilon k / 4}$. Therefore,

$$
P\left(\max _{0 \leq i<2^{k}-1}\left|\widehat{L}\left(t_{k i}\right)-\widehat{L}\left(t_{k, i+1}\right)\right| \geq u 2^{\epsilon k / 2}\right) \leq C_{1} u^{-C} 2^{-C \epsilon k / 4}
$$

Also, define $B_{k} \equiv \max _{0 \leq i<2^{k}-1}\left\{2^{\epsilon k / 2}\left|\widehat{L}\left(t_{k i}\right)-\widehat{L}\left(t_{k, i+1}\right)\right|\right\}$. Then, using the above result gives

$$
\begin{aligned}
P\left(\operatorname { s u p } _ { 0 \leq i < 2 ^ { k } - 1 , k \geq 0 } \left\{2^{\epsilon k / 2} \mid \widehat{L}\left(t_{k i}\right)\right.\right. & \left.\left.-\widehat{L}\left(t_{k, i+1}\right) \mid\right\} \geq u\right) \leq P\left(\bigcup_{k=0}^{\infty}\left\{B_{k} \geq u\right\}\right) \leq \sum_{k \geq 0} P\left(B_{k} \geq u\right) \\
& =\sum_{k \geq 0} P\left(\max _{0 \leq i<2^{k}-1}\left\{2^{\epsilon k / 2}\left|\widehat{L}\left(t_{k i}\right)-\widehat{L}\left(t_{k, i+1}\right)\right|\right\} \geq u\right) \\
& \leq C_{1} u^{-C} \sum_{k=0}^{\infty} 2^{-C \epsilon k / 4} .
\end{aligned}
$$

Thus, if we define $C_{2}=C_{1} \sum_{k=0}^{\infty} 2^{-C \epsilon k / 4}$, then

$$
\begin{equation*}
P\left(\sup _{0 \leq i<2^{k}-1, k \geq 0}\left\{2^{\epsilon k / 2}\left|\widehat{L}\left(t_{k i}\right)-\widehat{L}\left(t_{k, i+1}\right)\right|\right\} \geq u\right) \leq C_{2} u^{-C} \tag{2.38}
\end{equation*}
$$

If $v \in[0,1)$ then we may express $v$ in a dyadic expansion, say $v=\sum_{j=1}^{\infty} r_{j} 2^{-j}$, where each $r_{j}=0$ or 1 . Write $\sum_{1 \leq j \leq k} r_{j} 2^{-j}=i_{k}(v) 2^{-k}$, where the integers $i_{1}(v), i_{2}(v), \cdots$ satisfy $0 \leq i_{k}(v) \leq 2^{k}-1$ and $i_{k+1}(v)=2 i_{k}(v)+r_{k+1}(v)$. Define $i_{0}(v)=0$. Then, since $X$ is left-continuous with probability 1 , and
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$v=\lim _{k \rightarrow \infty} t_{k, i_{k}(v)}=\lim _{k \rightarrow \infty} i_{k}(v) 2^{-k}=\lim _{k \rightarrow \infty} \sum_{j=1}^{k} r_{j} 2^{-j}$,

$$
\begin{aligned}
|\widehat{L}(v)-\widehat{L}(0)| & \leq \sum_{k=0}^{\infty}\left|\widehat{L}\left(t_{k, i_{k}(v)}\right)-\widehat{L}\left(t_{k+1, i_{k+1}(v)}\right)\right| \\
& \leq \sum_{k=0}^{\infty}\left|\widehat{L}\left(t_{k, 2 i_{k}(v)}\right)-\widehat{L}\left(t_{k+1,2 i_{k}(v)+1}\right)\right| \\
& \leq \sum_{k=0}^{\infty} \max _{0 \leq i \leq 2^{k+1}-1}\left|\widehat{L}\left(t_{k+1, i}\right)-\widehat{L}\left(t_{k+1, i+1}\right)\right| .
\end{aligned}
$$

Hence, by (2.38) we have

$$
\begin{aligned}
P(\mid \widehat{L}(v) & \left.-\widehat{L}(0) \mid>\sum_{k=0}^{\infty} u 2^{-\epsilon k / 2}\right) \\
& \leq P\left(\sum_{k=0}^{\infty} \max _{0 \leq i \leq 2^{k+1}-1}\left|\widehat{L}\left(t_{k+1, i}\right)-\widehat{L}\left(t_{k+1, i+1}\right)\right|>\sum_{k=0}^{\infty} u 2^{-\epsilon k / 2}\right) \\
& \leq P\left(\bigcup_{k \geq 0}\left\{\max _{0 \leq i \leq 2^{k+1}-1}\left|\widehat{L}\left(t_{k+1, i}\right)-\widehat{L}\left(t_{k+1, i+1}\right)\right|>u 2^{-\epsilon k / 2}\right\}\right) \\
& \leq \sum_{k=0}^{\infty} P\left(\left\{\max _{0 \leq i \leq 2^{k+1}-1}\left|\widehat{L}\left(t_{k+1, i}\right)-\widehat{L}\left(t_{k+1, i+1}\right)\right|>u 2^{-\epsilon k / 2}\right\}\right) \\
& \leq \sum_{k=0}^{\infty} C_{1} u^{-C} 2^{-C \epsilon k / 2} \leq C_{2} u^{-C}
\end{aligned}
$$

where $C_{2}=C_{1} \sum_{k=0}^{\infty} 2^{-C \epsilon k / 4}$. So, with $C_{3}=\sum_{k=0}^{\infty} 2^{-\epsilon k / 2}$ we obtained that with probability at least $1-C_{2} u^{-C},|\widehat{L}(v)-\widehat{L}(0)| \leq C_{3} u$. That is, for each $C>0$ there exists $C_{3}>0$ such that

$$
P\left(\sup _{0 \leq v<1}|\widehat{L}(v)-\widehat{L}(0)|>C_{3} u\right) \leq C_{2} u^{-C} .
$$

Define $T=\sup _{0 \leq v<1}|\widehat{L}(v)-\widehat{L}(0)|$. Then,

$$
E\left[T^{C}\right] \leq \sum_{n=1} P\left(|T| \geq n^{1 / C}\right) \leq \sum_{n=1}^{\infty} C_{4} n^{-C_{1} / C} .
$$

If we choose $C_{1}>C$, then $\sum_{n=1}^{\infty} n^{-C_{1} / C}<\infty$. Therefore, by Theorem 3.2.1 of Chung 1974, it follows that $E\left\{\sup _{0 \leq v<1}|\widehat{L}(v)-\widehat{L}(0)|\right\}^{C}<\infty$ for each $C>0$, and hence, (2.31) holds by the first part of (2.32). On the other hand,

$$
\begin{align*}
E\left[\widehat{\Delta}_{\text {sup }}^{(2)}\right]^{C} & =E\left[\sup _{u}|\bar{X}(u)-\eta(u)|^{2}\left\{\int(\bar{X}(u)-\eta(u))^{2} d v\right\}\right]^{C / 2} \\
& =\left\{E\left[\sup _{u}|\bar{X}(u)-\eta(u)|\right]^{2 C} E\left[\left\{\int(\bar{X}(u)-\eta(u))^{2} d v\right\}\right]^{C}\right\}^{1 / 2} . \tag{2.39}
\end{align*}
$$

If we define $Y_{i}(u)=X_{i}(u)-\eta(u)$, then the second term on the right-hand side of (2.39) can be bounded as follows:

$$
\begin{align*}
E\left[\int \bar{Y}(v)^{2} d v\right]^{2 k} & =E\left[\int \cdots \int \bar{Y}\left(v_{1}\right)^{2} \cdots \bar{Y}\left(v_{2 k}\right)^{2} d v_{1} \cdots d v_{2 k}\right] \\
& \leq \int \cdots \int\left\{E\left|\bar{Y}\left(v_{1}\right)\right|^{4 k} \times \cdots \times E\left|\bar{Y}\left(v_{2 k}\right)\right|^{4 k}\right\}^{1 / 2 k} d v_{1} \cdots d v_{2 k} \\
& \leq \frac{1}{2 k} \int \cdots \int\left\{E\left|\bar{Y}\left(v_{1}\right)\right|^{4 k}+\cdots+E\left|\bar{Y}\left(v_{2 k}\right)\right|^{4 k}\right\} d v_{1} \cdots d v_{2 k} \\
& =\int E|\bar{Y}(u)|^{4 k} d v . \tag{2.40}
\end{align*}
$$

Moreover, for each fixed $v \in[0,1]$ we can write

$$
\begin{align*}
E|\bar{Y}(u)|^{4 k} & =n^{-4 k} E\left|\sum_{i=1}^{n} Y_{i}\right|^{4 k} \leq C_{1 k} n^{-4 k}\left\{\sum_{i=1}^{n} E\left|Y_{i}(v)\right|^{4 k}+\left(\sum_{i=1}^{n} E\left|Y_{i}(v)\right|^{2}\right)^{2 k}\right\} \\
& \leq C_{2 k} n^{-2 k}\left\{E|Y(v)|^{4 k}+\left(E|Y(v)|^{2}\right)^{2 k}\right\} \\
& \leq C_{3 k} n^{-2 k} E|Y(v)|^{4 k} \leq C_{4 k} n^{-2 k} \tag{2.41}
\end{align*}
$$

where we have used Rosenthal's inequality and (2.1) to obtain the above results. For the first term on the right-hand side of (2.39) we have:

$$
\begin{align*}
E\left[\sup _{u}|\bar{Y}(u)|\right]^{2 C} & =E\left[\sup _{u}\left|\frac{1}{n} \sum_{i=1}^{n} Y_{i}(u)\right|^{2 C}\right] \\
& \leq E\left[\sup _{u}\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}(u)\right|^{2 C}\right)\right] \\
& \leq E\left[\frac{1}{n} \sum_{i=1}^{n} \sup _{u}\left|Y_{i}(u)\right|^{2 C}\right] \\
& =E\left[\sup _{u}|Y(u)|^{2 C}\right]<\infty . \tag{2.42}
\end{align*}
$$

Combining (2.39)- (2.42) implies that $E\left[\widehat{\Delta}_{\text {sup }}^{(2)}\right]^{C}=O\left(n^{-C / 2}\right)$. This finishes the proof of Theorem 2.5 for $C=2 k$, where $k>0$ is an integer. Finally, if $C=2 k-1$, then

$$
E\left[\widehat{\Delta}^{2 k-1}\right] \leq\left(E\left[\widehat{\Delta}^{2 k}\right]\right)^{(2 k-1) / 2 k} \leq\left(\text { const. } n^{-k}\right)^{(2 k-1) / 2 k} \leq \text { const. } n^{-(2 k-1) / 2}
$$

A similar but simpler argument can be used to prove (2.29). This finishes the proof of Theorem 2.5.

### 2.5 Application of the Auxiliary Results to Empirical Approximations

In Section 2.3 one can interpret $L, \lambda_{j}$ and $\phi_{j}$ as $\widehat{K}, \hat{\theta}_{j}$ and $\widehat{\psi}_{j}$, respectively. Recall that $\sup _{j}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \widehat{\Delta}$, and note that, since $\mathcal{I}=[0,1]$, we have $|\mathcal{I}|=1$. Then, for example, (2.6) and (2.11)-(2.13) imply that, for each candidate for $\chi_{j}$,

$$
\begin{align*}
\mid\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j} \psi_{j}\right) & -\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j}\right) \psi_{j} \mid \\
& \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j}\right\|\left(\widehat{\Delta}+\widehat{\Delta}_{\text {sup }}\right), \tag{2.43}
\end{align*}
$$
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$$
\begin{align*}
\widehat{\psi}_{j}-\psi_{j}=\theta_{j}^{-1} & \sum_{s=0}^{\infty}\left(\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right)^{s} \sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
+ & \sum_{s=0}^{\infty}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \\
& \times \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} \tag{2.44}
\end{align*}
$$

and, provided $\widehat{\Delta} \leq \min \left(\theta_{j}-\theta_{j+1}, \theta_{j-1}-\theta_{j}\right)$,

$$
\begin{aligned}
\left|\sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right|= & \left|\int(\widehat{K}-K) \widehat{\psi}_{j}-\psi_{j} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{j}\right| \\
\leq & \left|\int(\widehat{K}-K) \widehat{\psi}_{j}\right|+\left|\psi_{j} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{j}\right| \\
\leq & \left\{\int(\widehat{K}-K)^{2}(u, v) d v\right\}^{1 / 2}\left\{\int \widehat{\psi}_{j}^{2}(v) d v\right\}^{1 / 2} \\
& +\sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right|\left\{\int \psi_{j}^{2}(u)\right\}^{1 / 2} \\
& \times\left[\int\left\{\int(\widehat{K}-K)(u, v) \widehat{\psi}_{j}(v) d v\right\}^{2} d u\right]^{1 / 2} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left|\sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right| \leq\left\{1+\sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right|\right\} \widehat{\Delta}_{\text {sup }} . \tag{2.45}
\end{equation*}
$$

Also, using (2.16), we deduce that

$$
\begin{align*}
& \left|\theta_{j}-\hat{\theta}_{j}\right|^{s} \sum_{k: k \neq j}\left|\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right| \leq \\
& \quad \max \left\{\zeta_{j}^{-(s+1)}\left(1-\zeta_{j}\right)^{-1 / 2}, \eta_{j}^{-(s+1)}+1\right\} \theta_{j}^{-3 / 2}\left\{\sup _{u \in \mathcal{I}} K(u, u)\right\}^{1 / 2}\left(\widehat{\Delta} / \theta_{j}\right)^{s} \widehat{\Delta} . \tag{2.46}
\end{align*}
$$

For $\ell \geq 0$, put

$$
\begin{align*}
\chi_{j \ell}=\theta_{j} & \sum_{s=0}^{\ell} \\
& \left(\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right)^{s} \sum_{k: k \neq j} \psi_{j} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
+ & \sum_{s=0}^{\ell}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}  \tag{2.47}\\
& \times \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} .
\end{align*}
$$

For a function $\alpha$, define $\|\alpha\|_{\text {sup }}=\sup _{u}|\alpha(u)|$. We know from (2.44)-(2.46) and the bound $\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \widehat{\Delta}$ that, provided

$$
\begin{equation*}
\left(\widehat{\Delta} / \theta_{j}\right) \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right) \leq \frac{1}{2} \tag{2.48}
\end{equation*}
$$

we have

$$
\begin{aligned}
& \left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j \ell}\right\|_{\text {sup }}=\| \theta_{j}^{-1} \sum_{c=\rho+1}^{\infty}\left(\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right)^{s} \sum_{k: k+j} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& \quad+\sum_{s=\ell+1}^{\infty}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \|_{\text {sup }}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
&\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j \ell}\right\|_{\text {sup }} \leq \theta_{j}^{-1} \\
& \sum_{s=\ell+1}^{\infty}\left|\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right|^{s}\left\{1+\sup _{u \in \mathcal{I}}\left|\psi_{j}\right|\right\} \widehat{\Delta}_{\text {sup }} \\
&+\sum_{s=\ell+1}^{\infty} \max \left\{\zeta_{j}^{-(s+1)}\left(1-\zeta_{j}\right)^{-1 / 2}, \eta_{j}^{-(s+1)}+1\right\} \theta_{j}^{-3 / 2} \\
& \times\left\{\sup _{u \in \mathcal{I}} K(u, u)\right\}^{1 / 2}\left(\widehat{\Delta} / \theta_{j}\right)^{s} \widehat{\Delta}  \tag{2.49}\\
& \leq v_{j \ell} V_{\ell},
\end{align*}
$$

where $V_{\ell}=\widehat{\Delta}^{\ell+1} \widehat{\Delta}_{\text {sup }}$, and, for a constant $C$ not depending on $j$,

$$
\begin{aligned}
v_{j \ell}=C\{ & \left.\max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)\right\}^{\ell+2}\left(1-\zeta_{j}\right)^{-1 / 2}\left(1+\theta_{j}^{-3 / 2}\right) \theta_{j}^{-(\ell+1)} \\
& \times\left\{1+\sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right|+\sup _{u \in \mathcal{I}} K(u, u)^{1 / 2}\right\} .
\end{aligned}
$$

Note that (2.48) is equivalent to the condition (2.2).

### 2.6 Approximation to $\hat{\theta}_{j}$

Substituting $\chi_{j}=\chi_{j \ell}$ at (2.47) into (2.43) and using (2.49) to bound the righthand side of (2.43), we obtain an approximation to $\hat{\theta}_{j}-\theta_{j}$. Provided (2.48) holds,

$$
\begin{align*}
\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j \ell} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j \ell}\right) \psi_{j}\right| & \leq v_{j \ell} V_{\ell}\left(\widehat{\Delta}+\widehat{\Delta}_{\text {sup }}\right) \\
& \leq 2 v_{j \ell} V_{\ell} \widehat{\Delta}_{\text {sup }} \tag{2.50}
\end{align*}
$$

Note too that, by (2.17), we have

$$
\begin{equation*}
\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \leq 8^{-1 / 2} \frac{\widehat{\Delta}}{\theta_{j} \min \left(\frac{\theta_{j-1}}{\theta_{j}}-1,1-\frac{\theta_{j+1}}{\theta_{j}}\right)} \leq 8^{-1 / 2}\left(\widehat{\Delta} / \theta_{j}\right) \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right) \tag{2.51}
\end{equation*}
$$

whence, writing "const." for a generic constant not depending on $j$ or $n$ but depending on $\ell$,

$$
\begin{align*}
\mid \sum_{k: k \neq j} \psi_{k} & \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \mid \\
& =\left|\sum_{k=1}^{\infty} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}-\psi_{j} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right| \\
& \leq\left\|(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\|_{\text {sup }}+\left\|\psi_{j}\right\|_{\text {sup }}\left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right| \\
& \leq\|\widehat{K}-K\|_{\text {sup }}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|+\left\|\psi_{j}\right\|_{\text {sup }}\|\widehat{K}-K\|_{\text {sup }}\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \\
& \leq \text { const. }\left(\widehat{\Delta} / \theta_{j}^{2}\right) \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right) \widehat{\Delta}_{\text {sup }} . \tag{2.52}
\end{align*}
$$

(Here we have used (2.17), and the fact that $\left\|\psi_{j}\right\|_{\text {sup }} \leq\|K\|_{\text {sup }} / \theta_{j}$.) Also, with $c_{k}=\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}$ for $k \neq j$ and $c_{j}=0$, we have:

$$
\begin{align*}
\mid \sum_{k: k \neq j} c_{k} \psi_{k} & \left.\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right|^{2} \\
& =\left|c_{k} \int(\widehat{K}-K)(u, v)\left(\widehat{\psi}_{j}-\psi_{j}\right)(v) d v\right|^{2} \\
& \leq c_{k}^{2}\left|\int(\widehat{K}-K)^{2}(u, v) d v\right|\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \\
& \leq c_{k}^{2} \widehat{\Delta}_{\text {sup }}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \\
& \leq \widehat{\Delta}_{\text {sup }}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \sum_{k: k \neq j} c_{k}^{2} . \tag{2.53}
\end{align*}
$$

Below we show that $\sum_{k=1}^{\infty} c_{k}^{2} \leq C_{s}\left\{\max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+1} \theta_{j}^{-(s+2)}\right\}^{2}$.

Lemma 2.4. For an integer $s \geq 1$ if $c_{k}=\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}$ for $k \neq j$ and $c_{j}=0$, then

$$
\begin{equation*}
\sum_{k=1}^{\infty} c_{k}^{2} \leq C_{s}\left\{\max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+1} \theta_{j}^{-(s+2)}\right\}^{2} \tag{2.54}
\end{equation*}
$$

where $C_{s}$ denotes a constant depending only on $s$.

Proof of Lemma:

$$
\begin{align*}
\sum_{k: k \neq j} c_{k}^{2} & =\sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}^{2} \\
& =\sum_{k<j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}^{2}+\sum_{k>j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}^{2} \tag{2.55}
\end{align*}
$$

For the first series on the right-hand side of (2.55), related to $k<j \equiv \theta_{k} \geq \theta_{j}$, provided $\sum_{k=1}^{\infty} \theta_{k}^{2} \leq C$, by using Chebychev's inequality, we have

$$
\#\{k: k<j\}=\#\left\{k: \theta_{k} \geq \theta_{j}\right\} \leq \frac{\sum_{k=1}^{\infty} \theta_{k}^{2}}{\theta_{j}} \leq \frac{C}{\theta_{j}^{2}}
$$

Hence,

$$
\begin{align*}
\sum_{k<j}\left(\theta_{j}-\theta_{k}\right)^{-2(s+1)} & \leq \frac{C}{\theta_{j}^{2}} \frac{C}{\theta_{j}^{2(s+1)}}\left(\inf _{k<j}\left\{\left(\theta_{k} / \theta_{j}\right)-1\right\}\right)^{-2(s+1)} \\
& =\frac{C}{\theta_{j}^{2(s+2)}}\left(\inf _{k<j}\left\{\left(\theta_{k} / \theta_{j}\right)-1\right\}\right)^{-2(s+1)} \\
& =C \theta_{j}^{-2(s+2)} \eta_{j}^{-2(s+1)} \tag{2.56}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{k<j} \theta_{j}^{-2(s+1)} \leq \frac{C}{\theta_{j}^{2}} \frac{1}{\theta_{j}^{2(s+1)}}=C \theta_{j}^{-2(s+2)} \tag{2.57}
\end{equation*}
$$

For $k>j \equiv \theta_{k} \leq \theta_{j}$, define $\nu_{j k}=\left(1-\frac{\theta_{k}}{\theta_{j}}\right)^{-1}$. Then,
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$$
\begin{aligned}
\sum_{k>j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}^{2} & =\theta_{j}^{-2(s+1)} \sum_{k: k>j}\left\{\left(1-\frac{\theta_{k}}{\theta_{j}}\right)^{-(s+1)}-1\right\}^{2} \\
& =\theta_{j}^{-2(s+1)} \sum_{k: k>j}\left\{\nu_{j k}^{s+1}-1\right\}^{2} \\
& =\theta_{j}^{-2(s+1)} \sum_{k: k>j}\left\{\left(\nu_{j k}-1\right)\left(1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right)\right\}^{2}
\end{aligned}
$$

which is simplified to:

$$
\begin{aligned}
\sum_{k>j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}^{2} & =\theta_{j}^{-2(s+1)} \sum_{k: k>j}\left\{\left(\frac{\frac{\theta_{k}}{\theta_{j}}}{1-\frac{\theta_{k}}{\theta_{j}}}\right)^{2}\left(1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right)^{2}\right\} \\
& =\theta_{j}^{-2(s+1)-2} \sum_{k: k>j}\left\{\theta_{k}^{2} \nu_{j k}^{2}\left(1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right)^{2}\right\} \\
& =\theta_{j}^{-2(s+2)} \sum_{k: k>j}\left\{\theta_{k}^{2} \nu_{j k}^{2} \nu_{j k}^{2}\left(\nu_{j k}^{-1}+1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right)^{2}\right\}
\end{aligned}
$$

Thus,

$$
\begin{align*}
\sum_{k>j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\}^{2} & \leq \theta_{j}^{-2(s+2)} \sum_{k: k>j}\left\{\theta_{k}^{2} \nu_{j k}^{4}\left(1+1+\nu_{j k}+\cdots+\nu_{j k}^{s}\right)^{2}\right\} \\
& \leq \theta_{j}^{-2(s+2)} \sum_{k: k>j}\left\{\theta_{k}^{2} \nu_{j k}^{4}(s+1)^{2} \nu_{j k}^{2(s-1)}\right\} \\
& =(s+1)^{2} \theta_{j}^{-2(s+2)} \sum_{k: k>j}\left\{\theta_{k}^{2} \nu_{j k}^{2(s+1)}\right\} \\
& \leq(s+1)^{2} \theta_{j}^{-2(s+2)} \zeta_{j}^{-2(s+1)} \sum_{k: k>j} \theta_{k}^{2} \\
& \leq(s+1)^{2} \theta_{j}^{-2(s+2)} \zeta_{j}^{-2(s+1)}\left\{\sum_{k: k>j} \theta_{k}^{2}\right\} \\
& \leq C_{s} \theta_{j}^{-2(s+2)} \zeta_{j}^{-2(s+1)} \tag{2.58}
\end{align*}
$$

where we have used the fact that $\nu_{j k}=\frac{1}{1-\frac{\theta_{k}}{\theta_{j}}} \leq \frac{1}{\inf _{k k k>j}\left(1-\frac{\theta_{k}}{\theta_{j}}\right)}=\zeta_{j}^{-1}$. Finally,
combining (2.55)-(2.58) finishes the proof.

Therefore, combining (2.53) and (2.54) results in

$$
\begin{align*}
& \left|\sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right| \\
& \quad \leq C_{s} \widehat{\Delta} \widehat{\Delta}_{\text {sup }} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+2} \theta_{j}^{-(s+3)} . \tag{2.59}
\end{align*}
$$

Let

$$
\begin{align*}
\chi_{j \ell}^{[1]}= & \theta_{j}^{-1} \sum_{s=0}^{\ell}\left(\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right)^{s} \sum_{k: k \neq j} \psi_{j} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
+ & \sum_{s=0}^{\ell}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \\
& \times \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} . \tag{2.60}
\end{align*}
$$

Then, by (2.47), (2.52), (2.59), (2.60) and (2.17) if (2.48) holds,

$$
\begin{align*}
\| \chi_{j \ell} & -\chi_{j \ell}^{[1]}\left\|_{\text {sup }}=\right\| \theta_{j}^{-1} \sum_{s=0}^{\ell}\left(\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right)^{s} \sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \\
& +\sum_{s=0}^{\ell}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \|_{\text {sup }} \\
& \leq \theta_{j}^{-1} \sum_{s=0}^{\ell}\left|\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right|^{s}\left(\frac{\widehat{\Delta}}{\theta_{j}^{2}}\right) \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right) \widehat{\Delta}_{\text {sup }} \\
& +\sum_{s=0}^{\ell}\left|\theta_{j}-\hat{\theta}_{j}\right|^{s} \widehat{\Delta}_{\text {sup }} \widehat{\Delta} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+2} \theta_{j}^{-(s+3)} \\
& \leq \text { const. } \sum_{s=0}^{\ell} \widehat{\Delta}^{s+1} \widehat{\Delta}_{\text {sup }} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+2} \theta_{j}^{-(s+3)} \tag{2.61}
\end{align*}
$$

Moreover, the following property holds:

$$
\begin{equation*}
\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \tag{2.62}
\end{equation*}
$$

then, using (2.17) and (2.52) implies that

$$
\left\|\chi_{j \ell}-\chi_{j \ell}^{[1]}\right\|_{\text {sup }} \leq \text { const. } \sum_{s=1}^{\ell} \widehat{\Delta}^{s+1} \widehat{\Delta}_{\text {sup }} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+2} \theta_{j}^{-(s+3)}
$$

which means that (2.61) would continue to hold if the term corresponding to $s=0$ were dropped from the series on the right-hand side.

Replacing $\chi_{j \ell}$ by $\chi_{j \ell}^{[1]}$ in (2.50), taking $\ell=1$, and noting (2.17) and (2.61), we deduce that if (2.48) holds then

$$
\begin{aligned}
& \left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}^{[1]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[1]}\right) \psi_{j}\right| \\
& =\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int\left(\chi_{j 1}^{[1]}-\chi_{j 1}+\chi_{j 1}\right) \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[1]}-\chi_{j 1}+\chi_{j 1}\right) \psi_{j}\right| \\
& \leq\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(\int\left(\chi_{j 1}^{[1]}-\chi_{j 1}\right) \psi_{j}\right)-\int(\widehat{K}-K)\left(\chi_{j 1}^{[1]}-\chi_{j 1}\right) \psi_{j}\right| \\
& \quad+\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}\right) \psi_{j}\right| \\
& \leq \text { const. } \widehat{\Delta}\left\|\chi_{j 1}^{[1]}-\chi_{j 1}\right\|_{\text {sup }} \sup _{u}\left|\psi_{j}(u)\right|+\int\left\{\int(\widehat{K}-K)^{2}(u, v) d v\right\}^{1 / 2} \\
& \quad \times\left\{\int\left(\chi_{j 1}^{[1]}-\chi_{j 1}\right)^{2}(v) d v\right\}^{1 / 2} \psi_{j}(u) d u+2 v_{j 1} V_{1} \widehat{\Delta}_{\text {sup }} \\
& \leq \\
& \leq \text { const. } \widehat{\Delta} \widehat{\Delta}_{\text {sup }} \sum_{s=0}^{1} \widehat{\Delta}^{s+1} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{s+2} \theta_{j}^{-(s+3)} \sup _{u}\left|\psi_{j}(u)\right| \\
& \quad+\widehat{\Delta}_{\text {sup }}\left\|\chi_{j 1}^{[1]}-\chi_{j 1}\right\|_{\text {sup }} \sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right|+2 v_{j 1} V_{1} \widehat{\Delta}_{\text {sup }} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
& \left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}^{[1]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[1]}\right) \psi_{j}\right| \\
& \leq \text { const. } \widehat{\Delta}^{2} \widehat{\Delta}_{\text {sup }} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{2} \theta_{j}^{-3} \sup _{u}\left|\psi_{j}(u)\right| \sum_{s=0}^{1}\left(\frac{\widehat{\Delta}}{\theta_{j}} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)\right)^{s} \\
& \quad+\widehat{\Delta}_{\text {sup }}^{2} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{2} \widehat{\Delta} \theta_{j}^{-3} \sum_{s=0}^{1}\left(\frac{\widehat{\Delta}}{\theta_{j}} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)\right)^{s} \sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right| \\
& \quad+2 v_{j 1} V_{1} \widehat{\Delta}_{\text {sup }} \leq D_{n j}, \tag{2.63}
\end{align*}
$$

where

$$
D_{n j}=n^{-3 / 2} U_{n j}\left(1-\zeta_{j}\right)^{-1 / 2} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{3} \theta_{j}^{-7 / 2} \sup _{u \in \mathcal{I}}\left|\psi_{j}(u)\right|,
$$

and $U_{n j}$ denotes a generic random variable satisfying:

$$
\begin{equation*}
\sup _{n, j \geq 1} E\left(U_{n j}^{m}\right)<\infty, \quad \text { for each integer } m \geq 1 \text {. } \tag{2.64}
\end{equation*}
$$

In (2.63) it suffices to take $U_{n j}=$ const. $\left(n^{1 / 2} \widehat{\Delta}_{\text {sup }}\right)^{3}$, not depending on $j$; this result uses (2.28) and (2.29). (More generally, $U_{n j}$ will alter from one appearance to the next in versions of $D_{n j}$ below.)

It should be mentioned that since $\theta_{j}\left|\psi_{j}\right|^{2} \leq K_{\text {diag }}$, where $K_{\text {diag }} \equiv K(u, u)=$ $\operatorname{Var}(X(u))$, then $\left\|\psi_{j}\right\|_{\text {sup }} \leq \theta_{j}^{-1 / 2}\left\|K_{\text {diag }}\right\|_{\text {sup }}^{1 / 2}$. Therefore, $\left\|\psi_{j}\right\|_{\text {sup }}$ in $D_{n j}$ can be replaced by $\theta_{j}^{-1 / 2}$, because $\left\|K_{\text {diag }}\right\|_{\text {sup }}<\infty$ by (2.1).

Note that $\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}=\int \widehat{\psi}_{j} \psi_{j}-1 \leq\left\|\widehat{\psi}_{j}\right\|\left\|\psi_{j}\right\|-1 \leq 1-1=0$. Bearing this sign in mind, we have:
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$$
\begin{aligned}
\frac{1}{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} & =\frac{1}{2}\left\langle\widehat{\psi}_{j}-\psi_{j}, \widehat{\psi}_{j}-\psi_{j}\right\rangle=\frac{1}{2}\left\{-\left\langle\widehat{\psi}_{j}-\psi_{j}, \psi_{j}\right\rangle+\left\langle\widehat{\psi}_{j}-\psi_{j}, \widehat{\psi}_{j}\right\rangle\right\} \\
& =-\frac{1}{2}\left\langle\widehat{\psi}_{j}-\psi_{j}, \psi_{j}\right\rangle+\frac{1}{2}\left\{\left\langle\widehat{\psi}_{j}, \widehat{\psi}_{j}\right\rangle-\left\langle\widehat{\psi}_{j}, \psi_{j}\right\rangle\right\} \\
& =-\frac{1}{2}\left\langle\widehat{\psi}_{j}-\psi_{j}, \psi_{j}\right\rangle+\frac{1}{2}\left\{\left\langle\psi_{j}, \psi_{j}\right\rangle-\left\langle\widehat{\psi}_{j}, \psi_{j}\right\rangle\right\} \\
& =-\frac{1}{2}\left\langle\widehat{\psi}_{j}-\psi_{j}, \psi_{j}\right\rangle-\frac{1}{2}\left\langle\widehat{\psi}_{j}-\psi_{j}, \psi_{j}\right\rangle \\
& =-\left\langle\widehat{\psi}_{j}-\psi_{j}, \psi_{j}\right\rangle=-\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} \geq 0
\end{aligned}
$$

From this result and (2.51) we see that

$$
\begin{equation*}
\left|\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|=\frac{1}{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq \text { const. }\left(\widehat{\Delta} / \theta_{j}\right)^{2} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{2} . \tag{2.65}
\end{equation*}
$$

Let

$$
\begin{aligned}
\chi_{j \ell}^{[2]}=\theta_{j}^{-1} & \sum_{s=0}^{\ell}\left(\frac{\theta_{j}-\hat{\theta}_{j}}{\theta_{j}}\right)^{s} \sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
& +\sum_{s=0}^{\ell}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k=k \neq k}\left\{\left(\theta_{j}-\theta_{k}\right)^{-(s+1)}-\theta_{j}^{-(s+1)}\right\} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k},
\end{aligned}
$$

which is $\chi_{j \ell}^{[1]}$, except for the last term which was dropped. We have

$$
\begin{aligned}
\mid\left(\theta_{j}-\hat{\theta}_{j}\right)(1+ & \left.\int \chi_{j 1}^{[2]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[2]}\right) \psi_{j} \mid \\
\leq & \left|\left(\theta_{j}-\hat{\theta}_{j}\right)\left(1+\int \chi_{j 1}^{[1]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[1]}\right) \psi_{j}\right| \\
& +\left|\left(\theta_{j}-\hat{\theta}_{j}\right) \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}+\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}\left\{\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right\}\right| \\
\leq & D_{n j}+\left|\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|\left|\left(\hat{\theta}_{j}-\theta_{j}\right)-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| \\
\leq & D_{n j}+\frac{1}{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \times 2\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\|\widehat{K}-K\| \|_{\text {sup }} \\
\leq & D_{n j}+\text { const. }\left(\widehat{\Delta} / \theta_{j}\right)^{3} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right)^{3} \widehat{\Delta}_{\text {sup }}
\end{aligned}
$$

where we used (2.63), (2.65) and (2.18) to bound the terms on the right-hand
side. We see that the terms on the right-hand side of the above inequality can be bounded by $D_{n j}$ again. (The only change is that the value of $D_{n j}$ is inflated by a multiplicative constant). That is:

$$
\begin{equation*}
\left|\left(\theta_{j}-\hat{\theta}_{j}\right)\left(1+\int \chi_{j 1}^{[2]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[2]}\right) \psi_{j}\right| \leq D_{n j} \tag{2.66}
\end{equation*}
$$

Lemma 2.5. Let $X(t)$ satisfy (2.1). Then, for each integer $k, j, m \geq 1$,

$$
E\left[\int(\widehat{K}-K) \psi_{j} \psi_{k}\right]^{2 m}=O\left(\left\{n^{-1} \theta_{j} \theta_{k}\right\}^{m}\right)
$$

where the $\theta_{j}$ and $\psi_{j}$ are eigenvalues and eigenfunctions of the operator $K$.

Proof of Lemma: Define $B_{j k}=\int(\widehat{K}-K) \psi_{j} \psi_{k}$. We have

$$
\begin{aligned}
(\widehat{K}-K)(u, v)=\frac{1}{n} & \sum_{i=1} n\left\{X_{i}(u)-\eta(u)\right\}\left\{X_{i}(v)-\eta(v)\right\}-K(u, v) \\
& -\left(X_{i}(u)-\eta(u)\right)\left(X_{i}(v)-\eta(v)\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
B_{j k}= & \iint(\widehat{K}-K)(u, v) \psi_{j}(v) \psi_{k}(u) d u d v \\
= & \frac{1}{n} \sum_{i=1}^{n}\left\{\int\left(X_{i}(u)-\eta(u)\right) \psi_{k}(u) d u\right\}\left\{\int\left(X_{i}(v)-\eta(v)\right) \psi_{j}(v) d v\right\} \\
& -\theta_{j} \delta_{j k}-\left\{\int\left(\bar{X}_{i}(u)-\eta(u)\right) \psi_{k}(u) d u\right\}\left\{\int\left(\bar{X}_{i}(v)-\eta(v)\right) \psi_{j}(v) d v\right\} \\
= & \frac{1}{n} \sum_{i=1}^{n} \xi_{i k} \xi_{i j}-\bar{\xi}_{k} \bar{\xi}_{j}-\theta_{j} \delta_{j k},
\end{aligned}
$$

where $\xi_{i j}=\int\left(X_{i}-\eta\right) \psi_{j}$ and $\bar{\xi}_{j}=\frac{1}{n} \sum_{i=1}^{n} \xi_{i j}$. If $k \neq j$ then,
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$$
\begin{align*}
E\left[B_{j k}^{2 m}\right]=E\left[\int(\widehat{K}-K) \psi_{j} \psi_{k}\right]^{2 m} & =E\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i k} \xi_{i j}-\bar{\xi}_{k} \bar{\xi}_{j}\right]^{2 m} \\
& \leq C_{m}\left\{\left(E\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i k} \xi_{i j}\right]^{2 m}\right)+\left(E\left[\bar{\xi}_{k} \bar{\xi}_{j}\right]^{2 m}\right)\right\} \tag{2.67}
\end{align*}
$$

By using Rosenthal's inequality and part (b) of (2.1) we have

$$
\begin{align*}
E\left|\frac{1}{n} \sum_{i=1}^{n} \xi_{i k} \xi_{i j}\right|^{2 m} & \leq C_{1 m} n^{-2 m}\left\{\sum_{i=1}^{n} E\left|\xi_{i j}^{2 m} \xi_{i k}^{2 m}\right|+\left(\sum_{i=1}^{n} E\left[\xi_{i j} \xi_{i k}\right]^{2}\right)^{m}\right\} \\
& \leq C_{1 m} n^{-2 m}\left\{\sum_{i=1}^{n}\left\{E\left|\xi_{i j}^{4 m}\right| E\left|\xi_{i k}^{4 m}\right|\right\}^{1 / 2}+\left(\sum_{i=1}^{n}\left\{E\left[\xi_{i j}^{4}\right] E\left[\xi_{i k}^{4}\right]\right\}^{1 / 2}\right)^{m}\right\} \\
& \leq C_{2 m} n^{-2 m}\left\{\sum_{i=1}^{n} \theta_{j}^{m} \theta_{k}^{m}+\left(\sum_{i=1}^{n} \theta_{j} \theta_{k}\right)^{m}\right\} \leq C_{3 m} n^{-m} \theta_{j}^{m} \theta_{k}^{m}, \tag{2.68}
\end{align*}
$$

and also,

$$
\begin{align*}
& E\left[\xi_{i} \xi_{j}\right]^{2 m} \leq\left\{E\left|\xi_{j}\right|^{2 m} E\left|\xi_{k}\right|^{2 m}\right\}^{1 / 2} \\
&= n^{-4 m}\left\{E\left|\sum_{i=1}^{n} \xi_{i j}\right|^{4 m} E\left|\sum_{i=1}^{n} \xi_{i j}\right|^{4 m}\right\}^{1 / 2}  \tag{2.69}\\
& \leq C_{3 m} n^{-4 m}\left\{\sum_{i=1}^{n} E\left|\xi_{i j}\right|^{4 m}+\left(\sum_{i=1}^{n} E\left[\xi_{i j}^{2}\right]\right)^{2 m}\right\}^{1 / 2} \times \\
&\left\{\sum_{i=1}^{n} E\left|\xi_{i k}\right|^{4 m}+\left(\sum_{i=1}^{n} E\left[\xi_{i k}^{2}\right]\right)^{2 m}\right\}^{1 / 2} \\
& \leq C_{4 m} n^{-2 m}\left\{\sum_{i=1}^{n} \theta_{j}^{2 m}+\left(\sum_{i=1}^{n} \theta_{j}\right)^{2 m}\right\}^{1 / 2}\left\{\sum_{i=1}^{n} \theta_{k}^{2 m}+\left(\sum_{i=1}^{n} \theta_{k}\right)^{2 m}\right\}^{1 / 2} \\
& \leq C_{4 m} n^{-2 m} \theta_{j}^{m} \theta_{k}^{m} . \tag{2.70}
\end{align*}
$$

Combining (2.67)-(2.70) finishes the proof for $k \neq j$. When $k=j$, we have

$$
E\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}^{2 m}=E\left\{\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}^{2}-E\left(\xi_{j}^{2}\right)\right)-\left(\bar{\xi}_{j}\right)^{2}\right\}^{2 m}
$$

where $\xi_{j}$ denotes a generic $\xi_{i j}$. Hence, similar to the case $k \neq j$, by moment methods and using part (b) of (2.1), we see that

$$
E\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}^{2 m} \leq C_{s}\left(n^{-1} \theta_{j}^{2}\right)^{m}
$$

This finishes the proof.

Define $\|\cdot\|_{m} \equiv\left\{E(.)^{m}\right\}^{1 / m}$. By Minkowski's inequality $\|\cdot\|_{m}$ is a semi-norm. Then, using Lemma 2.5, we conclude that:

$$
\begin{align*}
E\left[\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\{ \right. & \left.\left.\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right]^{m}=\left(\left\|\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} B_{j k}^{2}\right\|_{m}\right)^{m} \\
\leq & \left(\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\|B_{j k}^{2}\right\|_{m}\right)^{m} \\
& =O\left(\left\{n^{-1} \rho_{j}^{-2} \theta_{j} \sum_{k: k \neq j} \theta_{k}\right\}^{m}\right)=O\left(\left\{n^{-1} \rho_{j}^{-2} \theta_{j}\right\}^{m}\right) . \tag{2.71}
\end{align*}
$$

If (2.48) holds, working out the integrals on the left-hand side of (2.66) and moving a portion of $\int(\widehat{K}-K) \chi_{j \ell}^{[2]} \psi_{j}$ onto the right-hand side, we obtain the following result:

$$
\begin{aligned}
& \mid \hat{\theta}_{j}-\theta_{j}- \int(\widehat{K}-K) \psi_{j} \psi_{j}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2} \mid \\
& \leq\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}^{[2]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[2]}\right) \psi_{j}\right| \\
&+\left|\int(\widehat{K}-K) \chi_{j 1}^{[2]} \psi_{j}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right|,
\end{aligned}
$$
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$$
\begin{align*}
\mid \hat{\theta}_{j}-\theta_{j} & -\int(\widehat{K}-K) \psi_{j} \psi_{j}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2} \mid \\
& \leq D_{n j}+\left|\theta_{j}-\hat{\theta}_{j}\right|\left|\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right|^{2} \\
& \leq D_{n j}+n^{-3 / 2} \rho_{j}^{-2} \theta_{j} U_{n j} \leq \text { const. } D_{n j} \tag{2.72}
\end{align*}
$$

where $U_{n j}$ is a generic random variable satisfying $\sup _{n, j \geq 1} E\left(U_{n j}^{m}\right)<\infty$ for all $m \geq 1$. Furthermore, by (2.71), we considered the random variable $U_{n j}$ as

$$
n^{3 / 2} \rho_{j}^{2} \theta_{j}^{-1} \widehat{\Delta} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2},
$$

which has the properties ascribed to $U_{n j}$ in (2.64). To obtain the above results, we also used (2.71) and (2.17) as well as (2.28) and (2.29).

### 2.7 Approximation to $\widehat{\psi}_{j}$

### 2.7.1 Bounds in Sup-norm

Let

$$
\begin{aligned}
\chi_{j 2}^{[3]} & =\theta_{j}^{-1}\left\{1-\theta_{j}^{-1} \int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}\left\{\sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right\} \\
& +\sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-1}-\theta_{j}^{-1}\right\} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
& -\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}\left[\sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-2}-\theta_{j}^{-2}\right\} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right], \\
\chi_{j 2}^{[4]} & =\chi_{j 2}^{[3]}+\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} .
\end{aligned}
$$

We have

$$
\begin{aligned}
\chi_{j 2} & =\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& +\left(\theta_{j}-\hat{\theta}_{j}\right) \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& +\left(\theta_{j}-\hat{\theta}_{j}\right)^{2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-3} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}
\end{aligned}
$$

and

$$
\begin{aligned}
\chi_{j 2}^{[4]}= & \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
& -\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
& +\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} .
\end{aligned}
$$

Therefore, provided (2.48) holds,

$$
\begin{align*}
\left\|\chi_{j 2}-\chi_{j 2}^{[4]}\right\|_{\text {sup }} & =\|\left(\theta_{j}-\hat{\theta}_{j}\right) \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& +\left(\theta_{j}-\hat{\theta}_{j}\right)^{2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-3} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& +\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \|_{\text {sup }} . \tag{2.73}
\end{align*}
$$

Substitute the Taylor-expansion-with remainder of $\hat{\theta}_{j}$, given in (2.72), for $\hat{\theta}_{j}$ into the above terms, but omit the "order $n^{-1}$ " term, the absolute value of which is dominated by:
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$$
\begin{equation*}
T_{j}=\sum_{k: k \neq j}\left|\theta_{j}-\theta_{k}\right|^{-1}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2} \tag{2.74}
\end{equation*}
$$

Moment methods, together with part (b) of (2.1) and Lemma 2.5, show that
$E\left(T_{j}\right)=O\left(n^{-1} \sum_{k: k \neq j}\left|\theta_{j}-\theta_{k}\right|^{-1} \theta_{j} \theta_{k}\right)=O\left(n^{-1} \rho_{j}^{-1} \theta_{j} \sum_{k: k \neq j} \theta_{k}\right)=O\left(n^{-1} \rho_{j}^{-1} \theta_{j}\right)$, and passing to higher-order moments, similar to (2.71), we obtain for each integer $m \geq 1$,

$$
E\left(T_{j}^{m}\right)=O\left(\left\{n^{-1} \rho_{j}^{-1} \theta_{j}\right\}^{m}\right)
$$

In particular, if we take $R_{n j}=n \rho_{j} \theta_{j}^{-1} T_{j}$, then $R_{n j}$ has the properties ascribed to $U_{n j}$ in (2.64). Thus, we deduce that

$$
\left\|\chi_{j 2}-\chi_{j 2}^{[4]}\right\|_{\sup } \leq \text { const. } \rho_{j}^{-3}\left\{\sup _{u}\left|\psi_{j}(u)\right|\right\} \widehat{\Delta}_{\text {sup }} \widehat{\Delta}^{2}\left(1-\zeta_{j}\right)^{-1 / 2} \theta_{j}^{-1 / 2}+D_{n j} .
$$

Finally, by (2.28) and (2.29) we obtain

$$
\begin{align*}
\left\|\chi_{j 2}-\chi_{j 2}^{[4]}\right\|_{\sup } & \leq \text { const. } n^{-3 / 2} U_{n j} \theta_{j}^{-1 / 2} \rho_{j}^{-3}\left(1-\zeta_{j}\right)^{-1 / 2}\left\{\sup _{u}\left|\psi_{j}(u)\right|\right\}+D_{n j} \\
& \leq \text { const. } D_{n j}, \tag{2.75}
\end{align*}
$$

where the random variable $U_{n j}$ satisfies $\sup _{n, j \geq 1} E\left(U_{n, j}^{m}\right) \leq \infty$, for each integer $m \geq 1$, and the constant not depending on $j$.

Combining (2.49) and (2.75), we see that, provided (2.48) holds,

$$
\begin{align*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[4]}\right\|_{\text {sup }} & =\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}+\chi_{j 2}-\chi_{j 2}^{[4]}\right\|_{\text {sup }} \\
& \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}\right\|_{\text {sup }}+\left\|\chi_{j 2}-\chi_{j 2}^{[4]}\right\|_{\text {sup }} \\
& \leq v_{j 2} V_{2}+D_{n j}=v_{j 2} \widehat{\Delta}^{3} \widehat{\Delta}_{\text {sup }}+D_{n j} \\
& \leq \text { const. } D_{n j} . \tag{2.76}
\end{align*}
$$

Put

$$
\begin{equation*}
\alpha_{j}=\widehat{\psi}_{j}-\psi_{j}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \tag{2.77}
\end{equation*}
$$

Lemma 2.6. For a constant $C>0$ and all $k \neq j$, we have $\theta_{k}^{1 / 2} /\left|\theta_{k}-\theta_{j}\right| \leq$ $C \theta_{j}^{1 / 2} / \rho_{j}$.

Proof of Lemma: For $k>j$ define $1-\theta_{k} / \theta_{j} \equiv x_{j k}$. We have $\zeta_{j}=\inf _{k: k>j}(1-$ $\theta_{k}\left(\theta_{j}\right) \leq x_{j k} \leq 1$, for all $k>j$. So,

$$
\begin{equation*}
\frac{\theta_{k}^{1 / 2}}{\theta_{j}-\theta_{k}}=\frac{\theta_{j}^{-1 / 2}\left(1-x_{j k}\right)^{1 / 2}}{x_{j k}} \leq \theta_{j}^{1 / 2} \zeta_{j}^{-1} \tag{2.78}
\end{equation*}
$$

On the other hand, for $k<j$, define $\theta_{k} / \theta_{j}-1=\nu_{j k}$. Here, also $\inf _{k: k<j}\left(\theta_{k} / \theta_{j}-\right.$ 1) $=\eta_{j} \leq \nu_{j k}$, for all $k<j$. Therefore,

$$
\begin{equation*}
\frac{\theta_{k}^{1 / 2}}{\theta_{k}-\theta_{j}}=\theta_{j}^{-1 / 2}\left(\frac{\nu_{j k}+1}{\nu_{j k}}\right) \leq \theta_{j}^{-1 / 2}\left(\frac{\eta_{j}+1}{\eta_{j}}\right)=\theta_{j}^{-1 / 2}\left(1+\eta_{j}^{-1}\right) . \tag{2.79}
\end{equation*}
$$

Combining the two results (2.78) and (2.79), we deduce that

$$
\theta_{k}^{1 / 2} /\left|\theta_{k}-\theta_{j}\right| \leq C \theta_{j}^{-1 / 2} \max \left(\zeta_{j}^{-1}, \eta_{j}^{-1}\right) \leq C \theta_{j}^{1 / 2} \rho_{j}^{-1}
$$

which finishes the proof.
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Writing $K_{\text {diag }}(u) \equiv K(u, u)=\operatorname{Var}(X(u))$ and defining

$$
S_{1}=\sum_{k: k \neq j} \frac{\theta_{k}}{\theta_{j}\left(\theta_{j}-\theta_{k}\right)} \psi_{k} \int(\widehat{K}-K) \alpha_{j} \psi_{k},
$$

we have, by the Cauchy-Schwarz inequality and the above Lemma,

$$
\begin{align*}
\left|S_{1}\right| & \leq C \theta_{j}^{-1 / 2} \rho_{j}^{-1}\left(\sum_{k=1}^{\infty} \theta_{k} \psi_{k}^{2}\right)^{1 / 2}\left[\left\{\int(\widehat{K}-K) \alpha_{j} \psi_{k}\right\}^{2}\right]^{1 / 2} \\
& \leq C \theta_{j}^{-1 / 2} \rho_{j}^{-1} K_{\text {diag }}^{1 / 2}\|\widehat{K}-K\|\left\|\alpha_{j}\right\| . \tag{2.80}
\end{align*}
$$

More simply,

$$
\begin{aligned}
S_{2} & \equiv \theta_{j}^{-1} \sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \alpha_{j} \psi_{k} \\
& =\theta_{j}^{-1}\left\{\int(\widehat{K}-K) \alpha_{j}-\psi_{j} \int(\widehat{K}-K) \alpha_{j} \psi_{j}\right\} .
\end{aligned}
$$

Note ton that since $\theta_{j}\left|\psi_{j}\right|^{2}<K_{\text {dimg }}$, then $s_{j} \leq \theta_{0}^{-1 / 2}\left\|K_{\text {dian }}\right\|_{\| m, 1 / 2}$. Therefore

$$
\begin{align*}
\left\|S_{2}\right\|_{\text {sup }} & \left.\leq \theta_{j}^{-1}\{\| \widehat{K}-K)\left\|_{\text {sup }}\right\| \alpha_{j}\left\|+s_{j}\right\| \widehat{K}-K\| \| \alpha_{j} \|\right\} \\
& \leq \text { const. } \theta_{j}^{-3 / 2}\|\widehat{K}-K\|_{\text {sup }}\left\|\alpha_{j}\right\| . \tag{2.81}
\end{align*}
$$

Using (2.9), we have

$$
\widehat{\psi}_{j}-\psi_{j}-\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}=\sum_{k: k \neq j}\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}
$$

Therefore,

$$
\begin{align*}
\beta_{j} \equiv & \widehat{\psi}_{j}-\psi_{j}-\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
= & \sum_{k: k \neq j}\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
= & \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \\
& \quad-\sum_{k: k \neq j}\left\{\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1}-\left(\theta_{j}-\theta_{k}\right)^{-1}\right\} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
= & \beta_{j 1}+\beta_{j 2} \tag{2.82}
\end{align*}
$$

where

$$
\begin{aligned}
& \beta_{j 1}=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \\
& \beta_{j 2}=-\sum_{k: k \neq j} \frac{\left(\hat{\theta}_{j}-\theta_{j}\right)}{\left(\theta_{j}-\theta_{k}\right)\left(\hat{\theta}_{j}-\theta_{k}\right)} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}
\end{aligned}
$$

By (2.17),

$$
\begin{align*}
\left\|\beta_{j 1}\right\| & =\left[\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right\}^{2}\right]^{1 / 2} \\
& \leq \rho_{j}^{-1}\left[\sum_{k=1}^{\infty}\left\{\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right\}^{2}\right]^{1 / 2} \\
& =\rho_{j}^{-1}\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\| \\
& \leq \rho_{j}^{-1}\|\widehat{K}-K\|\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \leq 8^{1 / 2} \rho_{j}^{-2}\|\widehat{K}-K\|^{2} \tag{2.83}
\end{align*}
$$

if (2.2) holds, then by (2.17),

$$
\begin{aligned}
\left|\theta_{j}-\theta_{k}\right| & \leq\left|\hat{\theta}_{j}-\theta_{j}\right|+\left|\hat{\theta}_{j}-\theta_{k}\right| \leq \widehat{\Delta}+\left|\hat{\theta}_{j}-\theta_{k}\right| \\
& \leq \frac{1}{2} \theta_{j} \min \left(\zeta_{j}, \eta_{j}\right)+\left|\hat{\theta}_{j}-\theta_{k}\right| .
\end{aligned}
$$

Thus,

$$
\left|\hat{\theta}_{j}-\theta_{k}\right| \geq\left|\theta_{j}-\theta_{k}\right|-\frac{1}{2} \rho_{j} \geq \min _{k: k \neq j}\left|\theta_{j}-\theta_{k}\right|-\frac{1}{2} \rho_{j}=\frac{1}{2} \rho_{j} .
$$

Hence, if (2.2) holds then by (2.17), $\left|\hat{\theta}_{j}-\theta_{k}\right|^{-1} \leq 2 \rho_{j}^{-1}$, and

$$
\begin{align*}
\left\|\beta_{j 2}\right\| & \leq 2\left|\hat{\theta}_{j}-\theta_{j}\right| \rho_{j}^{-2}\left[\sum_{k: k \neq j}\left\{\int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right\}^{2}\right]^{1 / 2} \\
& \leq 2 \rho_{j}^{-2}\|\widehat{K}-K\|^{2} \tag{2.84}
\end{align*}
$$

and $\left\|\psi_{j} \int\left(\hat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right\|$ equals the left-hand side of (2.65), and so admits the bound there. Combining this result with (2.82)-(2.84), and noting that $\alpha_{j}=$ $\beta_{j}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}$, we deduce that, if (2.2) holds then

$$
\begin{equation*}
\left\|\alpha_{j}\right\| \leq \text { const. } \rho_{j}^{-2}\|\widehat{K}-K\|^{2} \tag{2.85}
\end{equation*}
$$

which, in view of (2.80) and (2.81), implies that

$$
\begin{equation*}
\left\|S_{1}\right\|_{\text {sup }}+\left\|S_{2}\right\|_{\text {sup }} \leq \text { const. } \theta_{j}^{-1 / 2} \rho_{j}^{-3}\|\widehat{K}-K\|^{2}\|\widehat{K}-K\|_{\text {sup }} \tag{2.86}
\end{equation*}
$$

Let

$$
\begin{align*}
\chi_{j 2}^{[5]}=\chi_{j 2}^{[3]}+ & \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left\{\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1} \psi_{r} \int(\widehat{K}-K) \psi_{j} \psi_{r}\right\} \psi_{k} \\
& -\frac{1}{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \psi_{j} . \tag{2.87}
\end{align*}
$$

Then it can be seen that $\chi_{j 2}^{[4]}-\chi_{j 2}^{[5]}=S_{1}+S_{2}$. Consequently, by (2.86) and (2.17),

$$
\begin{align*}
\left\|\chi_{j 2}^{[4]}-\chi_{j 2}^{[5]}\right\|_{\text {sup }} & \leq \theta_{j}^{-1 / 2} \rho_{j}^{-3}\|\widehat{K}-K\|^{2}\|\widehat{K}-K\|_{\text {sup }} \\
& \leq n^{-3 / 2} \theta_{j}^{-1 / 2} \rho_{j}^{-3} U_{n j}, \tag{2.88}
\end{align*}
$$

where $U_{n j}$ is a generic random variable satisfying

$$
\sup _{n, j \geq 1} E\left(U_{n j}^{m}\right)<\infty, \quad \text { for each integer } m \geq 1,
$$

and by (2.76) and (2.88) we have

$$
\begin{align*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[5]}\right\|_{\text {sup }} & \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[4]}\right\|_{\text {sup }}+\left\|\chi_{j 2}^{[4]}-\chi_{j 2}^{[5]}\right\|_{\text {sup }} \\
& \leq \text { const. } D_{n j} . \tag{2.89}
\end{align*}
$$

Moreover,

$$
\begin{align*}
\left\|\chi_{j 2}^{[5]}\right\|^{2} & =\| \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
& -\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
+ & \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left\{\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1} \psi_{r} \int(\widehat{K}-K) \psi_{j} \psi_{r}\right\} \psi_{k} \\
& \quad-\frac{1}{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \psi_{j} \|^{2} \tag{2.90}
\end{align*}
$$

Now, for each $x, y \in L_{2}(\mathcal{I})$ it is shown that

$$
\begin{align*}
\left|\|x\|^{2}-\|y\|^{2}\right|=\mid\|x\|-\|y\| \|(\|x\|+\|y\|) & \leq|\|x\|-\|y\||(2\|x\|+\|x-y\|) \\
& \leq 2\|x\|(\|x-y\|)+\|x-y\|^{2} \tag{2.91}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& \left|\left\|\chi_{j 2}^{[5]}\right\|^{2}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right|= \\
& \left|\left\|\chi_{j 2}^{[5]}\right\|^{2}-\left\|\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}\right\|^{2}\right| \\
& \leq \\
& \quad 2\left(\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right)^{1 / 2} \\
& \quad \times\left(\left|\int(\widehat{K}-K) \psi_{j} \psi_{j}\right|\left\|\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right\|\right. \\
& \quad+\| \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left\{\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1} \psi_{r} \int(\widehat{K}-K) \psi_{j} \psi_{r}\right\} \psi_{k} \\
& \left.\quad-\frac{1}{2}\left\|\hat{\psi}_{j}-\psi_{j}\right\|^{2} \psi_{j} \|\right) \\
& \left.\quad+\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}^{2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-4}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2} \\
& \quad+\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left[\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1}\left\{\int(\widehat{K}-K) \psi_{r} \psi_{k}\right\}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{r}\right\}\right]^{2} \\
& \quad+\frac{1}{4}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{4} .
\end{aligned}
$$

So, by (2.17) and Lemma 2.5

$$
\begin{align*}
& \left|\left\|\chi_{j 2}^{[5]}\right\|^{2}-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right| \leq \\
& \text { const. } U_{n j}\left[n^{-1 / 2} \rho_{j}^{-1} \theta_{j}^{1 / 2} \times\left(n^{-1 / 2} \cdot n^{-1 / 2} \rho_{j}^{-2}+n^{-1} \rho_{j}^{-2}\right)\right. \\
& \left.+n^{-1 / 2} \cdot n^{-1} \rho_{j}^{-3} \theta_{j}+n^{-3 / 2} \rho_{j}^{-3} \theta_{j}+n^{-3 / 2} \rho_{j}^{-3}\right] \\
& \quad \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j}, \tag{2.92}
\end{align*}
$$

where $\sup _{n, j} E\left(U_{n j}^{m}\right) \leq \infty$, for each integer $m \geq 1$.
Let

$$
\begin{align*}
\chi_{j}^{[6]} & =\theta_{j}^{-1}\left\{1-\theta_{j}^{-1} \int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}\left\{\sum_{k: k \neq j} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right\} \\
& +\sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-1}-\theta_{j}^{-1}\right\} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
& -\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}\left[\sum_{k: k \neq j}\left\{\left(\theta_{j}-\theta_{k}\right)^{-2}-\theta_{j}^{-2}\right\} \psi_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right] \\
& +\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left\{\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1} \psi_{r} \int(\widehat{K}-K) \psi_{j} \psi_{r}\right\} \psi_{k} \\
& -\frac{1}{2} \psi_{j} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2} . \tag{2.93}
\end{align*}
$$

We have
$\left\|\chi_{j 2}^{[5]}-\chi_{j 2}^{[6]}\right\|_{\text {sup }}=\left\|\frac{1}{2} \psi_{j}\right\| \widehat{\psi}_{j}-\psi_{j}\left\|^{2}-\frac{1}{2} \psi_{j} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right\|_{\text {sup }}$.
Substituting the right-hand side of (2.89) for $\widehat{\psi}_{j}-\psi_{j}$ in the previous result, and ignoring the remainder term implies that

$$
\begin{align*}
& \| \chi_{j 2}^{[5]}
\end{align*} \quad \chi_{j 2}^{[6]} \|_{\text {sup }} .
$$

where we have used (2.92) to obtain the second inequality above. Therefore, we may replace $\chi_{j 2}^{[5]}$, in (2.89), by $\chi_{j 2}^{[6]}$ as follows:

$$
\begin{align*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[6]}\right\|_{\text {sup }} & \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[5]}\right\|_{\text {sup }}+\left\|\chi_{j 2}^{[5]}-\chi_{j 2}^{[6]}\right\|_{\text {sup }} \\
& \leq \text { const. } D_{n j} \tag{2.95}
\end{align*}
$$

where we have used (2.89) and (2.94) to get the last inequality. The right-hand side of (2.93) is identical to the right-hand side of (1.32), except for the remainder term there. Hence, (2.95) implies the part of Theorem 2.1 that pertains to $\widehat{\psi}_{j}-\psi_{j}$.

### 2.7.2 Bounds in $L_{2}$-norm

When using the $L_{2}$ metric, we can find a better bound for the " $O_{p}\left(n^{-3 / 2}\right)$ " remainders on the right-hand sides of (1.33). In this subsection, we shall derive the corresponding bounds in terms of the $L_{2}$ norm:

$$
\begin{align*}
\left\|\chi_{j 1}^{[1]}-\chi_{j 1}\right\| & =\left\|\left(\theta_{j}-\hat{\theta}_{j}\right) \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right\| \\
& \leq \widehat{\Delta} \rho_{j}^{-2}\left(\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\|+\left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|\right) . \tag{2.96}
\end{align*}
$$

We know that

$$
\begin{aligned}
\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\|^{2} & =\int\left\{\int(\widehat{K}-K)(u, v)\left(\widehat{\psi}_{j}-\psi_{j}\right)(v) d v\right\}^{2} d u \\
& \leq \int\left\{\int(\widehat{K}-K)(u, v)^{2} d v\right\}\left\{\int\left(\widehat{\psi}_{j}-\psi_{j}\right)(v)^{2} d v\right\} d u \\
& =\widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \\
\left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right| & \leq\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\|\left\|\psi_{j}\right\| \leq \widehat{\Delta}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|
\end{aligned}
$$

Thus, combining these results with (2.96), and using (2.17) we have

$$
\begin{equation*}
\left\|\chi_{j 1}^{[1]}-\chi_{j 1}\right\| \leq 2 \widehat{\Delta}^{2} \rho_{j}^{-2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \leq \text { const. } \widehat{\Delta}^{3} \rho_{j}^{-3} . \tag{2.97}
\end{equation*}
$$

Moreover, if (2.48) holds, by (2.44) and (2.47) we can obtain

$$
\begin{align*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 1}\right\| & =\left\|\sum_{s=2}^{\infty}\left(\theta_{j}-\hat{\theta}_{j}\right)^{s} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-(s+1)} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right\| \\
& \leq \text { const. } \sum_{s=2}^{\infty} \widehat{\Delta}^{s+1} \rho_{j}^{-(s+1)} \leq \text { const. } \widehat{\Delta}^{3} \rho_{j}^{-3}  \tag{2.98}\\
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}\right\| & \leq \text { const. } \sum_{s=3}^{\infty} \widehat{\Delta}^{s+1} \rho_{j}^{-(s+1)} \leq \text { const. } \widehat{\Delta}^{3} \rho_{j}^{-3} \tag{2.99}
\end{align*}
$$

Also, using (2.43) and (2.98) we conclude that

$$
\begin{align*}
\mid\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1} \psi_{j}\right) & -\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}\right) \psi_{j} \mid \\
& \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 1}\right\|\left(\widehat{\Delta}+\widehat{\Delta}_{\text {sup }}\right) \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} \tag{2.100}
\end{align*}
$$ where $U_{n j}$ is a generic random variable satisfying $\sup _{n, j \geq 1} E\left[U_{n j}^{m}\right]<\infty$ for each integer $m \geq 1$. So, by (2.100) we have

$$
\begin{aligned}
& \mid\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}^{[1]} \psi_{j}\right)- \int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[1]}\right) \psi_{j} \mid \\
& \leq\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(\int\left(\chi_{j 1}^{[1]}-\chi_{j 1}\right) \psi_{j}\right)-\int(\widehat{K}-K)\left(\chi_{j 1}^{[1]}-\chi_{j 1}\right) \psi_{j}\right| \\
&+\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}\right) \psi_{j}-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}\right) \psi_{j}\right| \\
& \leq \widehat{\Delta}\left\|\chi_{j 1}^{[1]}-\chi_{j 1}\right\|+\widehat{\Delta}\left\|\chi_{j 1}^{[1]}-\chi_{j 1}\right\|+\text { const. } \widehat{\Delta}^{3} \rho_{j}^{-3} \widehat{\Delta}_{\text {sup }} .
\end{aligned}
$$

Therefore, by (2.97), this result leads to

$$
\begin{equation*}
\left|\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}^{[1]} \psi_{j}\right)-\int(\widehat{K}-K)\left(\psi_{j}-\chi_{j 1}^{[1]}\right) \psi_{j}\right| \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} \tag{2.101}
\end{equation*}
$$

Furthermore, by using (2.101), (2.65) and (2.18) we lead to

$$
\begin{align*}
\mid\left(\hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi^{[2]} \psi_{j}\right)- & \int(\widehat{K}-K)\left(\nu_{j}+x_{j}^{[2]}\right) n_{j} \mid \\
\leq & \left.\mid \hat{\theta}_{j}-\theta_{j}\right)\left(1+\int \chi_{j 1}^{[1]} \psi_{j}-\int(\widehat{K}-K)\left(\psi_{j}+\chi_{j 1}^{[1]}\right) \psi_{j} \mid\right. \\
& +\left|\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|\left|\left(\theta_{j}-\hat{\theta}_{j}\right)-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| \\
\leq & \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j}+\text { const. } \widehat{\Delta}^{3} \rho_{j}^{-3} \widehat{\Delta}_{\text {sup }} \\
\leq & \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} . \tag{2.102}
\end{align*}
$$

Now, result (2.72) holds with the bound given in (2.102). Thus, a similar argument given to obtain (2.75), now results in

$$
\begin{align*}
\left\|\chi_{j 2}-\chi_{j 2}^{[4]}\right\| & \leq \text { const. } \rho_{j}^{-3} \widehat{\Delta}^{2}\left(\left\|\int(\widehat{K}-K) \widehat{\psi}_{j}-\psi_{j} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{j}\right\|\right) \\
& \leq \text { const. } \widehat{\Delta}^{3} \rho_{j}^{-3} \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j}, \tag{2.103}
\end{align*}
$$

where we have used (2.29). In regard to (2.99) and (2.103) we have

$$
\begin{equation*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[4]}\right\| \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}\right\|+\left\|\chi_{j 2}-\chi_{j 2}^{[4]}\right\| \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} . \tag{2.104}
\end{equation*}
$$

Analogously to (2.88), we write

$$
\begin{align*}
& \left\|\chi_{j 2}^{[4]}-\chi_{j 2}^{[5]}\right\|=\| \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k} \\
& \left.-\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k}\left[\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{r}\right)\right\}\left\{\int(\widehat{K}-K) \psi_{r} \psi_{k}\right\}\right] \| . \tag{2.105}
\end{align*}
$$

In regard to (2.77) we have

$$
\widehat{\psi}_{j}-\psi_{j}=\alpha_{j}+\sum_{r: r \neq j}\left(\theta_{j}-\theta_{r}\right)^{-1} \psi_{r} \int(\widehat{K}-K) \psi_{j} \psi_{r}
$$

Thus, substituting the right-hand side of the previous equation for $\widehat{\psi}_{j}-\psi_{j}$ in (2.105) and using (2.85), we conclude that

$$
\begin{align*}
\left\|\chi_{j 2}^{[4]}-\chi_{j 2}^{[5]}\right\| & =\left\|\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K) \alpha_{j} \psi_{k}\right\| \\
& \leq \rho_{j}^{-1}\left\|\int(\widehat{K}-K) \alpha_{j}-\psi_{j} \int(\widehat{K}-K) \alpha_{j} \psi_{j}\right\| \\
& \leq \rho_{j}^{-1}\left(\left\|\int(\widehat{K}-K) \alpha_{j}\right\|+\mid \int(\widehat{K}-K) \alpha_{j} \psi_{j} \|\right) \\
& \leq 2 \rho_{j}^{-1}\left(\int\left\{\int(\widehat{K}-K)(u, v) \alpha_{j}(v) d v\right\}^{2} d u\right)^{1 / 2} \\
& \leq 2 \rho_{j}^{-1}\left(\int\left\{\int(\widehat{K}-K)(u, v)^{2} d v\right\}\left\|\alpha_{j}\right\|^{2} d u\right)^{1 / 2} \\
& \leq 2 \rho_{j}^{-1}\left\|\alpha_{j}\right\| \widehat{\Delta} \leq \text { const. } \rho_{j}^{-3} \widehat{\Delta}^{3}=\text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} . \tag{2.106}
\end{align*}
$$

Hence, results (2.104) and (2.106) lead us to

$$
\begin{equation*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[5]}\right\| \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[4]}\right\|+\left\|\chi_{j 2}^{[4]}-\chi_{j 2}^{[5]}\right\| \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} \tag{2.107}
\end{equation*}
$$

Therefore, using (2.92), we may replace $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}$ in $\chi_{j 2}^{[5]}$ by the series on the left-hand side of (2.92), without affecting the veracity of the version of (2.107) that holds with $\chi_{j 2}^{[6]}$ in place of $\chi_{j 2}^{[5]}$. That is, $\left\|\chi_{j 2}^{[5]}-\chi_{j 2}^{[6]}\right\| \leq$ const. $n^{-3 / 2} \rho_{j}^{-3} U_{n j}$ and then by (2.107),

$$
\begin{equation*}
\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[6]}\right\| \leq\left\|\widehat{\psi}_{j}-\psi_{j}-\chi_{j 2}^{[5]}\right\|+\left\|\chi_{j 2}^{[5]}-\chi_{j 2}^{[6]}\right\| \leq \text { const. } n^{-3 / 2} \rho_{j}^{-3} U_{n j} \tag{2.108}
\end{equation*}
$$

Hence, the part of Theorem 2.1 that appertains to $\widehat{\psi}_{j}-\psi_{j}$ in the $L_{2}$ metric follows from (2.108).

## Chapter 3

## Bootstrap Confidence Statements for Eigenvalues and

## Eigenfunctions

### 3.1 Introduction

In this Chapter we suggest bootstrap methods, justifiable using the expansion approach developed in Chapters 2 and 3 , for quantifying the accuracy of $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$ as approximations to $\theta_{j}$ and $\psi_{j}$, respectively. We first briefly express the general idea of bootstrap in Section 3.2. Then we explain how to construct bootstrap confidence intervals for eigenvalues and eigenfunctions. Those results appear in Sections 3.3 and 3.4, respectively. In Section 3.5, we propose simultaneous confidence regions for $\theta_{j}$ and $\psi_{j}$, by using the inequalities, given in (2.17) and Theorem 1.5, as a basis for bootstrap confidence procedures. These methods can be justified, and in particular can be shown to have appropriate degrees of accuracy, by using the stochastic expansions and their related properties discussed in Chapters 1 and 2.

### 3.2 General Idea of Bootstrap

The key idea behind the bootstrap in nonparametric problems is very general and can be applied to construct estimates of means, mean squared errors, quantiles, etc. Let $\mathcal{X}=\left\{X_{1}, \cdots, X_{n}\right\}$ denote a sample drawn at random from a population with distribution function (d.f.) $F=F_{0}$. The idea is that of replacing the true d.f. $F=F_{0}$ by the empirical d.f. $\widehat{F}=F_{1}$ (the probability measure that assigns to a. set a measure equal to the proportion of sample values that lie in that set) in a formula that expresses a parameter as a functional of $F$, say $\theta(F)$. This entails replacing the pair $\left(F_{0}, F_{1}\right)$ by $\left(F_{1}, F_{2}\right)$, where $F_{2}$ denotes the d.f. of a sample drawn from $F_{1}=\widehat{F}$ conditional on $F_{1}$. The latter sample (resample) is called a bootstrap dataset, and denoted by $\mathcal{X}^{*}=\left\{X_{1}^{*}, \cdots, X_{n}^{*}\right\}$. Each resample is collected by sampling randomly, with replacement from the dataset $\mathcal{X}$.
 such as the population mean, $\theta(F)=\mu=\int x d F(x)$, we can replace $F$ by $\widehat{F}$ and obtain $\bar{X}=\int x d \widehat{F}(x)$, which is the sample mean. As another example, assume we wish to estimate mean squared error

$$
\tau^{2}=E(\hat{\theta}-\theta)^{2}=E\left[\left\{\theta\left(F_{1}\right)-\theta\left(F_{0}\right)\right\}^{2} \mid F_{0}\right]
$$

Then, the bootstrap estimator of $\tau^{2}$ is

$$
\hat{\tau}^{2}=E\left\{\left(\hat{\theta}^{*}-\hat{\theta}\right)^{2} \mid \mathcal{X}\right\}=E\left[\left\{\left(\theta\left(F_{2}\right)-\theta\left(F_{1}\right)\right\}^{2} \mid F_{1}\right]\right.
$$

where $\hat{\theta}^{*}=\theta\left[\mathcal{X}^{*}\right]$ is the version of $\hat{\theta}$ computed from $\mathcal{X}^{*}$ rather than $\mathcal{X}$.

Hall (1992) argued that construction of a confidence interval is equivalent to
solving the population equation

$$
\begin{equation*}
E\left\{f_{t}\left(F_{0}, F_{1}\right) \mid F_{0}\right\}=0 \tag{3.1}
\end{equation*}
$$

for $t=T\left(F_{0}\right)$, where $F_{0}$ and $F_{1}$ are the population distribution function and empirical distribution function, respectively, $T$ is a functional of $F_{0}$, and $f_{t}=$ $I\left\{\theta\left(F_{1}\right)-t \leq \theta\left(F_{0}\right) \leq \theta\left(F_{1}\right)+t\right\}-\alpha$ is a functional which determines the relationship between $\theta_{1}=\theta\left(F_{1}\right)$ (bootstrap estimation of the parameter $\theta_{0}=$ $\left.\theta\left(F_{0}\right)\right)$ and the parameter $\theta_{0}$.

Since $F_{0}$ is unknown in the equation (3.1), we can not solve the population equation. Using the main principle of bootstrap methods, we believe that the relationship between $F_{0}$ and $F_{1}$ is similar to that between $F_{2}$ and $F_{1}$, where $F_{2}$ is the distribution function of the resample drawn from our sample $\mathcal{X}$ conditional on $\mathcal{X}$. Therefore, we solve the sample equation

$$
\begin{equation*}
E\left\{f_{t}\left(F_{1}, F_{2}\right) \mid F_{1}\right\}=P\left\{\theta\left(F_{2}\right)-t \leq \theta\left(F_{1}\right) \leq \theta\left(F_{2}\right)+t \mid F_{1}\right\}-\alpha=0, \tag{3.2}
\end{equation*}
$$

for $t$. The solution $\hat{t}=T\left(F_{1}\right)$ of (3.2) is an approximate solution to (3.1), i.e.

$$
\begin{equation*}
E\left\{f_{T\left(F_{1}\right)}\left(F_{0}, F_{1}\right) \mid F_{0}\right\} \approx 0 \tag{3.3}
\end{equation*}
$$

To improve on this approximation, resulting in improvement of the coverage accuracy of the confidence interval, we appeal to double-bootstrap methods for constructing confidence intervals. In this way, we introduce an additive correction term $t$ by defining $U(., t) \equiv T()+$.$t such that U(., 0)=T($.$) . We choose t$ so as to improve on the coverage accuracy or to find a better approximation for

$$
E\left\{f_{\hat{t}=T\left(F_{1}\right)}\left(F_{0}, F_{1}\right) \mid F_{0}\right\}=P\left\{\theta\left(F_{1}\right)-\hat{t} \leq \theta\left(F_{0}\right) \leq \theta\left(F_{1}\right)+\hat{t} \mid F_{0}\right\}-\alpha \approx 0 .
$$

Now, our aim is to solve the equation

$$
\begin{equation*}
E\left\{f_{U\left(F_{1}, t\right)}\left(F_{0}, F_{1}\right) \mid F_{0}\right\}=0 \tag{3.4}
\end{equation*}
$$

For this purpose, we define $f_{U(G, t)}(F, G) \equiv g_{t}(F, G)$. We observe that (3.4) is equivalent to

$$
\begin{equation*}
E\left\{g_{t}\left(F_{0}, F_{1}\right) \mid F_{0}\right\}=0 . \tag{3.5}
\end{equation*}
$$

Again, using the main principle of bootstrap methods, we would like to solve its associated sample equation,

$$
E\left\{g_{t}\left(F_{1}, F_{2}\right) \mid F_{1}\right\}=E\left\{f_{U\left(F_{2}, t\right)}\left(F_{1}, F_{2}\right) \mid F_{1}\right\}=E\left\{f_{T\left(F_{2}\right)+t}\left(F_{1}, F_{2}\right) \mid F_{1}\right\}=0
$$

for $t$, leading to the solution $\hat{t}=T_{1}\left(F_{1}\right)$, for some functional $T_{1}$ of $F_{1}$. Consequently, we have an approximate solution to (3.5),

$$
\begin{equation*}
E\left\{g T_{1}\left(F_{1}\right)\left(F_{0}, F_{1}\right) \mid F_{0}\right\}=E\left\{f_{U\left(F_{1}, T_{1}\left(F_{1}\right)\right)}\left(F_{0}, F_{1}\right) \mid F_{0}\right\} \approx u . \tag{3.6}
\end{equation*}
$$

Using $U\left(F_{1}, T_{1}\left(F_{1}\right)\right)=T\left(F_{1}\right)+T_{1}\left(F_{1}\right)$ permits the left-hand side of (3.6) to be closer to zero than the left-hand side of (3.3). This allows the coverage accuracy of the confidence interval to be improved. See Sections 1.4 and 1.5 of Hall (1992).

### 3.3 Bootstrap Confidence Intervals for Individual Eigenvalues

A confidence band for $\widehat{\psi}_{j}$ provides information about the likelihood that a bump on $\widehat{\psi}_{j}$ reffects a similar feature in the true component function $\psi_{j}$. Also, confidence intervals for $\hat{\theta}_{k}$ help to quantify the amount of variability that is lost by confining
attention to $k$ dimensions.
Draw a resample, $\mathcal{X}^{*}=\left\{X_{1}^{*}, \ldots, X_{n}^{*}\right\}$, by sampling randomly, with replacement, from the sample $\mathcal{X}$ of random functions. For this resample, compute the analogues $\hat{\theta}_{j}^{*}, \widehat{\psi}_{j}^{*}$ of $\hat{\theta}_{j}, \widehat{\psi}_{j}$. Approximate the unconditional distribution of $\hat{\theta}_{j}-\theta_{j}$ by the distribution of $\hat{\theta}_{j}^{*}-\hat{\theta}_{j}$ conditional on $\mathcal{X}$, and approximate the unconditional distribution of the random function $\widehat{\psi}_{j}-\psi_{j}$ by the conditional distribution of $\widehat{\psi}_{j}^{*}-\widehat{\psi}_{j}$. In this way, develop confidence statements about the sizes of (a) $\hat{\theta}_{j}-\theta_{j}$, (b) $\sup _{t}\left|\widehat{\psi}_{j}(t)-\psi_{j}(t)\right|$ or $(\mathrm{c})\left\|\widehat{\psi}_{j}-\psi_{j}\right\|$. Using (a) we construct percentile bootstrap confidence intervals for $\theta_{j}$, or for a collection of $\theta_{j}$ 's if we address several eigenvalues simultaneously; using (b) we obtain simultaneous bootstrap confidence bands for $\psi_{j}$; and using (c) we get confidence intervals for the $L_{2}$ distance of $\widehat{\psi}_{j}$ from $\psi_{j}$.

### 3.3.1 Coverage Accuracy for the Bootstrap Confidence Interval of $\theta_{j}$

Result (1.62) shows that $n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right)$ is asymptotically Normally distributed. In particular, we obtained in Theorem 2.1 that

$$
\begin{equation*}
\hat{\theta}_{j}-\theta_{j}=n^{-1 / 2} \int Z \psi_{j} \psi_{j}+n^{-1} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left(\int Z \psi_{j} \psi_{k}\right)^{2}+R_{n j ; 1}, \tag{3.7}
\end{equation*}
$$

where $R_{n j ; 1}$ can be bounded above by $n^{-3 / 2} Z_{n j}$ in which $Z_{n j}=O_{p}(1)$,

$$
Z_{n j}=j^{\epsilon} \rho_{j}^{-3} \theta_{j}^{-1 / 2}\left(1-\zeta_{j}\right)^{-1 / 2} s_{j}
$$

$\zeta_{j}=\inf _{k \geq j}\left\{1-\left(\theta_{k} / \theta_{j}\right)\right\}, \rho_{j}=\min _{k \neq j}\left|\theta_{j}-\theta_{k}\right|$ and $s_{j}=\sup _{t}\left|\psi_{j}(t)\right|$. Therefore, $Z_{n j}$ grows up as $j$ increases.

Edgeworth expansions of the distributions $\hat{\theta}_{j}-\theta_{j}$ and the first two terms on
the right-hand side of (3.7) generally disagree only in terms of order $n^{-3 / 2}$ (or smaller).

In order to evaluate the coverage probabilities, we need an Edgeworth expansion of the distribution function of

$$
\begin{equation*}
n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right)=D_{j}=I_{j}+n^{-1 / 2} \sum_{k: k \neq j} w_{k} I_{j k}^{2}+R_{n j} \tag{3.8}
\end{equation*}
$$

where $I_{j}=\int Z \psi_{j} \psi_{j}, I_{j k}=\int Z \psi_{j} \psi_{k}, w_{k}=\left(\theta_{j}-\theta_{k}\right)^{-1}$ and $R_{n j}$ can be bounded above by $n^{-1} Z_{n j}$. We may write both $I_{j}$ and $I_{j k}$ in terms of the principal components as follows:

$$
\begin{equation*}
I_{j}=n^{1 / 2}\left[\frac{1}{n} \sum_{i=1}^{n}\left\{\xi_{i j}^{2}-E\left(\xi_{i j}^{2}\right)\right\}-\left(\bar{\xi}_{j}\right)^{2}\right], \quad I_{j k}=n^{1 / 2}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i j} \xi_{i k}-\bar{\xi}_{j} \bar{\xi}_{k}\right], \tag{3.9}
\end{equation*}
$$

where $\xi_{i j}=\int_{\mathcal{I}} X_{i} \psi_{j}$ and $\bar{\xi}_{j}=\frac{1}{n} \sum_{i=1}^{n} \xi_{i j}$.
A bootstrap confidence interval for $\theta_{j}$ can be constructed by using either a percentile bootstrap or a percentile-t bootstrap method. We will discuss construction of that by a percentile bootstrap method.

Let $k_{j}(U)$ denote the $j$ th cumulant of a random variable $U$. Then,

$$
\begin{align*}
k_{1}\left(D_{j}\right)=E\left(D_{j}\right) & =E\left(I_{j}+n^{-1 / 2} \sum_{k: k \neq j} w_{k} I_{j k}^{2}+R_{n j}\right) \\
& =k_{1}\left(I_{j}\right)+2 n^{-1 / 2} a_{j}+E R_{n j}, \tag{3.10}
\end{align*}
$$

where $a_{j}=\sum_{k: k \neq j} w_{k}^{-1} E\left(I_{j k}^{2}\right)$. We may write, for fixed $j$,

$$
\begin{equation*}
I_{j}=n^{-1 / 2} \sum_{i=1}^{n} U_{i}+O_{p}\left(n^{-1 / 2}\right), \quad I_{j k}=n^{-1 / 2} \sum_{i=1}^{n} V_{i, k}+O_{p}\left(n^{-1 / 2}\right) \tag{3.11}
\end{equation*}
$$

where $U_{i}=\xi_{i j}^{2}-E\left(\xi_{i j}^{2}\right), V_{i, k}=\xi_{i j} \xi_{i k}$ and the pairs $\left(U_{i}, V_{i, k}\right), 1 \leq i \leq n$, are
independent and identically distributed with zero mean. Therefore,

$$
\begin{align*}
E\left(I_{j}^{2}\right) & =E\left(U_{1}^{2}\right)+O\left(n^{-1}\right), \quad E\left(I_{j k}^{2}\right)=E\left(V_{1, k}^{2}\right)+O\left(n^{-1}\right),  \tag{3.12}\\
E\left(I_{j} I_{j k}^{2}\right) & =n^{-1 / 2} E\left(U_{1} V_{1, k}^{2}\right)+O\left(n^{-3 / 2}\right), \quad E\left(I_{j}^{3}\right)=n^{-1 / 2} E\left(U_{1}^{3}\right)+O\left(n^{-1}\right), \tag{3.13}
\end{align*}
$$

$E\left(I_{j k_{1}}^{2} I_{j k_{2}}^{2}\right)=3 E\left(V_{1, k_{1}}\right) E\left(V_{1, k_{2}}\right)+n^{-1}\left\{\delta_{k_{1} k_{2}} E\left(V_{1, k_{1}}^{4}\right)-3 E\left(V_{1, k_{1}}\right) E\left(V_{1, k_{2}}\right)\right\}+O\left(n^{-2}\right)$,

$$
\begin{align*}
E\left(I_{j}^{3} I_{j k}^{2}\right)= & n^{-1 / 2}\left\{3 E\left(U_{1}^{2}\right) E\left(U_{1} V_{1, k}^{2}\right)+6 E\left(U_{1} V_{1, k}\right) E\left(U_{1}^{2} V_{1, k}\right)\right\}  \tag{3.14}\\
& +n^{-3 / 2} E\left(U_{1} V_{1, k}\right) E\left(U_{1}^{2} V_{1, k}\right)+O\left(n^{-2}\right) . \tag{3.15}
\end{align*}
$$

Using the above results we have:

$$
\begin{align*}
k_{2}\left(D_{j}\right)= & E\left(D_{j}^{2}\right)-\left(E D_{j}\right)^{2}=E\left(I_{j}^{2}\right)+2 n^{-1 / 2} \sum_{k: k \neq j} w_{k} E\left(I_{j} I_{j k}^{2}\right) \\
& +n^{-1} \sum_{k_{1}: k 1 \neq j} \sum_{k_{2}: k 2 \neq j} w_{k_{1}} w_{k 2} E\left(I_{j k_{1}}^{2} I_{j k_{2}}^{2}\right)+2 E\left(I_{j} R_{n j}\right)+O\left(n^{-2}\right) \\
= & k_{2}\left(I_{j}\right)+n^{-1}\left(b_{1 j}+b_{2 j}\right)+O\left(n^{-2}\right), \tag{3.16}
\end{align*}
$$

where

$$
b_{1 j}=2 \sum_{k: k \neq j} w_{k} E\left(U_{1} V_{1, k}^{2}\right)+3 \sum_{k_{1}: k_{1} \neq j} \sum_{k_{2}: k_{2} \neq j} w_{k_{1}} w_{k_{2}} E\left(V_{1, k_{1}}^{2}\right) E\left(V_{1, k_{2}}^{2}\right),
$$

and $n^{-1} b_{2 j}=2 E\left(I_{j} R_{1 j}\right)$. Furthermore,

$$
\begin{align*}
k_{3}\left(D_{j}\right) & =E\left(D_{j}^{3}\right)-3 E\left(D_{j}\right) E\left(D_{j}^{2}\right)+2\left(E D_{j}\right)^{3} \\
& =k_{3}\left(I_{j}\right)+3 n^{-1 / 2} \sum_{k: k \neq j} w_{k}\left[E\left(I_{j}^{2} I_{j k}^{2}\right)-E\left(I_{j}^{2}\right) E\left(I_{j k}^{2}\right)\right]+O\left(n^{-1}\right) \\
& =k_{3}\left(I_{j}\right)+n^{-1 / 2} c_{j}+O\left(n^{-1}\right), \tag{3.17}
\end{align*}
$$

where $c_{j}=6 \sum_{k: k \neq j} w_{k}\left[E\left(U_{1} V_{1, k}\right)\right]^{2}$. Also,

$$
\begin{align*}
& k_{4}\left(D_{j}\right)=E\left(D_{j}^{4}\right)-4 E\left(D_{j}\right) E\left(D_{j}^{3}\right)-3\left(E D_{j}^{2}\right)^{2}+12 E\left(D_{j}^{2}\right)\left(E D_{j}\right)^{2}-6\left(E D_{j}\right)^{4} \\
& =k_{4}\left(I_{j}\right)+4 n^{-1 / 2} \sum_{k: k \neq j} w_{k}\left[E\left(I_{j}^{3} I_{j k}^{2}\right)-E\left(I_{j}^{3}\right) E\left(I_{j k}^{2}\right)-3 E\left(I_{j} I_{j k}^{2}\right) E\left(I_{j}^{2}\right)\right]+O\left(n^{-3 / 2}\right) \\
& =k_{4}\left(I_{j}\right)+n^{-1} d_{j}+O\left(n^{-3 / 2}\right), \tag{3.18}
\end{align*}
$$

where $d_{j}=\sum_{k: k \neq j} w_{k}\left\{24 E\left(U_{1} V_{1, k}\right) E\left(U_{1}^{2} V_{1, k}\right)-16 E\left(U_{1}^{3}\right) E\left(V_{1, k}^{2}\right)\right\}$. Thus, (3.10) and (3.16)-(3.18) imply that

$$
\begin{align*}
& k_{1,2}\left(D_{j}\right)=k_{1,2}\left(I_{j}\right)+a_{j},  \tag{3.19}\\
& k_{2,2}\left(D_{j}\right)=k_{2,2}\left(I_{j}\right)+b_{j},  \tag{3.20}\\
& k_{3,1}\left(D_{j}\right)=k_{3,1}\left(I_{j}\right)+c_{j},  \tag{3.21}\\
& k_{4,1}\left(D_{j}\right)=k_{\uparrow, 1}\left(I_{j}\right)+d_{j}, \tag{3.22}
\end{align*}
$$

where $b_{j}=b_{1 j}+b_{2 j}$.

Standardizing $I_{j}$ by dividing to $\sigma_{j}$, where $\sigma_{j}^{2}$ is the asymptotic variance of $n^{1 / 2} \hat{\theta}_{j}$, and writing the usual Edgeworth expansion for that, we have:
$P\left(I_{j} \leq x\right)=\Phi\left(\sigma_{j}^{-1} x\right)+n^{-1 / 2} p_{1}\left(\sigma_{j}^{-1} x\right) \phi\left(\sigma_{j}^{-1} x\right)+n^{-1} p_{2}\left(\sigma_{j}^{-1} x\right) \phi\left(\sigma_{j}^{-1} x\right)+O\left(n^{-3 / 2}\right)$,
where $\Phi$ and $\phi$ denote the distribution function and density function of the Standard Normal, and the functions $p_{j}$ are polynomials of degree at most $3 j-1$ and odd/even indexed polynomials $p_{j}$ are even/odd functions. In particular, $p_{1}$ and $p_{2}$ are

$$
\begin{align*}
& p_{1}(x)=-\left\{k_{1,2}+\frac{1}{6} k_{3,1}\left(x^{2}-1\right)\right\},  \tag{3.24}\\
& p_{2}(x)=-x\left\{\frac{1}{2}\left(k_{2,2}+k_{1,2}^{2}\right)+\frac{1}{24}\left(k_{4,1}+4 k_{1,2} k_{1,3}\right)\left(x^{2}-3\right)\right. \\
&  \tag{3.25}\\
& \left.\quad+\frac{1}{72} k_{3,1}^{2}\left(x^{4}-10 x^{2}+15\right)\right\} .
\end{align*}
$$

Thus, using (3.10) and (3.16)-(3.18) we can express the polynomials $p_{1}$ and $p_{2}$ in terms of the first four cumulants. Note that as (3.19)-(3.22) show, the coefficients $k_{i, j}$, appearing in (3.24) and (3.25), have a different formula in the case of $I_{j}$ than they do for $D_{j}$. Hence,

$$
\left.\begin{array}{rl}
P\left(D_{j} \leq x\right)= & P\left(I_{j}\right.
\end{array} \leq x\right)-n^{-1 / 2}\left\{a_{j}+\frac{1}{6} c_{j}\left(x^{2}-1\right)\right\} \phi(x), ~\left(n^{-1}\left\{\frac{1}{2}\left(b_{j}+2 a_{j} k_{1,2}+a_{j}^{2}\right)+\frac{1}{24}\left(d_{j}+4 a_{j} k_{1,3}+c_{j} k_{1,2}\right)\left(x^{2}-3\right)\right\}\right.
$$

Substituting (3.23) in equation (3.26) we can obtain an approximation to the distribution of $n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right)$ as follows:

$$
\begin{align*}
P\left(n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \leq z_{\alpha}\right)=\Phi & \left(\sigma_{j}^{-1} z_{\alpha}\right)+n^{-1 / 2} p_{1}^{*}\left(\sigma_{j}^{-1} z_{\alpha}\right) \phi\left(\sigma_{j}^{-1} z_{\alpha}\right) \\
& +n^{-1} p_{2}^{*}\left(\sigma_{j}^{-1} z_{\alpha}\right) \phi\left(\sigma_{j}^{-1} z_{\alpha}\right)+O\left(n^{-3 / 2}\right) . \tag{3.27}
\end{align*}
$$

where:

$$
\begin{align*}
p_{1}^{*}(x)=p_{1}(x)-a_{j} & -\frac{1}{6} c_{j}\left(x^{2}-1\right),  \tag{3.28}\\
p_{2}^{*}(x)=p_{2}(x)- & {\left[\frac{1}{2}\left(b_{j}+2 a_{j} k_{1,2}+a_{j}^{2}\right)+\frac{1}{24}\left(d_{j}+4 a_{j} k_{1,3}+c_{j} k_{1,2}\right)\left(x^{2}-3\right)\right.} \\
& \left.\quad+\frac{1}{72}\left(2 c_{j} k_{3,1}+c_{j}^{2}\right)\left(x^{4}-10 x^{2}+15\right)\right] x . \tag{3.29}
\end{align*}
$$

The two polynomials $p_{1}^{*}$ and $p_{2}^{*}$ preserve the parity of $p_{1}$ and $p_{2}$ according to the index. Consequently,

$$
\begin{align*}
1-\alpha & =P\left(n^{-1 / 2}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq z_{\alpha}\right) \\
& =P\left(n^{-1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \leq z_{\alpha}\right)-P\left(n^{-1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \leq-z_{\alpha}\right) \\
& =2 \Phi\left(\sigma_{j}^{-1} z_{\alpha}\right)-1+2 n^{-1} p_{2}^{*}\left(\sigma_{j}^{-1} z_{\alpha}\right) \phi\left(\sigma_{j}^{-1} z_{\alpha}\right)+O\left(n^{-3 / 2}\right) . \tag{3.30}
\end{align*}
$$

Inverting the above expansion, we derive a Cornish-Fisher expansion as follows:

$$
\begin{equation*}
z_{\alpha}=\sigma_{j} z_{\xi}+n^{-1} \sigma_{j} p_{13}\left(z_{\xi}\right)+n^{-2} \sigma_{j} p_{23}\left(z_{\xi}\right)+\cdots, \tag{3.31}
\end{equation*}
$$

where $\xi=1-\frac{\alpha}{2}$, and

$$
\begin{equation*}
p_{13}(x)=-p_{2}^{*}(x) \quad p_{23}(x)=p_{2}^{*}(x) p_{2}^{* \prime}(x)-\frac{1}{2} x p_{2}^{*}(x)^{2}-p_{4}^{*}(x) . \tag{3.32}
\end{equation*}
$$

Note that $p_{2}^{* \prime}$ denotes the first derivative of $p_{2}^{*}$. The bootstrap estimate of $z_{\alpha}$ is $\hat{z}_{\alpha}$, the solution of the equation

$$
P\left(n^{1 / 2}\left|\hat{\theta}_{j}^{*}-\hat{\theta}_{j}\right| \leq \hat{z}_{\alpha} \mid \mathcal{X}\right)=1-\alpha .
$$

By analogy with (3.31), $\hat{z}_{\alpha}$ admits the obvious bootstrap expansion

$$
\begin{equation*}
\hat{z}_{\alpha}=\hat{\sigma}_{j} z_{\xi}+n^{-1} \hat{\sigma}_{j} \hat{p}_{13}\left(z_{\xi}\right)+n^{-2} \hat{\sigma}_{j} \hat{p}_{23}\left(z_{\xi}\right)+\cdots, \tag{3.33}
\end{equation*}
$$

where $\hat{\sigma}_{j}$ is the bootstrap estimate of $\sigma_{j}$.

Therefore, $\hat{z}_{\alpha}-z_{\alpha}=O_{p}\left(n^{-1 / 2}\right)$ since $\hat{\sigma}_{j}-\sigma_{j}=O_{p}\left(n^{-1 / 2}\right)$. Moreover, using the delta method (see Section 2.7 of Hall, 1992), we have:

$$
\begin{align*}
& P\left(n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \leq \hat{z}_{\alpha}\right) \\
& \quad=P\left(\left(\hat{\theta}_{j}-\theta_{j}\right) \leq n^{-1 / 2} \hat{\sigma}_{j} z_{\xi}+n^{-3 / 2} \hat{\sigma}_{j} \hat{p}_{13}\left(z_{\xi}\right)+n^{-5 / 2} \hat{\sigma}_{j} \hat{p}_{23}\left(z_{\xi}\right)+\cdots\right) \\
& \quad=P\left(S \leq z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right)+O\left(n^{-2}\right) \tag{3.34}
\end{align*}
$$

where $S=T+n^{-3 / 2} \Delta_{n}$, in which $T=\frac{n^{1 / 2}\left(\hat{j}_{j}-\theta_{j}\right)}{\hat{\sigma}_{j}}$ and $\Delta_{n}=n^{1 / 2}\left\{p_{13}\left(z_{\xi}\right)-\right.$ $\left.\hat{p}_{13}\left(z_{\xi}\right)\right\}=n^{1 / 2}\left\{\hat{p}_{2}^{*}\left(z_{\xi}\right)-p_{2}^{*}\left(z_{\xi}\right)\right\}$. It follows that $\Delta_{n}$ is asymptotically Normally distributed, and therefore $\Delta_{n}=O_{p}(1)$.

Assume the usual Edgeworth expansion for the Studentized statistic $T$, i.e.

$$
P(T \leq x)=\Phi(x)+n^{-1 / 2} q_{1}(x) \phi(x)+n^{-1} q_{2}(x) \phi(x)+\cdots,
$$

where odd/even indexed polynomials $q_{j}$ are even/odd functions, respectively. Note that we have changed the symbol $p$ to $q$ in the above expansion, because we are now working with Edgeworth expansions for the Studentized statistic $T$ rather than the non-Studentized statistic $n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right)$.

The delta method, and (3.34), imply that

$$
\begin{align*}
P\left(S \leq z_{\xi}-\right. & \left.n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right)=P\left(T \leq z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right)+O\left(n^{-3 / 2}\right) \\
= & \Phi\left(z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right)+n^{-1 / 2} q_{1}\left(z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right) \phi\left(z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right) \\
& +n^{-1} q_{2}\left(z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right) \phi\left(z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right)+O\left(n^{-3 / 2}\right) . \tag{3.35}
\end{align*}
$$

Taylor expanding the corresponding functions, the following is obtained:

$$
\begin{align*}
P\left(S \leq z_{\xi}-n^{-1} p_{2}^{*}\left(z_{\xi}\right)\right)= & \Phi\left(z_{\xi}\right)+n^{-1 / 2} r_{1}\left(z_{\xi}\right) \phi\left(z_{\xi}\right) \\
& +n^{-1} r_{2}\left(z_{\xi}\right) \phi\left(z_{\xi}\right)+n^{-3 / 2} r_{3}\left(z_{\xi}\right) \phi\left(z_{\xi}\right)+\cdots, \tag{3.36}
\end{align*}
$$

where $r_{1}(x)=q_{1}(x), r_{2}(x)=q_{2}(x)-p_{2}^{*}(x)$ and $r_{3}(x)=x p_{2}^{*}(x) q_{1}(x)-p_{2}^{*}(x) q_{1}^{\prime}(x)$. Here, as it can be seen, the $r_{j}$ are odd or even functions according to whether $j$ is even or odd. Therefore,

$$
\begin{align*}
P\left(n^{1 / 2}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \hat{z}_{\alpha}\right) & =P\left(n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \leq \hat{z}_{\alpha}\right)-P\left(n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right) \leq-\hat{z}_{\alpha}\right) \\
& =2 \Phi\left(z_{\xi}\right)-1+2 n^{-1} r_{2}\left(z_{\xi}\right) \phi\left(z_{\xi}\right)+O\left(n^{-2}\right) \\
& =1-\alpha+O\left(n^{-1}\right) . \tag{3.37}
\end{align*}
$$

This means that the coverage error of single-bootstrap confidence interval ( $\hat{\theta}_{j}-$ $\left.\hat{z}_{\alpha} n^{-1 / 2}, \hat{\theta}_{j}+\hat{z}_{\alpha} n^{-1 / 2}\right)$ is of order $O\left(n^{-1}\right)$. It should be noted that $\hat{\theta}_{j}$ used in the confidence interval is not the actual $\theta_{j}$ but an approximation to that. It can be shown that this error can be reduced to $O\left(n^{-2}\right)$ by using double-bootstrap calibration. See Proposition 1.2 of Hall (1992). We will present the numerical result about bootstrap confidence statements in Chapter 5 .

Since the distribution of $\hat{\theta}_{j}$ is likely to be asymmetric about $\theta_{j}$, it is better to construct an equal-tailed confidence interval rather than a symmetric one. In numerical work, we can obtain $t_{\alpha}=\hat{t}_{\alpha / 2}$ and $\hat{t}_{1-\alpha / 2}$ from

$$
\begin{equation*}
\frac{1}{B} \sum_{b=1}^{B} I\left(\hat{\theta}_{b}^{*}-\hat{\theta} \leq t_{\alpha}\right)=\alpha \tag{3.38}
\end{equation*}
$$

where $\theta_{b}^{*}$ is a version of $\hat{\theta}$ which is computed from resample $\chi_{b}^{*}=\left\{X_{1 b}^{*}, \cdots, X_{n b}^{*}\right\}$
$(b=1, \cdots, B)$ rather than the sample $\chi$. Using the fact that

$$
P\left(\hat{\theta_{*}}-\hat{\theta} \leq x \mid \chi\right) \approx P(\hat{\theta}-\theta \leq x)
$$

the confidence interval $\left(\hat{\theta}-\hat{t}_{1-\alpha / 2}, \hat{\theta}-\hat{t}_{\alpha / 2}\right)$ has nominal coverage $1-\alpha$. We call it a "single bootstrap" confidence interval. Drawing $C$ resamples from each of our resample, we can obtain $t=\hat{t}_{b ; \alpha / 2}^{*}$ and $\hat{t}_{b ; 1-\alpha / 2}^{*}$ from

$$
\begin{equation*}
\frac{1}{C} \sum_{c=1}^{C} I\left(\hat{\theta}_{b c}^{\hat{*}}-\hat{\theta}_{b}^{*} \leq t_{b ; \alpha}^{*}\right)=\alpha \tag{3.39}
\end{equation*}
$$

Finally, we can find $t=\tilde{t}_{\alpha / 2}$ and $\tilde{t}_{1-\alpha / 2}$ so that

$$
\begin{equation*}
\frac{1}{B} \sum_{b=1}^{B} I\left(\hat{\theta}_{b}^{*}-\hat{\theta} \leq \hat{t}_{b ; \alpha / 2}^{*}+t\right)=\frac{\alpha}{2}, \text { and } \frac{1}{B} \sum_{b=1}^{B} I\left(\hat{\theta}_{b}^{*}-\hat{\theta} \leq \hat{t}_{b ; 1-\alpha / 2}^{*}+t\right)=1-\frac{\alpha}{2} \tag{3.40}
\end{equation*}
$$

respectively. Then our double bootstrap confidence interval is $\left(\hat{\theta}-\hat{t}_{1-\alpha / 2}-\right.$ $\left.\tilde{t}_{1-\alpha / 2}, \hat{\theta}-\hat{t}_{\alpha / 2}-\tilde{t}_{\alpha / 2}\right)$. See Chapter 5 for numerical results.

### 3.4 Bootstrap Confidence Intervals for eigenfunctions

To construct confidence bands for the eigenfunctions $\psi_{j}$ we proceed as follows. From the bootstrap dataset $\mathcal{X}^{*}=\left\{X_{1}^{*}, \ldots, X_{n}^{*}\right\}$, compute the bootstrap versions $\widehat{\psi}_{1}^{*}, \widehat{\psi}_{2}^{*}, \ldots$ of $\widehat{\psi}_{1}, \widehat{\psi}_{2}, \ldots$. Then construct standard two-sided percentile-method confidence regions for $\psi_{1}, \psi_{2}, \ldots$ as follows. Define $\hat{z}_{j \alpha}$ by

$$
P\left\{\sup _{t \in \mathcal{I}}\left|\widehat{\psi}_{j}^{*}(t)-\widehat{\psi}_{j}(t)\right| \leq \hat{z}_{\alpha} \mid \mathcal{X}\right\}=1-\alpha,
$$

the bivariate region given by

$$
\left\{(t, u): t \in \mathcal{I} \quad \text { and } \quad|\widehat{\psi}(t)-u| \leq \hat{z}_{\alpha}\right\}
$$

is a nominal $(1-\alpha)$-level confidence region for graphs of $\psi_{j}$.
Similar approaches such as those employed in the previous Section can be used to show that this band covers the true $\psi_{j}$ with probability $1-\alpha$, within an error of $O\left(n^{-1}\right)$, in the sense that

$$
P\left\{\sup _{t \in \mathcal{I}}\left|\widehat{\psi}_{j}(t)-\psi_{j}(t)\right| \leq \hat{z}_{\alpha}\right\}=1-\alpha+O\left(n^{-1}\right) .
$$

The error can be reduced to $O\left(n^{-2}\right)$ by using double-bootstrap calibration. Similarly, we can construct confidence bands for the eigenfunctions $\psi_{j}$ by using the $L_{2}$-norm.

### 3.5 Simultaneous Confidence Bounds for Eigenvalues and Eigenfunctions

If we want the approximation to be valid for a large number of values of $j$, the above approach for constructing bootstrap confidence intervals is problematic. In theory, we would wish that number to diverge as $n$ increases. The inequalities given in Theorem 1.5 are potentially attractive in this regard, because they can be used as the basis for simultaneous confidence regions with a degree of conservatism. Suppose we have a one-sided prediction interval for $\widehat{\Delta}$, of the form $P\left(\widehat{\Delta} \leq \widehat{\Delta}_{\text {upp }}\right)=1-\alpha_{n}$, say, where $\widehat{\Delta}_{\text {upp }}$ is computable from data and the sub-
script denotes "upper bound." Define

$$
\widehat{J}_{\text {upp }}=\inf \left\{j \geq 1: \hat{\theta}_{j}-\hat{\theta}_{j+1} \leq 2 \widehat{\Delta}_{\text {upp }}\right\} .
$$

Then, in view of the theorem, the following is true:
with probability at least $1-\alpha_{n}, \sup _{j \geq 1}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \widehat{\Delta}_{\text {upp }}$, and for all $1 \leq j \leq \widehat{J}_{\text {upp }}-1,\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \leq 2^{1 / 2}\left[1-\left\{1-4\left(\widehat{\Delta}_{\text {upp }} / \hat{\delta}_{j}\right)^{2}\right\}^{1 / 2}\right]^{1 / 2}$.

We may readily compute $\widehat{\Delta}_{\text {upp }}$ using bootstrap methods, as follows. Let $\widehat{K}^{*}$ denote the bootstrap version of $\widehat{K}$, computed from $\mathcal{X}^{*}$ rather than $\mathcal{X}$, and put $\widehat{\Delta}^{*}=\left\|\widehat{K}^{*}-\widehat{K}\right\|$. Given $0<\alpha<1$, for example $\alpha=0.05$, take $\widehat{\Delta}_{\text {upp }}$ to be the upper $\alpha$-level critical point of the distribution of $\widehat{\Delta}^{*}$, given $\mathcal{X}$.

Note that $P\left(\widehat{\Delta} \leq \widehat{\Delta}_{\text {upp }}\right)$ converges to $1-\alpha$ as $n \rightarrow \infty$. To appreciate why, recall from Section 1.3 that $n^{1 / 2}(\widehat{K}-K)$ converges weakly to a Gaussian process $\zeta$. Analogously, and conditional on $\mathcal{X}, n^{1 / 2}\left(\widehat{K}^{*}-\widehat{K}\right)$ converges weakly to the same $\zeta$. Therefore, the limit of the distribution of $n^{1 / 2} \Delta^{*}$, conditional on $\mathcal{X}$, is identical to the limit of the unconditional distribution of $n^{1 / 2} \widehat{\Delta}$. It follows that $n^{1 / 2} \widehat{\Delta}_{\text {upp }}$ converges in probability to the upper $\alpha$-level critical point of the distribution of $\iint_{\mathcal{I}^{2}} \zeta^{2}$, and hence that $P\left(\widehat{\Delta} \leq \widehat{\Delta}_{\text {upp }}\right)$ converges to $1-\alpha$.

The simultaneous bootstrap confidence interval for $\theta_{j}$, suggested by (3.41), is indeed conservative but not especially so. Its numerical properties will be discussed in Section 5.3. The confidence band for $\psi_{j}$ tends to be quite conservative, however. Therefore, we will not discuss it theoretically any further.

From Chapter 1 we have:

$$
n^{1 / 2}\left(\hat{\theta}_{j}-\theta_{j}\right)=D_{j}=I_{j}+n^{-1 / 2} J_{j}+R_{n j},
$$

where $\mathrm{I}_{j}=\int Z \psi_{j} \psi_{j}, J_{j}=\sum_{\ell: \ell \neq j} w_{\ell} I_{j \ell}^{2}$, in which $\mathrm{I}_{j \ell}=\int Z \psi_{j} \psi_{\ell}, w_{\ell}=\left(\theta_{j}-\right.$ $\left.\theta_{\ell}\right)^{-1}$ and $R_{n j}$ can be bounded above by $n^{-1} Z_{n j}$.

Assume that from the sequence $\theta_{j}$, only the first $k$ eigenvalues are non-zero. Then we may write

$$
\begin{equation*}
\mathrm{D}=\mathrm{I}+n^{-1 / 2} \mathrm{~J}+\mathrm{R}_{n} \tag{3.42}
\end{equation*}
$$

where $\mathrm{D}, \mathrm{I}, \mathrm{J}$ and $\mathrm{R}_{n}$ are $k$-vectors with elements $D_{j}, I_{j}, J_{j}$ and $R_{n j}$, respectively, for $1 \leq j \leq k$.

A Multivariate version of the percentile technique can be used to construct simultaneous confidence regions for $\theta_{1}, \cdots, \theta_{k}$. Then, the two $k$-vectors D and I satisfy a vector version of the results (3.19)-(3.22), and for any $k$-variate sphere $\mathcal{S}$ centered at the origin we have:

$$
\begin{align*}
P\left(\mathrm{D} \in \Sigma^{-1 / 2} \mathcal{S}\right) & =P\left(\mathrm{I}+n^{-1 / 2} \mathrm{~J}+\mathrm{R}_{n} \in \Sigma^{-1 / 2} \mathcal{S}\right) \\
& =\int_{\Sigma^{-1 / 2} \mathcal{S}}\left\{1+n^{-1} r_{1}(\mathrm{x})+n^{-2} r_{2}(\mathrm{x})+\cdots\right\} \phi(\mathrm{x}) d \mathrm{x} \tag{3.43}
\end{align*}
$$

where $\Sigma$ is the $k \times k$ asymptotic covariance matrix of $n^{1 / 2} \hat{\theta}_{j}$ and $n^{1 / 2} \hat{\theta}_{k}$ for $1 \leq j, \ell \leq k$ with the asymptotic variance of $n^{1 / 2} \hat{\theta}_{j}$ on its diagonal and the $r_{j}$ 's are polynomials in the components of $k$-vectors $x$, and of degree $3 j$ and odd/even functions for odd/even $j$ (recall that the odd indexed polynomials were vanished due to the symmetry of the region about the origin).

To construct a bootstrap ellipsoidal region

$$
\mathrm{R}_{3}=\left\{\hat{\theta}-n^{-1 / 2} \widehat{\Sigma}^{1 / 2} \mathrm{x}: \mathrm{x} \in \mathcal{S}_{3}\right\}
$$

Choose $\mathcal{S}_{3}$ to be the $k$-variate sphere centered at the origin and of radius $\hat{z}_{\alpha}$ such that

$$
P\left(\Delta^{*} \leq \hat{z}_{\alpha} \mid \mathcal{X}\right)=1-\alpha .
$$

Then, $\theta \in \mathrm{R}_{3}$ is equivalent to $\widehat{\Sigma}^{-1 / 2} \mathrm{D} \in \mathcal{S}_{3}$.

Suppose that $\mathrm{S}=\Sigma^{-1 / 2} \mathrm{D}$ and $\mathcal{S}_{1}$ is a sphere centered at the origin and of radius $z_{\alpha}$ such that

$$
\begin{align*}
1-\alpha & =P\left(\mathrm{~S} \in \mathcal{S}_{1}\right) \\
& =\int_{\mathcal{S}_{1}}\left\{1+n^{-1 / 2} s_{1}(\mathrm{x})+n^{-1} s_{2}(\mathrm{x})+\cdots\right\} \phi(\mathrm{x}) d \mathrm{x} \\
& =\int_{\mathcal{S}_{1}}\left\{1+n^{-1} s_{2}(\mathrm{x})+n^{-2} s_{4}(\mathrm{x})+\cdots\right\} \phi(\mathrm{x}) d \mathbf{x} \tag{3.44}
\end{align*}
$$

where the $s_{j}$ are polynomials in the components of $\mathbf{x}$, of degree $3 j$ and an odd/even function for odd/even $j$, respectively. Moreover, we have used the fact that for any odd polynomial $\pi$ and any sphere $\mathcal{S}$ centered at the origin,

$$
\int_{\mathcal{S}} \pi(\mathrm{x}) d \mathrm{x}=0
$$

Therefore, (3.44) implies that

$$
z_{\alpha}=z_{0}+n^{-1} c_{1}+n^{-2} c_{2}+\cdots,
$$

where $z_{0}$ denotes the radius of the sphere $\mathcal{S}_{2}$ centered at the origin and such that

$$
P\left(\mathrm{~N} \in \mathcal{S}_{2}\right)=\int_{\mathcal{S}_{2}} \phi(\mathrm{x}) d \mathrm{x}=1-\alpha
$$

in which N is $k$-variate Standard Normal, and $c_{1}, c_{2}, \cdots$ are constants depending on population moments. Also, similarly to (3.44), we have:

$$
\begin{equation*}
P\left(\mathrm{~S}^{*} \in \mathcal{S}_{3} \mid \mathcal{X}\right)=\int_{\mathcal{S}_{3}}\left\{1+n^{-1} \hat{r}_{1}(\mathrm{x})+n^{-2} \hat{r}_{2}(\mathrm{x})+\cdots\right\} \phi(\mathrm{x}) d \mathrm{x}, \tag{3.45}
\end{equation*}
$$

where, in the $k$-variate statistic

$$
\mathrm{S}^{*}=n^{1 / 2} \widehat{\Sigma}^{-1 / 2}\left(\hat{\theta}^{*}-\hat{\theta}\right)=\widehat{\Sigma}^{-1 / 2} \mathrm{D}^{*}
$$

the $\hat{r}_{j}$ 's are obtained from $r_{j}$ on replacing population moments by sample moments, and are of degree $3 j$ and odd/even functions for odd/even $j$.

Applying the argument at (3.44) to (3.45), we deduce that

$$
\begin{equation*}
\hat{z}_{\alpha}=z_{0}+n^{-1} \hat{c}_{1}+n^{-2} \hat{c}_{2}+\cdots, \tag{3.46}
\end{equation*}
$$

where the $\hat{c}_{j}$ denote the version of the $c_{j}$ obtained by replacing population moments by sample moments. Therefore, by the delta method,

$$
\begin{align*}
P\left(\theta \in \mathcal{R}_{3}\right) & =P\left(\mathrm{D} \in \Sigma^{-1 / 2} \mathcal{S}_{3}\right)=P\left(\mathrm{~S} \in \mathcal{S}_{3}\right) \\
& =P\left(\mathrm{~S} \in \hat{z}_{\alpha} z_{\alpha}^{-1} \mathcal{S}_{1}\right) \\
& =P\left(\left\{1+\left(n z_{0}\right)^{-1}\left(\hat{c}_{1}-c_{1}\right)+O_{p}\left(n^{-2}\right)\right\} \mathrm{S} \in \mathcal{S}_{1}\right) \\
& =P\left(\left\{1-\left(n z_{0}\right)^{-1}\left(\hat{c}_{1}-c_{1}\right)\right\} \mathrm{S} \in \mathcal{S}_{1}\right)+O\left(n^{-2}\right), \tag{3.47}
\end{align*}
$$

where we used the fact that $\hat{c}_{j}-c_{j}=O_{p}\left(n^{-1 / 2}\right)$. We know that the distribution of

$$
\mathbf{S}_{1}=\left\{1-\left(n z_{0}\right)^{-1}\left(\hat{c}_{1}-c_{1}\right)\right\} \mathbf{S}
$$

admits an Edgeworth expansion of the form

$$
\begin{equation*}
P\left(\mathrm{~S}_{1} \in \mathcal{S}\right)=\int_{\mathcal{S}}\left\{1+n^{-1 / 2} t_{1}(\mathrm{x})+n^{-1} t_{2}(\mathrm{x})+\cdots\right\} \phi(\mathrm{x}) d \mathrm{x} \tag{3.48}
\end{equation*}
$$

where $t_{j}$ is a polynomial of degree $3 j$ and is an odd/even function for odd/even $j$, respectively, and $\mathcal{S}$ is any $k$-variate sphere in $R^{k}$. More precisely, since $S$ and
$\mathrm{S}_{1}$ differ only in terms of $O_{p}\left(n^{-3 / 2}\right), t_{j}=s_{j}$ for $j=1,2$. Furthermore, if $\mathcal{S}$ is a sphere centered at the origin, terms of odd order in particular the term in $n^{-1 / 2}$ vanish from the expansion (3.48). Thus,

$$
\begin{align*}
P\left(\mathrm{~S}_{1} \in \mathcal{S}_{1}\right) & =\int_{\mathcal{S}_{1}}\left\{1+n^{-1 / 2} t_{1}(\mathrm{x})+n^{-1} t_{2}(\mathrm{x})+\cdots\right\} \phi(\mathrm{x}) d \mathrm{x} \\
& =\int_{\mathcal{S}_{1}}\left\{1+n^{-1} t_{2}(\mathrm{x})\right\} \phi(\mathrm{x}) d \mathrm{x}+O\left(n^{-2}\right) \tag{3.49}
\end{align*}
$$

and then

$$
P\left(\theta \in \mathcal{R}_{3}\right)=1-\alpha+O\left(n^{-1}\right) .
$$

However, since we deal with the multivariate distribution of $\left(\hat{\theta}_{1}, \cdots, \hat{\theta}_{k}\right)$ for finding the distribution of $\max _{1 \leq j \leq k}\left(\hat{\theta}_{j}-\theta_{j}\right)$, and the remainder terms in (3.7) grow up as $j$ increases, we need to restrict $k=k_{n}$ to increase sufficiently slowly. This condition arises when we obtain the Edgeworth expansion of the distribution function $\mathbf{D}$ in terms of that of $\mathbf{I}$. In particular, the distribution of $\max _{1 \leq j \leq k}\left(\hat{\theta}_{j}-\right.$ $\theta_{j}$ ) depends on the moments of the distribution of $\left(\hat{\theta}_{1}, \cdots, \hat{\theta}_{k}\right)$, needing to be controlled with terms of $n^{-1 / 2}$ or $n^{-1}$ as $k$ increases. See (3.10) and (3.16). Therefore, we can expect the same results to hold if $k=k_{n}$ increases sufficiently slowly.

## Chapter 4

## Properties of Linear Regression

## Estimators

### 4.1 Introduction

Suppose that, for $j=1, \cdots, p$ and $i=1, \cdots, n$, the $X_{i}\left(t_{j}\right)$ are discretizations of continuous functions $X_{i}$ where $t_{1}, \cdots, t_{p} \in \mathcal{I}$ are the points at which the continuous functions $X_{i}(t)$ are digitized. Then, when treating a linear regression model with these predictors, for a function $b(t)$ we may approximate a linear functional like $E\left(Y_{i} \mid X_{i}\right)=\int_{\mathcal{I}} X_{i}(t) b(t) d t$ by $\sum_{j=1}^{p} X_{i}\left(t_{j}\right) b\left(t_{j}\right)$. In such problems, Frank and Friedman (1993) summarized two methods, Partial Least Square (PLS) and Principal Components Regression (PCR), commonly used by chemometrists in analysing these kinds of data. Then the authors compared the two methods with ridge regression ( $R R$ ) in a unified situation in which the coefficient vector is constrained to be in some subspace, and the projected sample predictor variables in this subspace have larger spread (variance).

Hastie and Mallows' discussion (1993) of the three techniques (PLS, RR and PCR ) as well as the penalized least square method have contributed to the better
understanding of the problems arising from analysing functional data. Hastie and Mallows (1993) pointed out that in the presence of a large number of the covariates $X_{i}\left(t_{j}\right)$, which generally exceed the number of the sample, the model may loose its efficiency for prediction. Furthermore, high correlations of the explanatory variables $X_{i}\left(t_{j}\right)$ in the model may result in an uninterpretable model. Then, the authors mentioned how to get a better estimation of the coefficient by constraining, via the penalized least square method, the regression slope to be smooth. Hastie and Mallows (1993) emphasized that it is better to use methods creating an order relation among the covariates in terms of their index values. In this way, the problem can be removed by using fewer covariates rather than hundreds of the original covariates.

Hastie and Mallows (1993) also proposed a "Smooth Basis Expansions" method to model the coefficient $b(t)$ smoothly, where the regression coefficient $b(t)$ is expressed in terms of expansion of a sequence of smooth basis functions such as polynomials, cosinusoids and splines. In their response to Hastie and Mallows (1993), Frank and Friedman confirmed that procedures that take an order relation among the covariates indices into account or that constrain the coefficient $b(t)$ to be a smooth function might work better than RR, PLS and PCR in cases in which the predictor curves are not smooth. Indeed, such methods that take the functional nature of the problem into account seem more reasonable than those which do not. See Marx and Eilers (1999), who expressed the advantages of a functional technique by comparing with the nonfunctional ones such as PLS and $P C R$.

Karhunen (1946) developed a theory of stochastic processes in Hilbert spaces. Using this theory, Grenander (1950) was able to take first steps on FDA by applying the Karhunen-Loève expansions to functional data, including a proposal for functional regression. However, functional regression models were widely used
only after recent works such as Ramsay and Dalzell (1991) and Ramsay and Silverman (1997, Chapters 10 and 11).

There are three kinds of functional regression models depending on the nature of predictors and responses:

- Both predictors and response variable are functions.
- The response is a function and predictors are vectors.
- The response is a scalar and predictors are functions.

Models of the first type were introduced by Ramsay and Dalzell (1991). These models can be viewed as extensions of the multivariate linear regression model $E(Y \mid \mathbf{X})=$ B X, where B and $\mathbf{X}$ are matrices. When both response and predictor tend to be a continuum, the model is changing to

$$
E[Y(t) \mid X]=\mu(t)+\int X(s) \beta(s, t) d s
$$

where $\mu$ is the mean response function and $\beta$ is slope of the regression. Then the unknown parameter $\beta$ can be estimated by applying regularization methods; for example by penalized splines (James, 2002), by basis representations or truncation of series expansions (Ramsay and Silverman 1997, Chapter 11 and Chiou et al., 2004). Also a discussion about models in which the response is a random function and the predictors are scalars or vectors can be founded in Chiou et al. (2004). Accounts of models, in which the predictors are functions and the responses are generalized variables such as binary, count or continuous type, can be founded in work of Cardot, Ferraty and Sarda (1999, 2003), Cardot, Ferraty, Mas and Sarda (2003), James (2002) and Müller and Stadtmüller (2005). This type of data arises in functional prediction problem such as prediction of total annual
precipitation for Canadian weather stations from the pattern of temperature variation through the year (Ramsay and Silverman, 1997; Chapter 10) as well as the two examples given in the introduction to Chapter 1. In this research we discuss a linear regression model of the third kind. In Section 4.2 we explain the problem of estimation of the slope function, and also its differences from the prediction problem in functional linear regression. In Section 4.3, using the expansions and their properties given in Chapters 1 and 2, the impact of eigenvalue spacings on properties of linear regression estimators is discussed, and the validity of simple accounts of the performance of functional linear regression is explored. It is observed that those accounts are valid if eigenvalues are reasonably well separated, but not otherwise. We also briefly discuss the prediction problem along with the estimation one in Section 4.4.

### 4.2 Estimation of Slope Function

The functional simple linear regression model is

$$
\begin{equation*}
Y_{i}=a+\int_{\mathcal{I}} b X_{i}+\epsilon_{i}, \quad 1 \leq i \leq n \tag{4.1}
\end{equation*}
$$

where $b$ and $X_{i}$ are square-integrable functions from $\mathcal{I}$ to the real line, $a, Y_{i}$ and $\epsilon_{i}$ are scalars, $a$ and $b$ are deterministic, the pairs $\left(X_{1}, \epsilon_{1}\right),\left(X_{2}, \epsilon_{2}\right), \ldots$ are independent and identically distributed, the random functions $X_{i}$ are independent of the errors $\epsilon_{i}, \sigma^{2}=E\left(\epsilon^{2}\right)<\infty, E(\epsilon)=0$ and $\int_{I} E\left(X^{2}\right)<\infty$, where $\epsilon$ and $X$ are distributed as $\epsilon_{i}$ and $X_{i}$, respectively.

Estimation of $b$ is intrinsically an infinite-dimensional problem. Therefore, in functional linear regression, the problem involves using smoothing or regularisation methods which enable us to reduce dimension. Thus, this is an aspect
which makes functional regression analysis distinct from classical linear regression. Depending on the purpose for which the estimator $b$ is used, the amount of smoothness needing to be applied is different. When dealing with estimating $b$, optimal smoothness of $\hat{b}$ will usually result in $\int \hat{b} x$, which is used for prediction, being over-smoothed for estimating $\int b X$ given a value $x$ of $X$. This is due to operation of integration in computing $\int \hat{b} x$ from $\hat{b}$, awarding additional smoothness. Therefore, the manner in which $\hat{b}$ is used for prediction is different from that for estimating $b$.

However, these two problems are not entirely separated from each other, because knowing the behavior of the slope function $b$, for example in what points $b(t)$ takes large or small values, gives useful information about the role of the functional explanatory variables in the model which in turn provides information about where a future observation $x$ of $X$ will have greatest influence on the value of $\int b x$. Thus, it seems that the problem of estimating the slope $b$ is as a prelude to estimating $\int b x$, and perhaps because of that, unlike the case of classical linear regression, in this field there is significant interest in estimating $b$ in its own right (Cai and Hall 2004). See for example Ferraty and Vieu (2000), Cuevas et. al (2002), Cardot and Sarda (2003), Hall and Horowitz (2004), in which estimation of $b$ and in particular convergence rates of the estimator $\hat{b}$ to $b$ were discussed. In the present research, our focus is on the problem of estimating the slope function b. Nevertheless, we will discuss shortly the prediction problem along with our results in Section 4.4.

If we express $X_{i}$ and $b$ in terms of the orthonormal basis $\widehat{\psi}_{1}, \widehat{\psi}_{2}, \ldots$, then we have

$$
\begin{equation*}
X_{i}=\sum_{j=1}^{\infty} \xi_{i j} \widehat{\psi}_{j}, \quad b=\sum_{j=1}^{\infty} \bar{b}_{j} \widehat{\psi}_{j}, \tag{4.2}
\end{equation*}
$$

where $\xi_{i j}=\int X_{i} \widehat{\psi}_{j}$ and $\bar{b}_{j}=\int b \widehat{\psi}_{j}$ denote the associated generalised Fourier
series of $X_{i}$ and $b$, respectively. Then we can write (4.1) equivalently as

$$
\begin{equation*}
Y_{i}=a+\sum_{j=1}^{\infty} \bar{b}_{j} \xi_{i j}+\epsilon_{i} . \tag{4.3}
\end{equation*}
$$

A model equivalent to (4.1) is

$$
\begin{equation*}
Y_{i}-\mu=\int_{\mathcal{I}} b\left(X_{i}-\eta\right)+\epsilon_{i}, \quad 1 \leq i \leq n \tag{4.4}
\end{equation*}
$$

where $\eta=E\left(X_{i}\right)$ is a deterministic function on $\mathcal{I}$ and $\mu=E\left(Y_{i}\right)=a+\int b \eta$. Define $g(u)=E[(Y-\mu)\{X(u)-\eta(u)\}]$, where $(X, Y)$ represents a generic version of $\left(X_{i}, Y_{i}\right)$. Then $b, g \in L_{2}(\mathcal{I})$ can be expressed, respectively, as $b=\sum_{j=1}^{\infty} b_{j} \psi_{j}$ and $g=\sum_{j=1}^{\infty} g_{j} \psi_{j}$ where $g_{j}=\int g \psi_{j}$ and $b_{j}=\int b \psi_{j}$. It can be seen that the slope function $b(t)$ is determined by solving the following equation:

$$
\begin{equation*}
K b=g, \tag{4.5}
\end{equation*}
$$

where $K$ is the covariance operator. Consequently, $g_{j}=\left\langle g, \psi_{j}\right\rangle=\theta_{j}\left\langle b, \psi_{j}\right\rangle=\theta_{j} b_{j}$ and

$$
\begin{equation*}
b(t)=\sum_{j=1}^{\infty} b_{j} \psi_{j}=\sum_{j=1}^{\infty} \theta_{j}^{-1} g_{j} \psi_{j} . \tag{4.6}
\end{equation*}
$$

Below we explain that for estimating the slope function $b$, dimension reduction is mandatory.

Theorem 15.4 of Kress (1999) points out that for the two normed spaces $H_{1}$ and $H_{2}$ if $A: H_{1} \longrightarrow H_{2}$ is a compact linear operator, then the equation $A x=f$ is ill-posed if $H_{1}$ is not of finite dimension; i.e. if $H_{1}$ is an infinite dimensional space then the inverse of $A$ may not exist or it may not be bounded. Thus, in problem (4.5) we are facing an ill-posed equation since $K$ is compact and
$H_{1}=L_{2}(\mathcal{I})$, which is of infinite dimension. Indeed, when the $\theta_{j}$ decay rapidly, estimation of $b$ in (4.6) is problematic. To overcome the problems, one way is to project the data on a finite dimensional space. Alternatively, one may treat the problem like a ridge regression where for $\alpha>0$, the equation (4.4) is replaced by $(\alpha I+K) b_{\alpha}=g$. The extra parameter $\alpha>0$ causes the operator $\alpha I+K$ to be injective and its inverse, $(\alpha I+K)^{-1}$, to be bounded (Theorem 13.26 of Kress, 1999). For illustrations of the first approach, see for example, Ramsay and Silverman (1997, Chapter 10) and Cardot, Ferraty and Sarda (2003), and of the second, see Hall and Horowitz (2004).

Ramsay and Silverman (1997, Chapter 10) point out that expressing functional data in terms of a basis such as the Fourier basis or so on might be useful. The underlying idea is that although functional data are usually observed discretely as a large number of points, each being regarded as a recording of the curve $X(t)$ at many points, there is not a large number of important modes of variation there. Therefore, they can be expressed in a finite number of terms, $M$ say, resulting in a smooth presentation of the curves. Similarly, in the case of $b$, this causes reduction of the degree of freedom in the model (4.3), and providing an interpretable description of the influence of the covariate $X(t)$ on the outcome Y. In particular, Ramsay and Silverman (1997) illustrate the effect of regularization by truncating the basis by choosing a value $r<M$.

Based on the same idea, dimension reduction through functional principal components analysis has become very popular. From previous works such as those of Rao (1958) who used it for growth curves, Besse and Ramsay (1986), Castro, Lawton and Sylvestre (1986), Brekey et al. (1991), Ramsay and Dalzell (1991), Rice and Silverman (1991) and Silverman (1995, 1996) to the recent ones such as Brumback and Rice (1998), Cardot (2000), Girard (2000), James, Hastie and Sugar (2000), Boente and Fraiman (2000), He, Müller and Wang
(2003) and Yao, Müller and Wang (2005) all make significant contributions to PCA. In particular, works on functional linear model, including those by Cardot, Ferraty and Sarda (1999, 2000, 2003), Hall and Horowitz (2004), Cai and Hall (2004) and Hall and Hosseini-Nasab (2006), tackled infinite-dimensionality by employing PCA. Projecting observations onto the space spanned by the first $r$ eigenfunctions of $\widehat{K}$ leads to an optimal linear representation of $X_{i}$ with respect to the explained variance (Dauxois et al., 1982). In this way, the dominant modes of variation of random curves reduce the functional linear model to a conventional regression model with a finite set of functional principal component scores $\xi_{i j}$, $j=1, \cdots, r$ as covariates. Then the unknown parameters can be estimated through conventional methods such as least squares methods.

The true value, $\left(a^{0}, b^{0}\right)$ say, of $(a, b)$ may be estimated by the least squares method through minimising

$$
\begin{equation*}
\sum_{i=1}^{n}\left(Y_{i}-a-\sum_{j=1}^{r} \bar{b}_{j} \varepsilon_{i j}\right)^{2} \tag{4.7}
\end{equation*}
$$

with respect to $a, \bar{b}_{1}, \bar{b}_{2}, \cdots, \bar{b}_{r}$, and taking $\bar{b}_{j}=0$ for $j \geq r+1$. Equation (4.7) can be written as $\left(\mathrm{Y}-\Lambda^{*} \mathrm{~b}^{*}\right)^{T}\left(\mathrm{Y}-\Lambda^{*} \mathrm{~b}^{*}\right)$ where $\mathrm{Y}=\left(\begin{array}{c}Y_{1} \\ \vdots \\ Y_{n}\end{array}\right), \Lambda^{*}=\left(\begin{array}{cccc}1 & \xi_{11} & \ldots & \xi_{1 r} \\ \vdots & \vdots & \vdots & \vdots \\ 1 & \xi_{n 1} & \ldots & \xi_{n r}\end{array}\right)$, $\mathrm{b}^{*}=\left(a, \bar{b}_{1}, \cdots, \bar{b}_{r}\right)^{T}$, and $T$ denotes the transpose of the vector. Differentiating with respect to $\mathrm{b}^{*}$ and equating to zero for the maximum, the results are

$$
\begin{equation*}
\hat{a}=\bar{Y}-\sum_{j=1}^{r} \hat{b}_{j}, \quad \hat{b}_{(r)}=\left(\hat{b}_{1}, \hat{b}_{2}, \cdots, \hat{b}_{r}\right)=\widehat{\Sigma}_{(r)}^{-1} \hat{g}_{(r)}, \tag{4.8}
\end{equation*}
$$

where $\bar{Y}=n^{-1} \sum_{i} Y_{i}, \bar{\xi}_{j}=n^{-1} \sum_{i} \xi_{i j}, \widehat{\Sigma}_{(r)}$ is the $r \times r$ matrix with $(j, k)$ th
component $\hat{\sigma}_{j k}, \hat{g}_{(r)}=\left(\hat{g}_{1}, \ldots, \hat{g}_{r}\right)^{\mathrm{T}}$,

$$
\begin{aligned}
& \hat{\sigma}_{j k}=\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\xi_{i k}-\bar{\xi}_{k}\right)=\int_{\mathcal{I}} \widehat{K}(u, v) \widehat{\psi}_{j}(u) \widehat{\psi}_{k}(v) d u d v=\hat{\theta}_{j} \delta_{j k}, \\
& \hat{g}_{j}=\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\bar{Y}\right)\left(\xi_{i j}-\bar{\xi}_{j}\right),
\end{aligned}
$$

and $\delta_{j k}$ is the Kronecker delta. Therefore, $\widehat{\Sigma}_{(r)}=\operatorname{diag}\left(\hat{\theta}_{1}, \cdots, \hat{\theta}_{r}\right)$, and by (4.8), for $u \in \mathcal{I}$, our estimator of $b$ is

$$
\hat{b}(u)=\sum_{j=1}^{r} \hat{b}_{j} \widehat{\psi}_{j}(u)=\sum_{j=1}^{r} \hat{\theta}_{j}^{-1} \hat{g}_{j} \widehat{\psi}_{j}(u) .
$$

Equivalently, in view of (4.5), $\hat{b}$ can be obtained from a sample version of the equation when the $X_{i}$ are projected into the space spanned by the eigenfunctions associated with the $r$ greatest eigenvalues $\hat{\theta}_{j}, j=1, \cdots, r$. Put $\hat{g}(t)=$ $\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}(t)-\bar{X}(t)\right\}\left(Y_{i}-\bar{Y}\right)$. Then $\hat{g}=\sum_{j=1}^{\infty} \hat{g}_{j} \widehat{\psi}_{j}$, where

$$
\hat{g}_{j}=\int \hat{g} \widehat{\psi}_{j}=\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\bar{Y}\right)\left(\xi_{i j}-\bar{\xi}_{j}\right) .
$$

Hence, $\hat{b}_{j}=\hat{\theta}_{j}^{-1} \hat{g}_{j}$ for $j=1, \cdots, r$.
The smoothing parameter $r$ can be chosen by cross validation. In the context of functional data analysis, the predictive cross-validation criterion is given by

$$
\begin{equation*}
\mathrm{CV}(r)=\frac{1}{n} \sum_{i=1}^{n}\left\{Y_{i}-\hat{a}_{-i ; r}-\int_{\mathcal{I}} \hat{b}_{-i, r} X_{i}\right\}^{2} . \tag{4.9}
\end{equation*}
$$

Here, $\left(\hat{a}_{-i ; \tau}, \hat{b}_{-i ; r}\right)$ denotes the least-squares estimator of $(a, b)$ that is obtained by confining attention to the set $\mathcal{Z}_{i}$, say, of all data pairs $\left(X_{j}, Y_{j}\right)$ excluding the $i$ th, and both $\hat{a}_{-i ; r}$ and $\hat{b}_{-i ; r}$ use the empirical Karhunen-Loève expansion of length $r$ computed from $\mathcal{Z}_{i}$. We choose $r$ to minimise $\operatorname{CV}(r)$. Cross validation can be used to select $r$ when computing $\hat{p}(x)=\hat{a}+\int_{\mathcal{I}} \hat{b} x$ (see for example Cardot et al., 2003). Surprisingly, cross-validation also works well when estimating $b$; the latter problem can be expected to require significantly more smoothing than prediction, as we explained earlier. See numerical results in Chapter 5 .

### 4.3 Asymptotic Mean Integrated Square Error Approximation

Let $b^{0}=\sum_{j=1}^{\infty} b_{j}^{0} \widehat{\psi}_{j}$ where $b_{j}^{0}=\int b^{0} \widehat{\psi}_{j}$. Assume that the true value, $b^{0}$, of the function $b$ is square-integrable. Then,

$$
\begin{align*}
\int\left(\hat{b}-b^{0}\right)^{2}=\left\langle\hat{b}-b^{0}, \hat{b}-b^{0}\right\rangle & =\left\langle\sum_{j=1}^{r}\left(\hat{b}_{j}-b_{j}^{0}\right)-\sum_{j=r+1} b_{j}^{0}, \sum_{\ell=1}^{r}\left(\hat{b}_{\ell}-b_{\ell}^{0}\right)-\sum_{\ell=r+1} b_{\ell}^{0}\right\rangle \\
& =\sum_{j=1}^{r}\left(\hat{b}_{j}-b_{j}^{0}\right)^{2}+\sum_{j=r+1} b_{j}^{0^{2}} \tag{4.10}
\end{align*}
$$

Hence,

$$
Y_{i}-\bar{Y}=\sum_{j=1}^{\infty} b_{j}^{0}\left(\xi_{i j}-\bar{\xi}_{j}\right)+\epsilon_{i}-\bar{\epsilon}, \quad i=1, \cdots, n
$$

Multiplying both sides of the above equation by $\left(\xi_{i j}-\bar{\xi}_{j}\right)$ and summing up over $i$, we have

$$
\hat{g}_{j}=\sum_{k=1}^{\infty} \hat{\sigma}_{j k} b_{k}^{0}+\hat{\gamma}_{j}=\sum_{k=1}^{\infty} \hat{\theta}_{j} \delta_{j k} b_{k}^{0}+\hat{\gamma}_{j}=\hat{\theta}_{j} b_{j}^{0}+\hat{\gamma}_{j},
$$

where $\hat{\gamma}_{j}=\frac{1}{n} \sum_{i=1}^{n}\left(\epsilon_{i}-\bar{\epsilon}\right)\left(\xi_{i j}-\bar{\xi}_{j}\right)$. Using the above result and defining $b_{(r)}^{0}=$ $\left(b_{1}^{0}, \cdots, b_{r}^{0}\right)^{T}$, we deduce from the second formula in (4.8) that

$$
\hat{b}_{(r)}-b_{(r)}^{0}=\widehat{\Sigma}_{(r)}^{-1} \hat{g}_{(r)}-b_{(r)}^{0} .
$$

Hence,

$$
\hat{g}_{(r)}-\widehat{\Sigma}_{(r)} b_{(r)}^{0}=\left(\begin{array}{c}
\hat{g}_{1} \\
\vdots \\
\hat{g}_{r}
\end{array}\right)-\left(\begin{array}{c}
\hat{\theta}_{1} b_{1}^{0} \\
\vdots \\
\hat{\theta}_{r} b_{r}^{0}
\end{array}\right)=\left(\begin{array}{c}
\hat{g}_{1}-\hat{\theta}_{1} b_{1}^{0} \\
\vdots \\
\hat{g}_{r}-\hat{\theta}_{r} b_{r}^{0}
\end{array}\right)=\left(\begin{array}{c}
\hat{\gamma}_{1} \\
\vdots \\
\hat{\gamma}_{r}
\end{array}\right)
$$

and thus $\hat{b}_{j}-b_{j}^{0}=\hat{\theta}_{j}^{-1} \hat{\gamma}_{j}$ for $j=1, \cdots, r$. Substituting this result into (4.10) gives us:

$$
\begin{equation*}
\int\left(\hat{b}-b^{0}\right)^{2}=\sum_{j=1}^{r} \hat{\theta}_{j}^{-2} \hat{\gamma}_{j}^{2}+\sum_{j=r+1} b_{j}^{0^{2}} . \tag{4.11}
\end{equation*}
$$

Since $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$ are functionals of $X_{1}, \cdots, X_{n}$, independent of $\epsilon_{1}, \cdots, \epsilon_{n}$, and also $\left(X_{i}, \epsilon_{i}\right)$ are independent of each other,

$$
\begin{aligned}
E\left(\hat{\gamma}_{j}^{2} \mid \mathcal{X}\right) & =E\left\{\left.\left[\frac{1}{n} \sum_{i=1}^{n}\left(\epsilon_{i}-\bar{\epsilon}\right)\left(\xi_{i j}-\bar{\xi}_{j}\right)\right]^{2} \right\rvert\, \mathcal{X}\right\}=\frac{1}{n^{2}} \sum_{i=1}^{n} E\left\{\left(\epsilon_{i}-\bar{\epsilon}\right)^{2}\left(\xi_{i j}-\bar{\xi}_{j}\right)^{2} \mid \mathcal{X}\right\} \\
& =\frac{1}{n^{2}} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)^{2} E\left[\left(\epsilon_{i}-\bar{\epsilon}\right)^{2} \mid \mathcal{X}\right]=\frac{1}{n^{2}} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)^{2} \sigma^{2}\left(1-\frac{1}{n}\right) \\
& =\frac{1}{n}\left(1-\frac{1}{n}\right) \sigma^{2} \hat{\theta}_{j} .
\end{aligned}
$$

Hence, by (4.11),

$$
\begin{equation*}
\int_{\mathcal{I}} E\left\{\left(\hat{b}-b^{0}\right)^{2} \mid \mathcal{X}\right\}=n^{-1}\left(1-n^{-1}\right) \sigma^{2} \sum_{j=1}^{r} \hat{\theta}_{j}^{-1}+\sum_{j=r+1}^{\infty}\left(\int b^{0} \widehat{\psi}_{j}\right)^{2} . \tag{4.12}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
& \sum_{j=r+1}^{\infty}\left(\int b^{0} \widehat{\psi}_{j}\right)^{2}=\sum_{j=r+1}^{\infty}\left[\int b^{0}\left(\psi_{j}+\widehat{\psi}_{j}-\widehat{\psi}_{j}\right)\right]^{2} \\
& = \\
& =\sum_{j=r+1}^{\infty}\left[\left(\int b^{0} \psi_{j}\right)^{2}+\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}+2\left\{\int b^{0} \psi_{j}\right\}\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}\right] \\
& = \\
& \sum_{j=r+1}^{\infty}\left(\int b^{0} \psi_{j}\right)^{2}-2 \sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)\left(\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right) \\
& \quad-\sum_{j=1}^{r}\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}+\sum_{j=1}^{\infty}\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2} \\
& \quad+2 \sum_{j=1}^{\infty}\left(\int b^{0} \psi_{j}\right)\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}
\end{aligned}
$$

Because $\left\|b^{0}\right\|^{2}=\sum_{j=1}^{\infty}\left(\int b^{0} \psi_{j}\right)^{2}=\sum_{j=1}^{\infty}\left(\int b^{0} \widehat{\psi}_{j}\right)^{2}$, the last two terms above vanish, i.e.

$$
\begin{align*}
\sum_{j=r+1}^{\infty}\left(\int b^{0} \widehat{\psi}_{j}\right)^{2}= & \sum_{j=r+1}^{\infty}\left(\int b^{0} \psi_{j}\right)^{2}-2 \sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)\left(\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right) \\
& -\sum_{j=1}^{r}\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2} \tag{4.13}
\end{align*}
$$

Thus, substituting (4.13) into (4.12) results in

$$
\begin{align*}
\int_{\mathcal{I}} E\left\{\left(\hat{b}-b^{0}\right)^{2} \mid \mathcal{X}\right\}= & n^{-1}\left(1-n^{-1}\right) \sigma^{2} \sum_{j=1}^{r} \hat{\theta}_{j}^{-1}+\sum_{j=r+1}^{\infty}\left(\int b^{0} \psi_{j}\right)^{2} \\
& -2 \sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)\left(\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right)-\sum_{j=1}^{r}\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2} \tag{4.14}
\end{align*}
$$

Result (4.12) suggests, but of course does not prove, that

$$
\begin{equation*}
\int_{\mathcal{I}} E\left(\hat{b}-b^{0}\right)^{2} \sim \frac{\sigma^{2}}{n} \sum_{j=1}^{r} \theta_{j}^{-1}+\sum_{j=r+1}^{\infty}\left(\int_{\mathcal{I}} b^{0} \psi_{j}\right)^{2}, \tag{4.15}
\end{equation*}
$$

where " $A_{n} \sim B_{n}$ " means that the ratio of the random variables $A_{n}$ and $B_{n}$ converges to 1 as $n \rightarrow \infty$. If (4.15) were correct then the first term on the right-hand side would denote the dominant contribution from error-about-themean to integrated squared error, and the second term would be the dominant contribution from squared bias. The right-hand side of (4.15) is reminiscent of familiar formulae for the mean integrated squared error of orthogonal series estimators; see, for example, Kronmal and Tarter (1968).

In the following we state a result that implies (4.15). Let $A=X-E(X)$, define $b_{j}^{0}=\int_{\mathcal{I}} b^{0} \psi_{j}$, and consider the conditions:
$\theta_{j}=j^{-a} L(j)$ and $\left|b_{j}^{0}\right|=j^{-b} M(j)$, where $b>a+\frac{1}{2}>\frac{3}{2}$ and $L, M$ are slowly-varying functions; $\theta_{j}-\theta_{j+1} \geq$ const. $j^{-a-1}$; the process $X$ has all moments finite; for each integer $r \geq 1, \theta_{j}^{-r} E\left(\int A \psi_{j}\right)^{2 r}$ is bounded uniformly in $j$; the errors $\epsilon_{i}$ in (4.1) are independent and identically distributed with all moments finite, zero mean and variance $\sigma^{2}$; and the frequency cut-off, $r$, is in the range $1 \leq r \leq r_{0}$, where $r_{0}=r_{0}(n)$ satisfies $r_{0}=O\left(n^{(1-\eta) / 2(a+1)}\right)$ for some $0<\eta<1$.

Under these assumptions, $r_{0}$ can be chosen so that it is an order of magnitude larger than the value that minimises mean integrated squared error.

Theorem 4.1. To eliminate pathologies arising from too-small values of $\hat{\theta}_{j}$, replace $\hat{b}_{j}$ by an arbitrary fixed constant if $\left|\hat{b}_{j}\right|>c_{1} n^{c_{2}}$, for any given $c_{1}, c_{2}>0$. Then, if (4.16) holds, so too does (4.15), uniformly in $1 \leq r \leq r_{0}$.

The assumption $\theta_{j}-\theta_{j+1} \geq$ const. $j^{-a-1}$ for $j \geq 1$, excludes cases where two or more of the eigenvalues $\theta_{j}$ are close together, in particular where they are tied. In general when using the weaker condition $\frac{\max \left(\theta_{j}, \theta_{k}\right)}{\left|\theta_{j}-\theta_{k}\right|} \leq C \frac{\max (j, k)}{|j-k|}$ for some $C>0$
and all $1 \leq j<k<\infty$ (similar to what we assumed in the appendix), it holds, for sufficiently large $j$, when, for example, $\theta j=C_{1} j^{-C_{2}}$, where $C_{1}>0$ and $C_{2}>2$.

Replacing $\hat{b}_{j}$ by an arbitrary fixed constant if $\left|\hat{b}_{j}\right|>c_{1} n^{c_{2}}$ guarantees that the expected value on the left-hand side of (4.15) is finite. See the Appendix for a proof and discussion about the constraint.

Versions of Theorem 4.1 are available under more general conditions than (4.16); the coefficients $\theta_{j}$ and $b_{j}$ need only be "polynomial-like," and in particular need not be regularly varying functions of $j$. See the Appendix.

Formula (4.15) can be used to construct a plug-in rule for choosing $r$ to optimise performance of $\hat{b}$ as an estimator of $b$. Assuming that the slowly varying functions $L$ and $M$ in (4.16) are asymptotically constant, the mean integrated squared error of $\hat{b}$ is asymptotic to $C_{1} n^{-1} r^{a+1}+C_{2} r^{1-2 b}$, which is minimised by choosing $r=C_{3} n^{1 /(a+2 b-1)}$, where $C_{1}, C_{2}, C_{3}>0$ are constants. The resulting mean-square convergence rate is $n^{-(2 b-1) /(a+2 b-1)}$.

A valid approximation to the first term on the right-hand side of (4.12) is the first term on the right-hand side of (4.15), provided that

$$
\begin{equation*}
\frac{\sum_{j=1}^{r} \hat{\theta}_{j}^{-1}}{\sum_{j=1}^{r} \theta_{j}^{-1}} \longrightarrow 1, \quad \text { in probability } . \tag{4.17}
\end{equation*}
$$

Condition (4.17) can be established in many circumstances, as is explained in the Appendix. However, the second term on the right-hand side of (4.15) is not always appropriate. The properties of expansions of the basis functions $\widehat{\psi}_{j}$ discussed in Chapters 1 and 2, show that they depend on the spacings of the eigenvalues $\theta_{j}$, and particularly in that respect we should take care of the spacings, when treating the behaviour of the squared-bias approximation. Indeed, we will show in the following result that the approximation at (4.15) can fail in some circumstances.

Theorem 4.2. Under notation introduced before, if $X$ is a Gaussian process,
then, to first order,

$$
\begin{align*}
\sum_{j=r+1}^{\infty} E\left(\int_{\mathcal{I}} b^{0} \widehat{\psi}_{j}\right)^{2}= & \sum_{j=r+1}^{\infty}\left(\int_{\mathcal{I}} b^{0} \psi_{j}\right)^{2}+n^{-1} \sum_{j=1}^{r} \theta_{j} \sum_{k: k \neq j} \theta_{k}\left(\theta_{j}-\theta_{k}\right)^{-2}\left(\beta_{j}^{2}-\beta_{k}^{2}\right) \\
& +(\text { higher-order terms }) \tag{4.18}
\end{align*}
$$

where $\beta_{j}=\int_{\mathcal{I}} b^{0} \psi_{j}$.

Proof: We first need the following Lemma.
lemma 4.1: $E\left(a_{j k}\right)=\delta_{j k}+O\left(n^{-1}\right)$, where $a_{j k}$ introduced in (1.11) and (1.12), and $\delta_{j k}$ is the Kronecker delta.

Proof of Lemma: In order to evaluate $E\left(a_{\ell j}\right)$ we need to compute
$T(u, v, w, z)=E\{Z(u, v) Z(w, z)\}=n E[\{\widehat{K}(u, v)-K(u, v)\}\{\widehat{K}(w, z)-K(w, z)\}]$.

Put $\eta(u)=E\{X(u)\}, Y=X-\eta, Y_{i}=X_{i}-\eta$ and

$$
\widetilde{K}(u, v)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}(u)-\eta(u)\right\}\left\{X_{i}(v)-\eta(v)\right\}=\frac{1}{n} \sum_{i=1}^{n} Y_{i}(u) Y_{i}(v)
$$

Note that $\widehat{K}(u, v)=\widetilde{K}(u, v)-\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}$, whence it follows that

$$
\begin{align*}
T(u, v, w, z)= & n E[\{\widetilde{K}(u, v)-K(u, v)\}\{\widetilde{K}(w, z)-K(w, z)\}] \\
& -n E[\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}\{\widetilde{K}(w, z)-K(w, z)\}] \\
& -n E[\{\widehat{K}(w, z)-K(w, z)\}\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}] \\
& +n E[\{\bar{X}(u)-\eta(u)\}\{\bar{X}(v)-\eta(v)\}\{\bar{X}(w)-\eta(w)\}\{\bar{X}(z)-\eta(z)\}] . \tag{4.19}
\end{align*}
$$

The second term on the right-hand side of (4.19) can be bounded as

$$
\begin{align*}
E[\{\bar{X}(u) & -\eta(u)\}\{\bar{X}(v)-\eta(v)\}\{\widetilde{K}(w, z)-K(w, z)\}] \\
& =E\left[\frac{1}{n^{3}} \sum_{k=1}^{n} \sum_{j=1}^{n} \sum_{i=1}^{n} Y_{i}(u) Y_{j}(v)\left(Y_{k}(w) Y_{k}(z)-K(w, z)\right)\right] \\
& =\frac{1}{n^{3}} \sum_{i=1}^{n} E\left[Y_{i}(u) Y_{i}(v)\left(Y_{i}(w) Y_{i}(z)-K(w, z)\right)\right]=O\left(n^{-2}\right), \tag{4.20}
\end{align*}
$$

where we have used independence of the $X_{i}$ to obtain the second equality above. This is the case in the third term on the right-hand side of (4.19). Also,

$$
\begin{align*}
E[\{\bar{X}(u)- & \eta(u)\}\{\bar{X}(v)-\eta(v)\}\{\bar{X}(w)-\eta(w)\}\{\bar{X}(z)-\eta(z)\}] \\
= & E\left[\frac{1}{n^{4}} \sum_{\ell=1}^{n} \sum_{k=1}^{n} \sum_{j=1}^{n} \sum_{i=1}^{n} Y_{i}(u) Y_{j}(v) Y_{k}(w) Y_{\ell}(z)\right] \\
= & \frac{1}{n^{4}}\left\{\sum_{i=1}^{n} E\left[Y_{i}(u) Y_{i}(v) Y_{i}(w) Y_{i}(z)\right]+\sum_{i \neq j} E\left[Y_{i}(u) Y_{i}(v) Y_{j}(w) Y_{j}(z)\right.\right. \\
& \left.\left.\quad+Y_{i}(u) Y_{i}(w) Y_{j}(v) Y_{j}(z)+Y_{i}(u) Y_{i}(z) Y_{j}(v) Y_{j}(w)\right]\right\} \\
= & O\left(n^{-2}\right) . \tag{4.21}
\end{align*}
$$

Combining (4.19), (4.20) and (4.21) results in

$$
\begin{aligned}
& T(u, v, w, z)=n E[\{\widetilde{K}(u, v)-K(u, v)\}\{\widetilde{K}(w, z)-K(w, z)\}]+O\left(n^{-1}\right) \\
& =n E\left[\frac{1}{n} \sum_{i=1}^{n} Y_{i}(u) Y_{i}(v) \frac{1}{n} \sum_{j=1}^{n} Y_{j}(w) Y_{j}(z)\right]-n K(u, v) K(w, z)+O\left(n^{-1}\right) \\
& =\frac{1}{n} \sum_{i=1}^{n} E\left[Y_{i}(u) Y_{i}(v) Y_{i}(w) Y_{i}(z)\right]+\frac{1}{n} \sum_{i \neq j} E\left[Y_{i}(u) Y_{i}(v)\right] E\left[Y_{j}(w) Y_{j}(z)\right] \\
& \quad-n K(u, v) K(w, z)+O\left(n^{-1}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
T(u, v, w, z)=E\{Y(u) Y(v) Y(w) Y(z)\}-K(u, v) K(w, z)+O\left(n^{-1}\right) . \tag{4.22}
\end{equation*}
$$

We can write $Y=\sum_{k>1} \xi_{k} \psi_{k}$, where the generalised Fourier coefficients $\xi_{k}$ are uncorrelated, and have zero means. Recall that

$$
Z(u, v)=n^{1 / 2}\left[\frac{1}{n} \sum_{i=1}^{n} W_{i}(u, v)-\bar{Y}(u) \bar{Y}(v)\right],
$$

where $W_{i}(u, v)=Y_{i}(u) Y_{i}(v)-K(u, v)$. Thus,

$$
\int Z \psi_{j} \psi_{k}=n^{-1 / 2} \sum_{i=1}^{n} \xi_{i j} \xi_{i k}-n^{1 / 2}\left\{\delta_{j k} E\left(\xi_{j}^{2}\right)-\bar{\xi}_{j} \bar{\xi}_{k}\right\},
$$

where $\bar{\xi}_{j}=\frac{1}{n} \sum_{i=1}^{n} \xi_{i j}$. Therefore, if $k \neq j$, then $E\left[\int Z \psi_{j} \psi_{k}\right]=0$. If $X$ is a Gaussian process, the $\xi_{k}$ 's are independent Normal random variables with zero mean and respective variances $\theta_{k}$. Therefore, by (1.52),

$$
\begin{align*}
& E\{Y(u) Y(v) Y(w) Y(z)\}-K(u, v) K(w, z) \\
& =\sum_{k=1}^{\infty}\left\{E\left(\xi_{k}^{4}\right)-\left(E \xi_{k}^{2}\right)^{2}\right\} \psi_{k}(u) \psi_{k}(v) \psi_{k}(w) \psi_{k}(z) \\
& \quad+\sum_{k_{1} \neq k_{2}} \sum E\left(\xi_{k_{1}}^{2}\right) E\left(\xi_{k_{2}}^{2}\right)\left\{\psi_{k_{1}}(u) \psi_{k_{1}}(w) \psi_{k_{2}}(v) \psi_{k_{2}}(z)\right. \\
& \left.\quad \quad+\psi_{k_{1}}(u) \psi_{k_{1}}(z) \psi_{k_{2}}(v) \psi_{k_{2}}(w)\right\} . \tag{4.23}
\end{align*}
$$

Combining (4.22) and (4.23) we deduce that

$$
\begin{aligned}
& t\left(j_{1}, \ldots, j_{4}\right) \equiv E\left\{\left(\int Z \psi_{j_{1}} \psi_{j_{2}}\right)\left(\int Z \psi_{j_{3}} \psi_{j_{4}}\right)\right\} \\
&= \int T(u, v, w, z) \psi_{j_{1}}(u) \psi_{j_{2}}(v) \psi_{j_{3}}(w) \psi_{j_{4}}(z) d u d v d w d z \\
&=\left\{E\left(\xi_{j_{1}}^{4}\right)-\left(E \xi_{j_{1}}^{2}\right)^{2}\right\} I\left(j_{1}=j_{2}=j_{3}=j_{4}\right) \\
&+E\left(\xi_{j_{1}}^{2}\right) E\left(\xi_{j_{2}}^{2}\right)\left\{I\left(j_{1}=j_{3} \neq j_{2}=j_{4}\right)+I\left(j_{1}=j_{4} \neq j_{2}=j_{3}\right)\right\}+O\left(n^{-1}\right) .
\end{aligned}
$$

Result (4.24) implies that if $\ell \neq j$ and $k \neq j$ then $t(j, j, j, k), t(j, \ell, k, \ell)$ equal $O\left(n^{-1}\right)$, and

$$
t(j, \ell, j, \ell)=E\left(\xi_{j}^{2}\right) E\left(\xi_{\ell}^{2}\right)+O\left(n^{-1}\right)=\theta_{j} \theta_{\ell}+O\left(n^{-1}\right) .
$$

Hence, by (1.11) and (1.12),

$$
\begin{align*}
& E\left(a_{j k}\right)=O\left(n^{-2}\right), \quad \text { if } k \neq j,  \tag{4.25}\\
& E\left(a_{j j}\right)=1-\frac{1}{2} n^{-1} \sum_{\ell: \ell \neq j}\left(\theta_{j}-\theta_{\ell}\right)^{-2} \theta_{j} \theta_{\ell}+O\left(n^{-2}\right) .
\end{align*}
$$

This finishes the proof of the lemma.

Writing $b^{0}=\sum_{k \geq 1} \beta_{k} \psi_{k}$, by (4.25), we have

$$
\begin{align*}
t_{1 j} & \equiv\left(\int_{\mathcal{I}} b^{0} \psi_{j}\right)\left\{\int_{\mathcal{I}} b^{0} E\left(\hat{\psi}_{j}-\psi_{j}\right)\right\}=\beta_{j} \sum_{k=1}^{\infty} E\left(a_{j k}-\delta_{j k}\right) \beta_{k} \\
& =\beta_{j}^{2} E\left(a_{j j}-1\right)+O\left(n^{-2}\right)=-n^{-1} \frac{1}{2} \theta_{j} \beta_{j}^{2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \theta_{k}+O\left(n^{-2}\right), \tag{4.26}
\end{align*}
$$

$$
\begin{align*}
t_{2 j} & \equiv E\left\{\int_{\mathcal{I}} b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}=E\left\{\sum_{k=1}^{\infty}\left(a_{j k}-\delta_{j k}\right) \beta_{k}\right\}^{2} \\
& =E\left\{\sum_{k=1}^{\infty}\left(a_{j k}-E a_{j k}\right) \beta_{k}\right\}^{2}+\left\{\sum_{k=1}^{\infty}\left(E a_{j k}-\delta_{j k}\right) \beta_{k}\right\}^{2} \\
& =E\left\{\sum_{k=1}^{\infty}\left(a_{j k}-E a_{j k}\right) \beta_{k}\right\}^{2}+O\left(n^{-2}\right) . \tag{4.27}
\end{align*}
$$

Also, by (1.11), (1.12) and (4.25),

$$
\begin{align*}
& n E\left\{\sum_{k=1}^{\infty}\left(a_{j k}-E a_{j k}\right) \beta_{k}\right\}^{2}=E\left\{\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left(\int Z \psi_{j} \psi_{k}\right) \beta_{k}\right\}^{2}+O\left(n^{-1}\right) \\
& =\sum_{k_{1}, k_{2}: k_{1} \neq j, k_{2} \neq j}\left(\theta_{j}-\theta_{k_{1}}\right)^{-1}\left(\theta_{j}-\theta_{k_{2}}\right)^{-1} \beta_{k_{1}} \beta_{k_{2}} t\left(j, k_{1}, j, k_{2}\right)+O\left(n^{-1}\right) \\
& =\sum_{k_{1}, k_{2}: k_{1} \neq j, k_{2} \neq j}\left(\theta_{j}-\theta_{k_{1}}\right)^{-1}\left(\theta_{j}-\theta_{k_{2}}\right)^{-1} \beta_{k_{1}} \beta_{k_{2}} E\left(\xi_{j}^{2}\right) E\left(\xi_{k_{1}}^{2}\right) I\left(k_{1} \neq k_{2}\right) \\
& \quad \quad+O\left(n^{-1}\right) \\
& =  \tag{4.28}\\
& \quad \theta_{j} \sum_{k: k \neq j} \theta_{k}\left(\theta_{j}-\theta_{k}\right)^{-2} \beta_{k}^{2}+O\left(n^{-1}\right) .
\end{align*}
$$

Combining (4.27) and (4.28) we deduce that

$$
\begin{equation*}
t_{2 j}=n^{-1} \theta_{j} \sum_{k: k \neq j} \theta_{k}\left(\theta_{j}-\theta_{k}\right)^{-2} \beta_{k}^{2}+O\left(n^{-2}\right) . \tag{4.29}
\end{equation*}
$$

Results (4.26) and (4.29) imply that

$$
\begin{aligned}
t_{1}(r) & \equiv \sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)\left\{\int_{\mathcal{I}} b^{0} E\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\} \\
& =-n^{-1} \frac{1}{2} \sum_{j=1}^{r} \theta_{j} \beta_{j}^{2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \theta_{k}+O\left(n^{-2}\right),
\end{aligned}
$$

$$
\begin{aligned}
t_{2}(r) & \equiv \sum_{j=1}^{r} E\left\{\int_{\mathcal{I}} b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2} \\
& =n^{-1} \sum_{j=1}^{r} \theta_{j} \sum_{k: k \neq j} \theta_{k}\left(\theta_{j}-\theta_{k}\right)^{-2} \beta_{k}^{2}+O\left(n^{-2}\right) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
t(r) \equiv-2 t_{1}(r)-t_{2}(r)=n^{-1} t_{3}(r)+O\left(n^{-2}\right), \tag{4.30}
\end{equation*}
$$

where

$$
\begin{equation*}
t_{3}(r)=\sum_{j=1}^{r}\left\{\theta_{j} \beta_{j}^{2} \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \theta_{k}-\theta_{j} \sum_{k: k \neq j} \theta_{k}\left(\theta_{j}-\theta_{k}\right)^{-2} \beta_{k}^{2}\right\} . \tag{4.31}
\end{equation*}
$$

We know from (4.13) that the term in $n^{-1}$ on the right-hand side of (4.18) should equal $t(r)$, plus terms of order $n^{-2}$. By (4.30), the coefficient of $n^{-1}$ must equal $t_{3}(r)$. Therefore, the form of the coefficient of $n^{-1}$ on the right-hand side of (4.18) follows from (4.31).

If dong the seguenco $z_{1}, b_{2}, \ldots$, there are from thme to the very cosely spaced cigenvalues, then the term in $n^{-1}$ on the right-hand side of (4.18) can make a non-negligible contribution, and the approximation at (4.15) can fail. However, in other cases (4.15) is valid; see the Appendix. Less generally, if the $\beta_{j}$ 's decrease to zero very rapidly, and in particular if only a finite number of them are nonzero, then difficulties with spacings will be minor.

Below we derive an asymptotic limit result for the deviation between estimated and true slope function as dimension increases asymptotically; that is, as the number of components in the model increases with sample size.

Theorem 4.3. If $b^{0} \in L_{2}(I)$ and $\int_{I} E\left(X^{4}\right)<\infty$, where the random function $X$ has the same distribution as the data $X_{i}$; and if $r=r(n) \rightarrow \infty$ as $n \rightarrow \infty$, in
such a manner that

$$
\begin{equation*}
\frac{1}{n} \sum_{j=1}^{r} \delta_{j}^{-2} \rightarrow 0 \tag{4.32}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{\mathcal{I}} E\left\{\left(\hat{b}-b^{0}\right)^{2} \mid \mathcal{X}\right\} \rightarrow 0 \tag{4.33}
\end{equation*}
$$

in probability as $n \rightarrow \infty$. In particular, if (4.32) holds then $\int_{\mathcal{I}}\left(\hat{b}-b^{0}\right)^{2} \rightarrow 0$ in probability.

Proof: For the last two terms in (4.14) we have:

$$
\sum_{j=1}^{r}\left\{\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2} \leq\left(\int\left(b^{0}\right)^{2}\right) \sum_{j=1}^{r}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}
$$

and

$$
\begin{aligned}
\left\{\sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)\left(\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right)\right\}^{2} & \leq\left\{\sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)^{2}\right\}\left\{\sum_{j=1}^{r}\left[\int b^{0}\left(\widehat{\psi}_{j}-\psi_{j}\right)\right]^{2}\right\} \\
& \leq\left\{\sum_{j=1}^{r}\left(\int b^{0} \psi_{j}\right)^{2}\right\}\left\|b^{0}\right\|^{2} \sum_{j=1}^{r}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}
\end{aligned}
$$

If $r=r(n) \rightarrow \infty$ as $n \rightarrow \infty$, these results, assumption $b^{0} \in L_{2}(\mathcal{I})$ and (4.14) imply that (4.33) is correct, provided

$$
\begin{equation*}
\frac{1}{n} \sum_{j=1}^{r} \hat{\theta}_{j}^{-1} \rightarrow 0 \quad \text { and } \quad \sum_{j=1}^{r}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \rightarrow 0 \tag{4.34}
\end{equation*}
$$

in probability.
In the following we prove that a sufficient condition for (4.34) is (4.32).
If (4.32) holds then $n^{-1 / 2} \delta_{r}^{-1} \rightarrow 0$, and so $n^{1 / 2} \min \left(\theta_{j}-\theta_{j+1}\right) \rightarrow \infty$. Hence, for each $C>0$ and all sufficiently large $n, \theta_{j}-\theta_{j+1}>C n^{-1 / 2}$ uniformly in $1 \leq j \leq r$. Since $\widehat{\Delta}=O_{p}\left(n^{-1 / 2}\right)$, the probability that $\theta_{j}-\theta_{j+1}>2 \widehat{\Delta}$ for all $1 \leq j \leq r$, converges to 1 as $n \rightarrow \infty$. Equivalently, $1 \leq r \leq J$, by definition of $J$.

Result (2.17) of Theorem 2.4 now implies that
i) $\max _{j \leq r}\left|\theta_{j}^{-1} \hat{\theta}_{j}-1\right|=\theta_{r}^{-1} \widehat{\Delta}=O_{p}\left(n^{-1 / 2} \delta_{r}^{-1}\right)=o_{p}(1)$,
and

$$
\text { ii) } \sum_{j=1}^{r}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq \sum_{j=1}^{r} C \delta_{j}^{-2} \widehat{\Delta}^{2}=O_{p}\left(n^{-1} \sum_{j=1}^{r} \delta_{j}^{-2}\right) \text {. }
$$

Furthermore, (i) entails:

$$
\sum_{j=1}^{r} \hat{\theta}_{j}^{-1}=\sum_{j=1}^{r} \theta_{j}^{-1}\left(\hat{\theta}_{j}^{-1} \theta_{j}\right)=\sum_{j=1}^{r} \theta_{j}^{-1}\left\{1+o_{p}(1)\right\}
$$

Therefore, $\sum_{j=1}^{r} \hat{\theta}_{j}^{-1} \sim_{p} \sum_{j=1}^{r} \theta_{j}^{-1}=O_{p}\left(\sum_{j=1}^{r} \delta_{j}^{-2}\right)$, where we have used the fact that $\theta_{j} \geq \delta_{j}$. The first part of (4.34) follows from (4.32). Also, property (ii) and (4.32) imply the second part of (4.34).

Condition (4.32) is based on spacings of eigenvalues, and is quite different from constraints imposed by Cardot et al. (1999) in a related problem. When the spacings $\theta_{j}-\theta_{j+1}$ are decreasing, condition $\left(\mathrm{H}_{3}\right)$ of Cardot et al. (1999) assumes the form $\left(n \theta_{r}^{2}\right)^{-1}\left(\sum_{j \leq r} \delta_{j}^{-1}\right)^{2} \rightarrow 0$, which is more restrictive than (4.32) above.

### 4.4 Prediction

The prediction problem is that where, given a candidate value of $x$ of $X$, we wish to estimate

$$
\mu(x) \equiv E(Y \mid X=x)=\int b x .
$$

Our estimator is $\widehat{\mu}(x)=\int \hat{b} x$. An extra ingredient here is the smoothness of $x$ with respect to the orthonormal basis $\psi_{1}, \psi_{2}, \cdots$. A major difference in proper-
ties, however, is that here, root- $n$ consistency is possible.
For the sake of simplicity we shall discuss this problem in the setting of Theorem 4.1, since then we can be relatively explicit about the rates at which the three Fourier coefficient sequences decrease. However, a more general account, paralleling that given in Theorem I. 1 of the Appendix, is possible.

Let us adjoin to condition (4.16) the assumption that $x=\sum_{j=1}^{\infty} x_{j} \psi_{j}$, where the real numbers $x_{j}=\int_{\mathcal{I}} x \psi_{j}$ satisfy
$x_{j}=j^{-c} P(j)$, with the function $P$ slowly varying.
The relationship among $a, b$ and $c$ needs to be a little different from before, in order to get root- $n$ consistency: we need $a>1, b>a+2$ and $c>\frac{1}{2}\left(a+\frac{1}{2}\right)$. In other respects, (4.16) can be left essentially unchanged:
$\theta_{j}=j^{-a} L(j),\left|b_{j}^{0}\right|=j^{-b} M(j)$ and $x_{j}=j^{-c} P(j)$, where $b>$ $a+2>3, c>\frac{1}{2}\left(a+\frac{1}{2}\right)$ and $L, M, P$ are slowly-varying functions; $\theta_{j}-\theta_{j+1} \geq$ const. $j^{-a-1}$; the process $X$ has all moments finite; for each integer $r \geq 1, \theta_{j}^{-r} E\left(\int A \psi_{j}\right)^{2 r}$ is bounded uniformly in $j$; the errors $\epsilon_{i}$ in (4.1) are independent and identically distributed with all moments finite, zero mean and variance $\sigma^{2}$; and the frequency cut-off, $r$, is in the range $n^{c_{1}} \leq r \leq n^{c_{2}}$, where $\{2(b+c-1)\}^{-1}<$ $c_{1}<c_{2}<(2 a)^{-1}$.

Under these assumptions, $r_{0}$ can be chosen so that it is an order of magnitude larger than the value that minimises mean integrated squared error.

Theorem 4.4. If (4.35) holds, then $\widehat{\mu}(x)=\mu(x)+O_{p}\left(n^{-1 / 2}\right)$ as $n \rightarrow \infty$.
A proof of this result is similar to that of Theorem 4.1, although at the same time it has features that are quite different (it is not a nonparametric problem). See Cai and Hall (2004).

## Chapter 5

## Numerical Properties

### 5.1 Introduction

The simulation studies reported here provide a numerical assessment of conclusions reached by theoretical work. We first introduce the models used in the simulation studies in Section 5.2. In regard to the results given in Chapter 3, the coverage accuracy of bootstrap confidence intervals for both eigenvalues and eigenfunctions of the covariance operator has been obtained numerically. Section 5.3 presents the numerical results for eigenfunctions, including both simultaneous and individual confidence intervals for $\theta_{j}$. In Section 5.4 the results corresponding to $\psi_{j}(t)$, consisting of simultaneous confidence intervals in the argument $t$, as well as confidence intervals obtained by the $L_{2}$-norm, are presented. Section 5.5 contains numerical results for the case where the processes $X$ are observed on a discrete grid of points. In Section 5.6 we explore cross-validation performance in functional regression numerically. Comparison of three crossvalidation criteria is discussed in Section 5.7. Then, we present the real data analysis in Section 5.8. In Section 5.9, we compare coverage levels obtained from the single bootstrap method with those resulting from calibrating the bands by
the double bootstrap for both the Gaussian and Non-Gaussian processes. Twosided, equal-tailed coverages of confidence intervals for $\theta_{j}$ and $\psi_{j}$ are discussed numerically in Sections 5.10 and 5.11, respectively. A comparison of the coverages obtained from Gaussian and Non-Gaussian precesses is summarised in Section 5.12. Finally, numerical results relating to smoothed PCA are presented in Setion 5.13.

### 5.2 Models Used in Simulation Study

In all the work reported here, each $X_{i}$ was distributed as $X=\sum_{j \geq 1} \xi_{j} \psi_{j}$ and was defined on $\mathcal{I}=[0,1]$, with $\psi_{j}(t)=2^{1 / 2} \cos (j \pi t)$ and the $\xi_{j}$ 's denoting independent variables with zero means and respective variances $\theta_{j}=j^{-2 \ell}$, for $\ell=1,2$ or 3 . The latter three cases will be referred to as models (i), (ii) and (iii), respectively. The distributions of the $\xi_{j}$ 's were either normal $\mathrm{N}\left(0, \theta_{j}\right)$ or centred exponential with the same variance. When treating the regression problem the errors $\epsilon_{i}$ were normal $N(0,1)$ and we took $a=0$ and $b(t)=\pi^{2}\left(t^{2}-\frac{1}{3}\right)=\sum_{j}(-1)^{j} 2 j^{-2} \psi_{j}(t)$. We know that $\left\{\psi_{0}(t)=1, \psi_{j}(t)=2^{1 / 2} \cos (j \pi t) ; j=1,2, \cdots\right\}$ is a complete and orthonornal basis in $L_{2}(\mathcal{I})$. Therefore, the subspace created by $\psi_{0} \equiv 1$ is orthogonal to the subspace spanned by $\left\{\psi_{j}(t)=2^{1 / 2} \cos (j \pi t) ; j=1,2 \cdots\right\}$. The latter subspace consists of all functions whose integral on the interval $[0,1]$ is zero.

For numerical calculation we truncated the infinite series, defining $X$ and $b$, at $j=N=20$. All coverages of confidence regions were computed by averaging over 1000 simulated datasets, i.e. the number of bootstrap replications was $B=1000$. Also, in the case of the double bootstrap the number of replications drawn from each bootstrap dataset was $C=500$. However, median values of integrated squared error, discussed in Section 5.6, were calculated from 5000
simulated samples

To estimate the eigenvalues and eigenfunctions, we need to solve the integral equation $\widehat{K} \phi=\lambda \phi$ for $\lambda$ and $\phi$, where $\widehat{K}$ is the empirical covariance operator. Therefore, the eigen-solution $(\hat{\theta}, \widehat{\psi})$ satisfies $\widehat{K} \widehat{\psi}=\hat{\theta} \widehat{\psi}$, and for each $1 \leq \ell \leq N$,

$$
\begin{equation*}
\left\langle\widehat{K} \widehat{\psi}, \psi_{\ell}\right\rangle=\hat{\theta}\left\langle\widehat{\psi}, \psi_{\ell}\right\rangle . \tag{5.1}
\end{equation*}
$$

Assume that the $X_{i} \in \operatorname{span}\left\{\psi_{1}, \cdots, \psi_{N}\right\}$. If $\xi_{i j}=\sqrt{\theta_{j}} Z_{i j}$, where the $Z_{i j}$ are iid from the Standard Normal distribution, then

$$
\begin{equation*}
\widehat{K} \widehat{\psi}(u)=\int_{\mathcal{I}} \widehat{K}(u, v) \widehat{\psi}(v) d v=\sum_{j=1}^{N} \sum_{k=1}^{N} \sqrt{\theta_{j}} H_{j k} \sqrt{\theta_{k}}\left\langle\widehat{\psi}, \psi_{\ell}\right\rangle \psi_{j}(u), \tag{5.2}
\end{equation*}
$$

where $H_{j k}=\frac{1}{n} \sum_{i=1}^{n}\left(Z_{i j}-\bar{Z}_{j}\right)\left(Z_{i k}-\bar{Z}_{k}\right)$.

We know that there is an isometric isomorphism between $L_{2}(\mathcal{I})$ and $l_{2}$ (i.e. $f \rightarrow\left\langle f, e_{k}\right\rangle=\varsigma_{k}$, where the sequence $\left\{\varsigma_{k}\right\}$ satisfies $\sum_{k \geq 1}\left|\varsigma_{k}\right|^{2}<\infty$; see Theorem 3.2.15 of Ash, 1972). Combining (5.1) and (5.2) results in, for each $1 \leq \ell \leq$ $N$,

$$
\sum_{j=1}^{N} \sum_{k=1}^{N} \sqrt{\theta_{j}} H_{j k} \sqrt{\theta_{k}} \hat{v}_{\ell} \delta_{j k}=\sum_{k=1}^{N} \sqrt{\theta_{\ell}} \sqrt{\theta_{k}} H_{\ell k} \hat{v}_{k}=\hat{\theta} \hat{v}_{\ell}
$$

where $\hat{v}_{\ell}=\left\langle\hat{\psi}, \psi_{\ell}\right\rangle$. Equivalently,

$$
\begin{equation*}
\mathrm{B}_{N} \hat{\mathrm{v}}_{N}=\hat{\theta} \hat{\mathrm{v}}_{N}, \tag{5.3}
\end{equation*}
$$

where $\mathrm{B}_{N}=\left(B_{j k}\right)$ is a $N$ by $N$ matrix with $B_{j k}=\sqrt{\theta_{j}} H_{j k} \sqrt{\theta_{k}}$ and $\hat{\mathrm{v}}_{N}=$ $\left(\hat{v}_{1}, \cdots, \hat{v}_{N}\right)^{T}$. Therefore, $\widehat{\psi}=\sum_{j=1}^{N} v_{j} \psi_{j}$. Because $\mathrm{H}_{N}=\left(H_{j k}\right)$ is an $N \times$ $N$ positive-definite matrix, $\mathrm{B}_{N}=\mathrm{D}_{N} \mathrm{H}_{N} \mathrm{D}_{N}$ is also a positive-definite matrix, where $\mathrm{D}_{N}=\operatorname{diag}\left(\sqrt{\theta_{1}}, \sqrt{\theta_{2}}, \cdots, \sqrt{\theta_{N}}\right)$. Suppose that $Y_{i j}=\sqrt{\theta_{j}}\left(Z_{i j}-\bar{Z}_{j}\right)$. Then,
$B_{j k}=\frac{1}{n} \sum_{i=1}^{n} Y_{i j} Y_{i k}$, and if $\frac{1}{n} \sum_{i=1}^{n}\left(Z_{i j}-\bar{Z}_{j}\right)^{2} \leq C$ a.s.,

$$
\langle\hat{\mathrm{v}}, \mathrm{~B} \hat{\mathrm{v}}\rangle=\frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{\mathrm{v}}_{i}, \mathrm{Y}_{i}\right\rangle^{2} \leq \sum_{j=1}^{\infty} \theta_{j} \frac{1}{n} \sum_{i=1}^{n}\left(Z_{i j}-\bar{Z}_{j}\right)^{2} \leq C \sum_{j=1}^{\infty} \theta_{j}, \quad \text { a.s. }
$$

where $\mathrm{Y}_{i}=\left(Y_{i 1}, Y_{i 2}, \cdots\right)^{T}, \hat{\mathbf{v}}_{i}=\left(\hat{v}_{i 1}, \hat{v}_{i 2}, \cdots\right)^{T}$ and B is a matrix with elements $B_{j k}$. Suppose that $\mathrm{v}_{1 ; i}=\left(\hat{v}_{i 1}, \cdots, \hat{v}_{i N}\right)^{T}, \mathrm{Y}_{1 ; i}=\left(Y_{i 1}, \cdots, Y_{i N}\right)^{T}$ and $\mathrm{v}_{2 ; i}=$ $\left(\hat{v}_{i ; N+1}, \cdots\right)^{T}, Y_{2 ; i}=\left(Y_{i ; N+1}, \cdots\right)^{T}$ corresponding to areas (1) and (2) in the matrix

$$
\mathrm{B}=\left[\begin{array}{ccc}
(1) & \vdots & \times \\
\cdots \cdots & \vdots & \cdots \cdots \\
\times & \vdots & (2)
\end{array}\right]
$$

respectively. The partition (1) of the matrix is $B_{N}$. If we ignore the two areas marked with crosses, then

$$
\left\langle\hat{\mathrm{v}}_{i}, \mathrm{Y}_{i}\right\rangle \approx\left\langle\hat{\mathrm{v}}_{1 ; i}, \mathrm{Y}_{1 ; i}\right\rangle+\left\langle\hat{\mathrm{v}}_{2 ; i}, \mathrm{Y}_{2 ; i}\right\rangle,
$$

and
$\frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{\mathrm{v}}_{i}, \mathrm{Y}_{i}\right\rangle^{2} \approx \frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{\mathrm{v}}_{1 ; i}, \mathrm{Y}_{1 ; i}\right\rangle^{2}+\frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{\mathrm{v}}_{2 ; i}, \mathrm{Y}_{2 ; i}\right\rangle^{2}+2 \frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{\mathrm{v}}_{1 ; i}, \mathrm{Y}_{1 ; i}\right\rangle\left\langle\hat{\mathrm{v}}_{2 ; i}, \mathrm{Y}_{2 ; i}\right\rangle$.

We have:

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{v}_{2 ; i}, \mathrm{Y}_{2 ; i}\right\rangle^{2} \leq C \sum_{j=N+1}^{\infty} \theta_{j}, \\
& \frac{1}{n} \sum_{i=1}^{n}\left\langle\hat{\mathrm{v}}_{1 ; i}, \mathrm{Y}_{1 ; i}\right\rangle\left\langle\hat{\mathrm{v}}_{2 ; i}, \mathrm{Y}_{2 ; i}\right\rangle \leq \sqrt{C \sum_{j=1}^{\infty} \theta_{j}} \sqrt{C \sum_{j=N+1}^{\infty} \theta_{j}} .
\end{aligned}
$$

Let $\mathcal{X}$ be a Banach space with the norm $\|\cdot\|_{\mathcal{X}}$, and let $\|B\|:=\|B\|_{L(\mathcal{X})}$ be
the operator norm relative to $\|\cdot\|_{\mathcal{X}}$, where $L(\mathcal{X})$ denotes the space of all bounded linear operators from $\mathcal{X}$ to itself. This means that there exists a smallest constant $C_{1}$ such that $\|B x\|_{\mathcal{X}} \leq C_{1}\|x\|_{\mathcal{X}}$ for each $x \in \mathcal{X}$. Therefore, by (5.4),

$$
\|\Delta \mathrm{B}\|=\left\|\mathbf{B}-\mathbf{B}_{N}\right\| \leq 3 C \text { const. } \sqrt{\sum_{j=N+1}^{\infty} \theta_{j}} .
$$

Furthermore,

$$
\begin{equation*}
(\mathrm{B}-\Delta \mathrm{B})^{-1}=\left(I-\mathrm{B}^{-1} \Delta \mathrm{~B}\right)^{-1} \mathrm{~B}^{-1}=\sum_{k=0}^{\infty}\left(\mathrm{B}^{-1} \Delta \mathrm{~B}\right)^{k} \mathrm{~B}^{-1} \tag{5.5}
\end{equation*}
$$

and then,

$$
\begin{aligned}
\left\|\mathrm{B}^{-1}-(\mathrm{B}-\Delta \mathrm{B})^{-1}\right\| & =\left\|\left(I-\left(I-\mathrm{B}^{-1} \Delta \mathrm{~B}\right)^{-1}\right) \mathrm{B}^{-1}\right\| \\
& =\left\|\sum_{k=1}^{\infty}\left(\mathrm{B}^{-1} \Delta \mathrm{~B}\right)^{k} \mathrm{~B}^{-1}\right\| \\
& \leq \frac{\left\|\mathrm{B}^{-1}\right\|^{2}\|\Delta \mathrm{~B}\|}{1-\left\|\mathrm{B}^{-1}\right\|\|\Delta \mathrm{B}\|}
\end{aligned}
$$

Let

$$
I=\{A: \mathcal{X} \longrightarrow \mathcal{X} \text { such that } A \text { is invertable }\} .
$$

We have $I \subseteq L(\mathcal{X})$. Furthermore, $I$ is open, and the "inverting" mapping $f$ : $B \longrightarrow B^{-1}$ is continuous and differentiable at any point of $I$. In the following we prove that $f$ is differentiable and its derivative at the point $B, D f(B) \in L(L(\mathcal{X}))$, maps $H$ to $-B^{-1} H B^{-1}(H=\Delta B)$.

We have, by (5.5),
$f(B-H)-f(B)+D f(B) H=(B-H)^{-1}-B^{-1}-B^{-1} H B^{-1}=\sum_{i=2}^{\infty}\left(B^{-1} H\right)^{i} B^{-1}$.

Therefore, for $\|H\| \leq \frac{1-\epsilon}{\left\|B^{-1}\right\|}$ (a vicinity of 0 in $L(\mathcal{X})$ ),

$$
\begin{aligned}
\|f(B-H)-f(B)+D f(B) H\| & \leq \sum_{i=2}^{\infty}\left\|B^{-1} H\right\|^{i}\left\|B^{-1}\right\| \leq \frac{\|H\|^{2}\left\|B^{-1}\right\|^{3}}{1-\left\|B^{-1}\right\|\|H\|} \\
& \leq C(\epsilon)\|H\|^{2}
\end{aligned}
$$

This means that $f$ has the Gatoux derivative at the point $B$, which is a linear operator on $L(\mathcal{X})$. Moreover, $D f(B)$ maps $H$ to $-B^{-1} H B^{-1}$. In a computational sense, it shows that computing $B^{-1}$ from $B$ is stable.

### 5.3 Numerical Results Connected to Eigenvalues

As we have seen in Chapter 3, we can construct confidence statements about the size of $\hat{\theta}_{j}-\theta_{j}$. To do that, one can use percentile bootstrap confidence intervals
 In this section, we first discuss numerical results for simultaneous confidence intervals for eigenvalues, and then treat those for confidence intervals for individual eigenvalues.

### 5.3.1 Simultaneous Confidence Interval for Eigenvalues

Figure 5.1 presents coverages of the simultaneous, bootstrap, two-sided confidence intervals for $\theta_{j}$, introduced in Chapter 3, for two different simulated $X(t)$. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. Furthermore, the sample sizes were $n=20,50,100,200,500$ and 1000, and we simulated from models (i)-(iii) introduced in Section 5.2.


Figure 5.1: Comparison of coverages of two-sided, simultaneous, bootstrap confidence bands for $\theta_{j}$, when $X(t)$ is generated from a Gaussian or Non-Gaussian process with the nominal coverage $1-\alpha=0.95$. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The panels from left to right show the results obtained when generating under models (i)-(iii), respectively.

In the case of the Gaussian simulation, coverages tend to be slightly conservative (i.e. have coverage greater than the nominal level) for sample sizes greater than 50 in model (i), and tend to be anti-conservative for small sample sizes in the other two models. In regard to model (i), it can be seen that it has good performance for relatively small samples; especially when $n=50$, it has actual coverage 0.95 . By way of contrast, for the same sample size, coverage is only 0.90 and 0.91 in models (ii) and (iii). Furthermore, when moving from model (i) to (iii), coverage accuracy deteriorates, becoming anti-conservative. However, coverage accuracy under the two models (ii) and (iii) converges exactly to the nominal coverage accuracy, 0.95 , for $n \geq 500$.

As regards the Non-Gaussian case, it seems that generally coverage accuracy tends to become worse compared to the Gaussian case. Moreover, here also coverage accuracy is anti-conservative for small sample sizes, and improves as $n$ increases. Furthermore, similarly to the results obtained in the Gaussian case, for all sample sizes, model (i) enjoys better performance compared with the other


Figure 5.2: Comparison of coverages of two-sided single bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. We simulated from model (i) and the nominal coverage was $1-\alpha=0.95$.
two models. Specifically, it has actual coverage for $n=500$, while coverage is 0.93 and 0.91 in inviels (ii) and (iii), respertively. Like the Gaussian case, coverage accuracy is reduced when moving from model (i) to (iii).

### 5.3.2 Confidence Intervals for Individual Eigenvalues

Figures 5.2-5.4 show coverage levels of two-sided, nominal 95 percent, single bootstrap interval for the first five $\theta_{j}$, for models (i)-(iii) and for both the Gaussian and Non-Gaussian processes. The dashed and dotted lines present the coverage of the confidence intervals obtained by generating from the Gaussian and Non-Gaussian process, respectively.


Figure 5.3: Comparison of coverages of two-sided single bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. We simulated from model (ii) and the nominal coverage was $1-\alpha=0.95$.


Figure 5.4: Comparison of coverages of two-sided single bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. We simulated from model (iii) and the nominal coverage was $1-\alpha=0.95$.

It can be seen that generally in all cases, and for each eigenvalue, coverage accuracy improves as $n$ increases. Moreover, when applying model (i), we obtain slightly higher coverage levels compared with the other two models. Besides, under model (i) there is an increasing trend of coverage as order of eigenvalue increases, except for $n=20$. The trend tends to fluctuate or decrease from model (i) to (iii). In the case of the Non-Gaussian model, however, as the graphs reveal, coverage accuracy deteriorates. Furthermore, as $n$ increases, coverage accuracy improves and the gap between the coverage resulting from the Gaussian and Non-Gaussian case becomes smaller. For example, coverage levels for $\theta_{1}$ under the Gaussian process is $0.88,0.91,0.92,0.93,0.94$ and 0.96 , respectively for sample sizes $n=20,50,100,200,500$ and 1000 . However, when altering the distribution of $\xi_{j}$ to centred exponential, coverages decline to $0.75,0.82,0.86$, $0.87,0.93$ and 0.93 , respectively, for those sample sizes. Moreover, coverage lev-
 $n=20,50,100,200$ and 500 when simulating from the Gaussian process. However, changing the distribution of $\xi_{j}$ from normal to centred exponential reduces coverages to $0.77,0.85,0.86,0.90$ and 0.92 , respectively for those sample sizes.

### 5.4 Numerical Results Connected to Eigenfunctions

We discuss numerical results related to confidence statements about the sizes of $\sup _{t}\left|\widehat{\psi}_{j}(t)-\psi_{j}(t)\right|$ and $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|$. Using the former we obtain simultaneous bootstrap confidence bands for $\psi_{j}$; and using the latter we get confidence intervals for the $L_{2}$ distance of $\widehat{\psi}_{j}$ from $\psi_{j}$.


Figure 5.5: Comparison of coverages of two-sided bootstrap confidence bands for $\psi_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The bands were simultaneous in $t$, but not in $j$. We simulated from model (i) and the nominal coverage was $1-\alpha=0.95$.

### 5.4.1 Simultaneous Confidence Intervals for $\psi_{j}$ Using Sup-

 normFigures 5.5-5.7 present coverage levels of two-sided, single-bootstrap bands for the first five eigenfunctions $\psi_{j}$, models (i)-(iii) and for both Gaussian and NonGaussian processes. Since each band is interpreted as covering $\psi_{j}$ for all $t \in$ $\mathcal{I}=[0,1]$, the bands are called simultaneous. Here also we compare the results obtained from the two different simulated $X(t)$.


Figure 5.6: Comparison of coverages of two-sided bootstrap confidence bands for $\psi_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The bands were simultaneous in $t$, but not in $j$. We simulated from model (ii) and the nominal coverage was $1-\alpha=0.95$.


Figure 5.7: Comparison of coverages of two-sided bootstrap confidence bands for $\psi_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The bands were simultaneous in $t$, but not in $j$. We simulated from model (iii) and the nominal coverage was $1-\alpha=0.95$.

As the graphs reveal, in the Gaussian case, for each of the three models coverage accuracy almost always increases as the order of the eigenfunction increases, except for model (i) when $n=20$. This is the case in the Non-Gaussian situation for $n \geq 100$, and it fluctuates for $n<100$. While in the case of the Gaussian process, model (i) gives higher coverage accuracy compared with the other two models, followed by model (iii), for the Non-Gaussian process only coverage of the first eigenfunction performs similarly. For the eigenfunctions with higher order, however, coverage accuracy becomes more anti-conservative from model (i) to (iii); especially for $\theta_{1}$. Moreover, when moving from model (i) to (iii), the gap between the coverage obtained in the Gaussian and Non-Gaussian cases becomes smaller as $n$ increases, except for model (ii) when $n \leq 100$. Specifically, there is a perfect match between coverages resulting from the Gaussian and Non-Gaussian situations under model (iii) when $n=200$.

### 5.4.2 Confidence Intervals for $\psi_{j}$ Using $L_{2}$-norm

As graphs 5.8-5.10 show, the single bootstrap coverage accuracies obtained by using the $L_{2}$ norm, follow almost the same trends as those obtained by using the sup-norm. However, using the $L_{2}$-norm, in both the Gaussian and Non-Gaussian cases the coverage accuracy is dominated by its counterpart when using the supnorm, due to domination of the $L_{2}$-norm by the sup-norm. Moreover, the gap between coverages obtained in the Gaussian and Non-Gaussian cases becomes smaller as $n$ increases; especially, it vanishes for all $j$ when $n=500$ and applying model (ii).


Figure 5.8: Comparison of coverages of two-sided bootstrap confidence bands for $\psi_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The bands were obtained by using the $\mathrm{L}_{2}$ distance of $\hat{\psi}_{j}$ from $\psi_{j}$. We simulated from model (i) and the nominal coverage was $1-\alpha=0.95$.


Figure 5.9: Comparison of coverages of two-sided bootstrap confidence bands for $\psi_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The bands were obtained by using the $L_{2}$ distance of $\hat{\psi}_{j}$ from $\psi_{j}$. We simulated from model (ii) and the nominal coverage was $1-\alpha=0.95$.


Figure 5.10: Comparison of coverages of two-sided bootstrap confidence bands for $\psi_{j}$, when generating $X(t)$ from a Gaussian or Non-Gaussian process. The dashed lines show the coverages when simulating from the Gaussian process, and the dotted lines reveal coverages when simulating from the Non-Gaussian process. The bands were obtained by using the $L_{2}$ distance of $\hat{\psi}_{j}$ from $\psi_{j}$. We simulated from model (iii) and the nominal coverage was $1-\alpha=0.95$.

### 5.5 Effect of Discrete Observation on Coverage

## Accuracy of Confidence Intervals for Eigenvalues and Eigenfunctions

We also explored the case where each $X_{i}$ was observed discretely on a grid, with additive error, in particular $W_{i j}=X_{i}(j / 20)+\delta_{i j}$, where $1 \leq j \leq 20$ and $\delta_{i j}$ was normal $\mathrm{N}\left(0, \sigma^{2}\right)$. We passed a conventional local-linear smoother through these data, using the Sheather-Jones method to choose bandwidth, thereby constructing an estimator $\widehat{X}_{i}$ of $X_{i}$; and then we applied our methods as though $\widehat{X}_{i}$ were $X_{i}$. We took $\sigma^{2}=0.025,0.05$ and 0.1 , and calculated the usual empirical approximations to coverage of confidence regions for $\theta_{j}$ and $\psi_{j}$, when $n=20,50$ and 100. Interestingly, coverage accuracy of confidence intervals for $\theta_{j}$ is almost
always improved by discretising and adding noise, the extent of improvement generally decreasing with increasing sample size and with decreasing error variance. The coverage accuracy of confidence bands for $\psi_{j}$ is hardly affected. (This phenomenon also occurs in related contexts, and so is not unexpected. It arises from the effects of smoothing, including the smoothing associated with adding noise. See Cai and Hall, (2004).

| $n$ | $\sigma^{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4}$ | $\theta_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 |  | 0.88 | 0.87 | 0.85 | 0.82 | 0.80 |
| 20 | 0.025 | 0.88 | 0.88 | 0.86 | 0.83 | 0.80 |
| 20 | 0.05 | 0.88 | 0.88 | 0.87 | 0.84 | 0.83 |
| 20 | 0.1 | 0.88 | 0.88 | 0.88 | 0.85 | 0.84 |
| 50 |  | 0.91 | 0.91 | 0.93 | 0.97 | 0.99 |
| 50 | 0.025 | 0.92 | 0.91 | 0.94 | 0.96 | 0.99 |
| 50 | 0.05 | 0.91 | 0.92 | 0.93 | 0.96 | 0.99 |
| 50 | 0.1 | 0.92 | 0.92 | 0.94 | 0.96 | 0.98 |
| 100 |  | 0.92 | 0.92 | 0.93 | 0.97 | 0.99 |
| 100 | 0.025 | 0.92 | 0.93 | 0.94 | 0.96 | 0.99 |
| 100 | 0.05 | 0.92 | 0.94 | 0.95 | 0.96 | 0.99 |
| 100 | 0.1 | 0.93 | 0.93 | 0.94 | 0.96 | 0.98 |

Table 5.1: Corerages of bontstrap symmetric confidence bands for $\theta_{j}$ under the Gaussian process and model (i) when the process $X(t)$ is observed at the discrete grid of 20 points. In the table we denote variance of error with $\sigma^{2}$.

### 5.6 Cross-validation in Regression

We simulated data from the regression models discussed in Section 5.2. For each sample we calculated the value of $\|\hat{b}-b\|^{2}$, representing integrated squared error (ISE), and analysed, by simulation, the distribution of this quantity. In particular, we calculated median, $\operatorname{med}(r)$, say, of the distribution, and found the value, $r_{0}$, of $r$ that minimised the median (see Figure 5.11).

| $n$ | $\sigma^{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4}$ | $\theta_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 |  | 0.86 | 0.84 | 0.80 | 0.75 | 0.70 |
| 20 | 0.025 | 0.86 | 0.85 | 0.82 | 0.82 | 0.80 |
| 20 | 0.05 | 0.87 | 0.87 | 0.86 | 0.84 | 0.80 |
| 20 | 0.1 | 0.87 | 0.89 | 0.85 | 0.83 | 0.76 |
| 50 |  | 0.90 | 0.90 | 0.86 | 0.85 | 0.85 |
| 50 | 0.025 | 0.90 | 0.91 | 0.90 | 0.91 | 0.93 |
| 50 | 0.05 | 0.90 | 0.91 | 0.90 | 0.90 | 0.85 |
| 50 | 0.1 | 0.90 | 0.92 | 0.92 | 0.93 | 0.91 |
| 100 |  | 0.92 | 0.92 | 0.90 | 0.90 | 0.91 |
| 100 | 0.025 | 0.92 | 0.92 | 0.93 | 0.95 | 0.92 |
| 100 | 0.05 | 0.92 | 0.92 | 0.92 | 0.94 | 0.91 |
| 100 | 0.1 | 0.93 | 0.93 | 0.94 | 0.95 | 0.92 |

Table 5.2: Coverages of bootstrap symmetric confidence bands for $\theta_{j}$ under the Gaussian process and model (ii) when the process $X(t)$ is observed at the discrete grid of 20 points. In the table we denote variance of error with $\sigma^{2}$.

| $n$ | $\sigma^{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4}$ | $\theta_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 |  | 0.86 | 0.83 | 0.79 | 0.73 | 0.68 |
| 20 | 0.025 | 0.87 | 0.83 | 0.83 | 0.78 | 0.73 |
| 20 | 0.05 | 0.86 | 0.85 | 0.87 | 0.80 | 0.70 |
| 20 | 0.1 | 0.86 | 0.89 | 0.89 | 0.82 | 0.73 |
| 50 |  | 0.90 | 0.89 | 0.87 | 0.87 | 0.84 |
| 50 | 0.025 | 0.90 | 0.90 | 0.87 | 0.88 | 0.85 |
| 50 | 0.05 | 0.89 | 0.92 | 0.89 | 0.89 | 0.84 |
| 50 | 0.1 | 0.91 | 0.93 | 0.90 | 0.91 | 0.86 |
| 100 |  | 0.92 | 0.92 | 0.91 | 0.89 | 0.88 |
| 100 | 0.025 | 0.92 | 0.92 | 0.92 | 0.90 | 0.90 |
| 100 | 0.05 | 0.92 | 0.91 | 0.92 | 0.90 | 0.88 |
| 100 | 0.1 | 0.93 | 0.91 | 0.91 | 0.90 | 0.89 |

Table 5.3: Coverages of bootstrap symmetric confidence bands for $\theta_{j}$ under the Gaussian process and model (iii) when the process $X(t)$ is observed at the discrete grid of 20 points. In the table we denote variance of error with $\sigma^{2}$.

Using the values $r_{0}$, we obtained the first quartiles ( 25 th percentile), median or second quartile and third quartile (75th percentile) of the distribution ISE. The solid lines in Figure 5.12 indicate the quartiles.


Figure 5.11: The values, $r_{0}$, of $r$ that minimised the median of $\|\hat{b}-b\|^{2}$. We took three different models $\theta_{j}=j^{-2 \ell}$, for $\ell=1,2$ and 3 , and denote them by (i)-(iii).

We also computed the smallest value of $r, \hat{r}$ say, that produced a local minimum of $\mathrm{CV}(r)$, and calculated the first quartiles (25th percentile), Median or second quartile and third quartile ( 75 th percentile) of the distribution of $\|\hat{b}-b\|^{2}$ when $\hat{b}$ is computed with $r=\hat{r}$. The dashed lines in Figure 5.12 represent the values of these quartiles.

In some instances there is more than one value of $r$ for which the crossvalidation criterion CV $(r)$, at (4.9), is minimised. Our numerical experience suggests that a good way of selecting among these local minimisers is to choose the shafilust. This is in line with recommended practice in more conventionai applications of cross-validation for bandwidth choice, where the smoothing parameter which gives a local minimum and also confers most smoothing (i.e. the largest locally-minimising bandwidth, here equivalent to the smallest $r$ ) is selected. See, for example, Park and Marron (1990) and Hall and Marron (1991).

It can be seen from the figure that, for model (i), the median performance of the estimator of $b$, computed using cross-validation to choose $r$, lies only a little below that when $r$ is selected optimally. This is true even for small sample sizes.

In the case of model (ii), cross-validation experiences difficulty with small samples; note that the dashed and solid lines are well separated there. Nevertheless, for large samples, the performance of cross-validation is not far from optimal.


Figure 5.12: Performance of integrated squared error (ISE), when $r$ was chosen optimally or by cross-validation, and $X(t)$ was generated from the Gaussian process. The solid lines graph the three quartiles $\left(25,50\right.$ and 75 th percentile) ISE when $r=r_{0}$ was chosen to minimise the median, and the dashed lines graph those quartiles when $r$ was selected by cross-validation. The value of sample size, $n$, was graphed on the horizontal axis, and the quartiles integrated squared error were shown on the vertical axis. The first, second and third row represent the results for models (i), (ii) and (iii), respectively.

However, the case of model (iii), which represents a relatively high-dimensional setting, causes greater difficulty, and only when $n$ is approximately 1000 does cross-validation give good median performance there. Moreover, in the third quartile, the dashed and solid lines are distinctly separate under this model even for large samples. These properties are closely reflected in performance at quartiles of the distribution of the $D=\sqrt{\|b-\hat{b}\|^{2}+|a-\hat{a}|^{2}}$. We obtained median performance of $D$ in the same way as for the ISE (see Figure 5.13). The panels reflect almost similar features as in the case of the ISE. Furthermore, it can be seen that estimating the slope function $b(t)$ in the functional regression model is much more important than estimating the intercept $a$, due to difficulties brought from its high-dimensionality.

We also found that there is no deterioration in the result connected to crossvalidation performance in functional linear regression when changing the distribution of $\xi_{j}$ from normal to centred exponential.

Following the work on exploring the performance of the cross-validation (CV) criterion, in functional linear regression model (4.1), there are two sources of variability: variability brought to response variable by functional regression coefficient, and variability of noise $\left(\epsilon_{i}\right)$. The effect of controlling these two sources of variability with respect to each other in performance of CV was investigated.

In the simulations, we took $X$ considered to be the Gaussian process with $\theta_{j}=j^{-2}$, and the $\epsilon_{i}$ were generated from $\mathrm{N}(0,1)$. The functional coefficient defined on $[0,1]$ was

$$
b(t)=C_{1}\left(t^{2}-t+\frac{1}{3}\right)=C_{2} \sum_{j=1}^{\infty} \frac{1}{j^{2}} \psi_{j}(t),
$$

where $C_{1}$ and $C_{2}$ are constant. Furthermore, in the model (4.1), $a=0$ was chosen.


Figure 5.13: Median performance of $D$, when $r$ was chosen optimally or by crossvalidation, and $X(t)$ was generated from the Non-Gaussian process. The solid line graphs the median value of $D$ when $r=r_{0}$ is chosen to minimise the median, and the dashed line graphs the median when $r$ was selected by cross-validation. The value of sample size, $n$, was graphed on the horizontal axis, and median $D$ was shown on the vertical axis. The first, second and third panels represent models (i), (ii) and (iii), respectively.

Choosing different values of $C_{1}$ affects the amount of variability due to the explanatory variables. We took five different values for the ratio of $R=\frac{\operatorname{var}(<b, X>)}{\operatorname{var}(\epsilon)}$ as follows: (a) 0.02, (b) 0.5, (c) 2 , (d) 10 , (e) 20 . We obtained the value of $r, \hat{r}$ say, that produced a global minimum of $\mathrm{CV}(r)$, and calculated the median of the distribution of $\|\hat{b}-b\|^{2}$ when $\hat{b}$ is computed with $r=\hat{r}$. The dashed lines in Figure 5.15, created from 500 generated synthetic samples from the model, represent the values of this median.

By simulation, the median of the distribution of $\|\hat{b}-b\|^{2}, \operatorname{med}(r)$ say, was analysed, and the value, $r_{0}$, of $r$ that minimised the median was obtained (Figure 5.14). Furthermore, the solid lines in Figure 5.15, created from 5000 synthetic samples from the model, indicate $\operatorname{med}\left(r_{0}\right)$.

It can be seen from Figure 5.15 that, in relation to the performance of the estimation of $b$, the relative differences between the two lines are improved in all sample sizes, when $R$ increases.


Figure 5.14: The values, $r_{0}$, of $r$ that minimised the median of $\|\hat{b}-b\|^{2}$. We have obtained these values by simulation over 5000 datasets. On the graphs, cases (a)-(e) refer to $R=0.02,0.5,2,10$ and 20 , respectively.


Figure 5.15: Median performance of integrated squared error (ISE), when $r$ was chosen optimally or by cross-validation, and $X(t)$ was generated from the Gaussian process. The solid lines graph the median value of the ISE when $r=r_{0}$ was chosen to minimise the median, and the dashed line graphs the median of ISE when $r$ was selected by crossvalidation. The value of sample size, $n$, was graphed on the horizontal axis, and median of the ISE on the vertical axis. On the graphs, cases (a)-(e) refer to $R=0.02,0.5,2,10$ and 20 , respectively.

### 5.7 Comparison of Three Cross-validation Criteria

The purpose of this simulation study is to compare the performances of three cross-validation criteria for choosing the smoothing parameter in functional regression slope estimation, in a functional linear regression model. Assume that the functional linear regression model

$$
Y_{i}=a+\int_{\mathcal{I}} b X_{i}+\epsilon_{i}=a+\left\langle b, X_{i}\right\rangle+\epsilon_{i}, \quad 1 \leq i \leq n
$$

In the simulation here we chose $X$ to be the Gaussian process introduced in Section 5.2. Furthermore, the errors $\epsilon_{i}$ were Normal $N(0,1)$ and we took models (i)-(iii), $a=0$ and $b(t)$ introduced in Section 5.2. All estimated quantities, shown by the graphs later, were computed over 1000 simulated datasets. The three cross-validation criteria were:
1.

$$
\begin{equation*}
\mathrm{CV}_{1}(r)=\frac{1}{n} \sum_{i=1}^{n}\left\{Y_{i}-\hat{a}^{(-i ; r)}-\int_{\mathcal{I}} \hat{b}^{(-i ; r)} X_{i}\right\}^{2} \tag{5.6}
\end{equation*}
$$

Here, $\left(\hat{a}^{(-i ; r)}, \hat{b}^{(-i ; r)}\right)$ denotes the least-squares estimator of $(a, b)$ that is obtained by confining attention to the set $\mathcal{Z}_{i}$, say, of all data pairs $\left(X_{j}, Y_{j}\right)$ excluding the $i$ th; and both $\hat{a}^{(-i ; r)}$ and $\hat{b}^{(-i ; r)}$ use the empirical KarhunenLoève expansion of length $r$ computed from $\mathcal{Z}_{i}$. We also show every quantity, obtained by all data pairs except excluding the $i$ th, with index $(-i)$.
2. If we can write $\widehat{\mathrm{Y}}_{n \times 1}=\mathrm{H} \mathrm{Y}_{n \times 1}$, where $\widehat{\mathrm{Y}}$ denotes the predictor of Y , then we are able to use

$$
\begin{equation*}
\mathrm{CV}_{2}(r)=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(Y_{i}-\widehat{Y}_{i}\right)^{2}}{\left(1-H_{i i}\right)^{2}} \tag{5.7}
\end{equation*}
$$

where $H_{i i}$ is the $i$ th diagonal element of the $n \times n$ matrix H . This crossvalidation criterion is easy to compute since we do not need to calculate the integral in $\mathrm{CV}_{1}$. It is clear that these two are not the same, since in computing $\mathrm{CV}_{1}$, when excluding the $i$ th observation, we have to obtain $\widehat{\psi}_{j}$ with only $n-1$ other observations, and then get the coefficients $\xi_{i j}$ by using the current estimated eigenfunctions. This is not the case for $\mathrm{CV}_{2}$. However, when computing $\mathrm{CV}_{1}$, if we neglect that, these two are the same.

If we truncate the two series $b(t)$ and $X_{i}(t)$ in $N$, then we have the linear model $\mathrm{Y}=\Lambda^{*} \theta+\epsilon$, where

$$
\mathrm{Y}=\left(\begin{array}{c}
Y_{1} \\
\vdots \\
Y_{n}
\end{array}\right), \Lambda^{*}=\left(\begin{array}{cccc}
1 & \xi_{11} & \ldots & \xi_{1 N} \\
\vdots & \vdots & \vdots & \vdots \\
1 & \xi_{n 1} & \ldots & \xi_{n N}
\end{array}\right), \theta=\left(\begin{array}{c}
a \\
b_{1} \\
\vdots \\
b_{N}
\end{array}\right), \epsilon=\left(\begin{array}{c}
\epsilon_{1} \\
\vdots \\
\epsilon_{n}
\end{array}\right)
$$

aro tho wotor of rosponse variable the matria of covariates, the vecton of parameters, the vector of errors, respectively, and $\xi_{i j}=\int x_{i} \psi_{j}$. We obtained that $\hat{\theta}=\left(\Lambda^{* T} \Lambda^{*}\right)^{-1} \Lambda^{* T} \mathrm{Y}$, where $\Lambda^{* T}$ denotes the transpose of matrix $\Lambda^{*}$. To emphasize truncation of the two series in $N$, we use the index $N$ for the vectors and matrices obtained by those $N$ terms. We assume that

$$
\mathrm{Y}^{*}=\left(Y_{1}, \cdots, Y_{i-1}, \xi_{i}^{*} \hat{\theta}^{(-i ; N)}, Y_{i+1}, \cdots, Y_{n}\right)^{T}
$$

where $\xi^{*}{ }_{i}=\left(1, \xi_{i 1}, \cdots, \xi_{i N}\right)^{T}$ and $\hat{\theta}^{(-i ; N)}=\left(\hat{a}^{(-i ; N)}, \hat{b}_{1}^{(-i ; N)}, \cdots, \hat{b}_{N}^{(-i ; N)}\right)^{T}$. Here, $\hat{\theta}^{(-i ; N)}$ denotes the estimator of $\theta^{(N)}$ with all data except excluding the $i$ th observation. We have:

$$
\begin{align*}
\left(\mathrm{Y}^{*}-\Lambda^{*} \theta\right)^{T}\left(\mathrm{Y}^{*}-\Lambda^{*} \theta\right)= & \sum_{j=1}^{n}\left(Y_{j}^{*}-\xi_{j}^{* T} \theta^{(N)}\right)^{2} \geq \sum_{j: j \neq i}^{n}\left(Y_{j}^{*}-\xi_{j}^{* T} \theta^{(N)}\right)^{2} \\
& \geq \sum_{j: j \neq i}^{n}\left(Y_{j}^{*}-\xi_{j}^{* T} \hat{\theta}(-i ; N)\right)^{2} \geq \sum_{j=1}^{n}\left(Y_{j}^{*}-\xi_{j}^{* T} \hat{\theta}^{(-i ; N)}\right)^{2} . \tag{5.8}
\end{align*}
$$

Thus, $\hat{\theta}^{(-i ; N)}$ is the minimizer of the left hand-side term in (5.8) with respect to $\theta$. On the other hand, differentiating this term with respect to $\theta$ results in $\hat{\theta}^{(-i ; N)}=\left(\Lambda_{(N)}^{*}{ }^{T} \Lambda_{(N)}^{*}\right)^{-1} \Lambda_{(N)}^{*}{ }^{T} \mathrm{Y}^{*}$. Therefore, $\widehat{\mathrm{Y}}^{(-i ; N)}=\mathrm{H}^{(N)} \mathrm{Y}^{*}$, where $\mathbf{H}^{(N)}=\Lambda_{(N)}^{*}\left(\Lambda_{(N)}^{*}{ }^{T} \Lambda_{(N)}^{*}\right)^{-1} \Lambda_{(N)}^{*}{ }^{T}$. We have:

$$
\begin{align*}
Y_{i}-\widehat{Y}_{i}^{(-i ; N)} & =Y_{i}-\xi_{j}^{* T} \hat{\theta}^{(-i ; N)}=Y_{i}-\sum_{j \neq i}^{n} H_{i j}^{(N)} Y_{j}-H_{i i}^{(N)} Y_{i}^{*} \\
& =Y_{i}-\sum_{j \neq i} H_{i j}^{(N)} Y_{j}-H_{i i}^{(N)} \xi_{j}^{* T} \hat{\theta}^{(-i ; N)} \\
& =Y_{i}-H_{i i}^{(N)} Y_{i}-\sum_{j \neq i}^{n} H_{i j}^{(N)} Y_{j}-H_{i i}^{(N)} \xi_{j}^{* T} \hat{\theta}^{(-i ; N)}+H_{i i}^{(N)} Y_{i} \\
& =Y_{i}-\sum_{j=1}^{n} H_{i j}^{(N)} Y_{j}+H_{i i}^{(N)}\left(Y_{i}-\xi_{j}^{* T} \hat{\theta}^{(-i ; N)}\right) \\
& =Y_{i}-\widehat{Y}_{i}^{(N)}+H_{i i}^{(N)}\left(Y_{i}-\widehat{Y}_{i}^{(-i ; N)}\right) . \tag{5.9}
\end{align*}
$$

Hence, $Y_{i}-\widehat{Y}_{i}^{(-i)}=\frac{Y_{i}-\widehat{Y}_{i}}{1-H_{i i}^{(N)}}$, and we can write $\mathrm{CV}_{1}$ as follows:

$$
\begin{align*}
\mathrm{CV}_{1}(r) & =\frac{1}{n} \sum_{i=1}^{n}\left\{Y_{i}-\hat{a}^{(-i ; r)}-\int_{\mathcal{I}} \hat{b}^{(-i ; r)} X_{i}\right\}^{2} \\
& \approx \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\hat{a}^{(-i ; r)}-\sum_{j=1}^{r} \xi_{i j} \hat{b}_{j}^{(-i ; r)}\right)^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\widehat{Y}_{i}^{(-i ; r)}\right)^{2}=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(Y_{i}-\widehat{Y}_{i}^{(r)}\right)^{2}}{\left(1-H_{i i}^{(N)}\right)^{2}} . \tag{5.10}
\end{align*}
$$

Note that the approximated quantity in (5.10) was obtained by applying
$X_{i}=\sum_{j=1}^{r} \xi_{i j} \widehat{\psi}_{j}$ and $\hat{b}^{(-i ; r)}=\sum_{j=1}^{r} b_{j}^{(-i, r)} \widehat{\psi}_{j}^{(-i)}$, in which the $\widehat{\psi}_{j}^{(-i)}$ are computed by excluding the $i$ th observation. Moreover, there we have used the approximation $\left\langle\widehat{\psi}_{j}^{(-i)}, \widehat{\psi}_{k}\right\rangle \approx \delta_{j k}$, where $\delta_{j k}$ is the Kronecker delta. If we define $\Lambda^{*}{ }_{(N)}=\left[1, \Lambda_{(N)}\right]$, where

$$
\Lambda_{(N)}=\left(\begin{array}{ccc}
\xi_{11} & \ldots & \xi_{1 N} \\
\vdots & & \vdots \\
\xi_{n 1} & \ldots & \xi_{n N}
\end{array}\right), 1_{n \times 1}=\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)
$$

then we can get $\widehat{\mathrm{Y}}^{(N)}$ as follows:
$\widehat{\mathrm{Y}}^{(N)}=\Lambda_{(N)}^{*} \hat{\theta}^{(N)}=\left[1, \Lambda_{(N)}\right]\left(\begin{array}{c}\overline{\mathrm{Y}}-\frac{1}{n} 1 \Lambda_{(N)} \widehat{\Sigma}^{-1}\left(\Lambda_{(N)}{ }^{T} \mathrm{Y}-\Lambda_{(N)}{ }^{T} 1 \overline{\mathrm{Y}}\right) \\ \\ \widehat{\Sigma}^{-1}\left(\Lambda_{(N)}{ }^{T} \mathrm{Y}-\Lambda_{(N)}{ }^{T} 1 \overline{\mathrm{Y}}\right)\end{array}\right)$
Themerome

$$
\widehat{\mathrm{Y}}^{(N)}=\left[1, \Lambda_{(N)}\right]\binom{\frac{1}{n} 1^{T}-\frac{1}{n} 1^{T} \Lambda_{(N)} \widehat{\Sigma}^{-1} \Lambda_{(N)}{ }^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right)}{\widehat{\Sigma}^{-1} \Lambda_{(N)}{ }^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right)} \mathrm{Y}
$$

and finally,

$$
\begin{aligned}
\widehat{\mathrm{Y}}^{(N)} & =\left[\frac{1}{n} 11^{T}-\frac{1}{n} 11^{T} \Lambda_{(N)} \widehat{\Sigma}^{-1} \Lambda_{(N)}^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right)+\Lambda \widehat{\Sigma}^{-1} \Lambda_{(N)}{ }^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right)\right] \mathrm{Y} \\
& =\left[\frac{1}{n} 11^{T}+\left(\mathrm{I}-\frac{1}{n} 11^{T}\right) \Lambda_{(N)} \widehat{\Sigma}^{-1} \Lambda_{(N)}{ }^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right)\right] \mathrm{Y},
\end{aligned}
$$

where

$$
\begin{align*}
\widehat{\Sigma} & =\Lambda_{(N)}^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right) \Lambda_{(N)} \\
& =n \operatorname{diag}\left(\hat{\theta}_{1}, \cdots, \hat{\theta}_{N}\right) . \tag{5.11}
\end{align*}
$$

Consequently, $\mathrm{H}^{(N)}=\left[\frac{1}{n} 11^{T}+\left(\mathrm{I}-\frac{1}{n} 11^{T}\right) \Lambda_{(N)} \widehat{\Sigma}^{-1} \Lambda_{(N)}{ }^{T}\left(\mathrm{I}-\frac{1}{n} 11^{T}\right)\right]$.
3. The third cross-validation criterion is a generalized cross-validation, obtained by substituting the average of the diagonal elements of $\mathbf{H}$ for the denominator of $\mathrm{CV}_{2}$, instead of the $i$ th diagonal element. It is:

$$
\begin{equation*}
\mathrm{CV}_{3}(r)=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(Y_{i}-\widehat{Y}_{i}\right)^{2}}{\left(1-\frac{1}{n} \operatorname{tr}(\mathrm{H})\right)^{2}} \tag{5.12}
\end{equation*}
$$

Where $\operatorname{tr}(\mathrm{H})$ in $\mathrm{GCV}_{2}(r)$ denotes trace of matrix H .
There are three different kinds of lines seen on each graph in the panels. The solid lines graph the first quartile ( 25 th percentile), median or second quartile and third quartile (75th percentile) of the distributions of $\|\hat{b}-b\|^{2}$ and $|a-\hat{a}|$ when $\hat{b}$ and $\hat{a}$ are computed with $r=\hat{r}$, producing the minimum of $\mathrm{CV}_{1}(r)$. The three quartiles ( 25,50 and 75 th percentile) of the distribution of $\|\hat{b}-b\|^{2}$ denoted by ISE, were plotted in the first row of the panels for each case (i), (ii) and (iii) separately, and of the latter were graphed in the second row. For computing the dashed lines, the procedure was the same as the solid lines, except for the value of $r=\hat{r}$ chosen by $\mathrm{CV}_{2}(r)$. For the dotted lines, however, the minimizer of $\mathrm{GCV}_{2}(r)$ was considered as the value of $r=\hat{r}$.

When considering model (i) and the first quartile of ISE, as the graphs show, there are no significant differences among the three lines obtained by the three cross-validation criteria. With the second quartile, however, $\mathrm{GCV}_{2}$ and then, $\mathrm{CV}_{2}$ have slightly better performance when sample size is small. Regarding the third
quartile, we also see a better performance of $\mathrm{CV}_{2}$ and $\mathrm{GCV}_{2}$ than $\mathrm{CV}_{1}$. When $n=50$, for example, CV 2 works as well as $\mathrm{GCV}_{2}$ but for $n=100, \mathrm{GCV}_{2}$ does a better job compared with $\mathrm{CV}_{2}$. Furthermore, there is no significant difference between the performances of the three cross-validation criteria in estimation of $|a-\hat{a}|$. However, $\mathrm{CV}_{1}$ in the first quartile of $|a-\hat{a}|$ tends to have slightly better performance when $n \leq 200$.

For model (ii), in the first quartile, $\mathrm{GCV}_{2}$ works better. Moreover, the solid and dashed lines obtained by $\mathrm{CV}_{1}$ and $\mathrm{CV}_{2}$ tend to coincide with each other. With the median, $\mathrm{GCV}_{2}$ has slightly better performance for all sample sizes. In regard to the third quartile, however, for $n=50, \mathrm{GCV}_{2}$ and then $\mathrm{CV}_{2}$ works better than $\mathrm{CV}_{1}$. When $n=100, \mathrm{CV}_{1}$ gives a smaller value of ISE compared to the other two criteria. Furthermore, when $n$ is large, $\mathrm{GCV}_{2}$ is the best. Besides, as the graphs show, there is no significant difference among the performance of the three CV criteria in the case of distribution of $|\hat{a}-a|$.

Under model (iii), there are no significant differences among the performance of the three CV criteria from the viewpoint of the first and second quartile of ISE. But $\mathrm{GCV}_{2}$ tends to have slightly better performance on the median of ISE when sample size is very large. As regards the third quartile, $\mathrm{GCV}_{2}$ performed better than the other two for all sample sizes, except for $n=100$ and 500 , where the other two perform better. Moreover, the solid and dashed lines, corresponding to $C V_{1}$ and $C V_{2}$, tend to coincide with each other. When considering $|a-\hat{a}|$, we do not see any significant differences among the performances of $\mathrm{CV}_{1}, \mathrm{CV}_{2}$ and $\mathrm{GCV}_{2}$.


Figure 5.16: Performance of the distribution of integrated squared error (ISE) and of estimators of $a$, when $r$ is chosen by cross-validation. The solid lines graph the three quartiles ( 25,50 and 75 th percentile) the distribution of $\|\hat{b}-b\|^{2}$ and $|a-\hat{a}|$ when $\hat{b}$ and $\hat{a}$ are computed by $r=\hat{r}$, producing the minimum value of $\mathrm{CV}_{1}(r)$. The dashed and dotted lines graph the three quartiles when $r=\hat{r}$ is selected by cross-validation $C V_{2}(r)$ and $\mathrm{GCV}_{2}(r)$, respectively. The sample sizes were $n=50,100,200,500$ and 1000, and the undertaken model was model (i).


Figure 5.17: Performance of the distribution of integrated squared error (ISE) and of estimators of $a$, when $r$ is chosen by cross-validation. The solid line graphs the three quartiles ( 25,50 and 75 th percentile) the distribution of $\|\hat{b}-b\|^{2}$ and $|a-\hat{a}|$ when $\hat{b}$ and $\hat{a}$ are computed by $r=\hat{r}$, producing the minimum value of $C V_{1}(r)$. The dashed and dotted lines graph the the three quartiles when $r=\hat{r}$ is selected by cross-validation $\mathrm{CV}_{2}(r)$ and $\mathrm{GCV}_{2}(r)$, respectively. The sample sizes were $n=50,100,200,500$ and 1000, and the undertaken model was model (ii).
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Figure 5.18: Performance of the distribution of integrated squared error (ISE) and of estimators of $a$, when $r$ is chosen by cross-validation. The solid lines graph the three quartiles (25,50 and 75th percentile) the distribution of $\|\hat{b}-b\|^{2}$ and $|a-\hat{a}|$ when $\hat{b}$ and $\hat{a}$ are computed by $r=\hat{r}$, producing the minimum value of $\mathrm{CV}_{1}(r)$. The dashed and dotted lines graph the three quartiles when $r=\hat{r}$ is selected by cross-validation $\mathrm{CV}_{2}(r)$ and $\mathrm{GCV}_{2}(r)$, respectively. The sample sizes were $n=50,100,200,500$ and 1000, and the undertaken model was model (iii).

### 5.8 Numerical Results Connected to the Real

## Vataset (Uamadian Cenmperature)

Our real data consist of recorded temperatures at 35 Canadian weather-stations for a certain year (1982). The original data were in the form of 12 points for each station, representing monthly averages of Canadian temperature, associated with the middle of each month. Because temperature is periodic, we should use a basis which represents this fact. Hence, we have

$$
\begin{equation*}
X(t)=\xi_{1}+\xi_{2} \sin (\omega t)+\xi_{3} \cos (\omega t)+\xi_{4} \sin (2 \omega t)+\xi_{5} \cos (2 \omega t)+\cdots \tag{5.13}
\end{equation*}
$$

where $\frac{2 \pi}{\omega}$ is equal to 12 , the length of the interval $\mathcal{I}=[0,12]$ on which the temperature functions is defined, i.e $\omega=\frac{\pi}{6}$. Because the original data were recorded on a discrete grid (in the middle of every month), they may be contaminated with
errors. However, the error in our data, resulting from measuring temperature, is very small, compared to the variation in actual temperature. Nevertheless, it is better to remove the error by taking smoothing into account rather than interpolating, as the error may cause a degree of roughness. Because taking a finite number of the terms in the series in (5.13) causes some degree of smoothness to the functions, we expanded the data by using $N=13$ terms through "the least squares fitting of basis expansions". Meanwhile, we controlled roughness by adding a small roughness penalty, as follows:

$$
\begin{equation*}
\sum_{i}\left\{y_{i}-X\left(t_{i}\right)\right\}^{2}+\operatorname{PEN}(\chi)=\|\mathrm{y}-\Psi \xi\|^{2}+\lambda \xi^{T} \mathrm{R} \xi \tag{5.14}
\end{equation*}
$$

where PEN denotes the roughness penalty, the 12 -vector y shows the original discrete data, observed in the middle of the 12 months, the $n \times N$ matrix $\Psi$ has elements $\Psi_{i j}=\psi_{j}\left(t_{i}\right), \psi_{j}\left(t_{i}\right)$ is the value of the $j$ th term of the basis at point $t_{i}$, the $N \times N$ matrix R has elements $R_{i j}=\int_{0}^{12} \psi_{i}^{\prime \prime}(t) \psi_{j}^{\prime \prime}(t) d t$, in which $\psi_{j}^{\prime \prime}$ denotes the second derivative of $\psi_{j}$, and the $N$-vector $\xi$ denotes the Fourier coefficient. There, the amount of smoothness can be controlled by $\lambda$. We chose $\lambda$ very small and minimised (5.14) with respect to $\xi$, leading to the optimal solution $\xi=\left(\Psi^{T} \Psi+\lambda \mathrm{R}\right)^{-1} \Psi^{T} \mathrm{y}$. Therefore, the data were registered as 35 functions by expanding the temperature curves in the first 13 terms of the Fourier basis, and setting them up with the discrete temperature data to create smooth curves $X_{i}(t)$ from the original discrete data. Figure 5.19 presents the 35 registered functions.

After subtracting mean from the data, we obtained the estimated eigenvalues and eigenfunctions. As Figure 5.20 reveals, the value of $\hat{\theta}_{1}$ shows a strong domination of its associated variation on all other kinds. Furthermore, the first four eigenvalues explained more than $99 \%$ of the total variation, in which their contributions individually were 89.3, 8.3, 1.6 and 0.5 percent, respectively. Con-
tributions from others, however, were less than 0.5 percent. Thus, this drew our attention to the first four kinds of variation rather than the whole. As Figure 5.21 presents, the first estimated principal component ( PC ) curve shows that the majority of variability ( $89 \%$ ) among the data can be attributed to differences between summer and winter temperatures.

The second PC shows regularity of temperature when moving from winter to summer. In other words, it reflects the variation from the average of the difference between the winter and summer temperatures. It contributes positively for winter, and negatively for summer. Therefore, it gives a high positive score to the area for which the difference between winter and summer temperature is small. In contrast, a large negative score is allocated to the areas which are hot in summer and cold in winter. The third PC corresponds to a time shift effect which is accompanied by a slight overall increase in both temperature and range between winter and summer. The fourth PC is due to an effect causing spring to start later and autumn to end earlier.

As a practical illustration we show $95 \%$ bootstrap confidence bands, calibrated using the double bootstrap, for the first four principal components in the case of J.O. Ramsay's Canadian weather-station temperature dataset. The extreme closeness of single- and double-bootstrap bands reflects the high degree of accuracy of the uncalibrated bands. This results was confirmed by the simulation study since the coverages from the single and the double bootistrap were almost close to each other.

Table 5.4 reveals a $95 \%$ bootstrap confidence intervals for $\theta_{j}$ obtained from Canadian temperature data. We used two different methods of constructions (equal-tailed and symmetric confidence intervals), and for each we applied singleand double-bootstrap methods. The results show that in all cases, as the order of the eigenvalues decreases, the length of the confidence intervals shrinks. The

## Temprature Functions



Figure 5.19: Monthly mean of temperature for the Canadian weather stations.
more they are important in view of having a larger proportion of total variation, the more their corresponding confidence intervals are longer.

Regarding the simultaneous bootstrap confidence interval for $\theta_{j}$, we estimated $\widehat{\Delta}_{\text {upp }}=259$ from the $95 \%$ upper level of the distribution of $\widehat{\Delta}^{*}=\left\|\widehat{K}^{*}-\widehat{K}\right\|$, i.e. $P\left(\sup _{j \geq 1}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq 259\right) \approx 0.95$, which means that with probability nearly 0.95 , for each $1 \leq j \leq 12$ the distance between $\theta_{j}$ and $\hat{\theta}_{j}$ does not exceed 259 .

We were interested in explaining variation in the total annual precipitation by using the temperature variation pattern through the year. Considering the linear regression model, $Y_{i}=\int_{\mathcal{I}} b(t) X_{i}(t) d t+\epsilon_{i}$, we took $Y$ to be the total annual precipitation and $X(t)$ to be temperature. Because the total annual precipitation was distributed across the four different areas, Atlantic, Continental, Pacific and Arctic, it was highly variable from one weather station to another. Thus, we decided to use its logarithm as the dependent variable. Specifically, we regarded


Figure 5.20: The estimated eigenvalues for the Canadian temperature data. The amounts of total variation accounted for by the first four eigenvalues are $89.3,8.3,1.6$, and 0.5 percent, respectively

| Nictivud | Equal tailed |  | Symmetric |  |
| :---: | :---: | :---: | :---: | :---: |
| Eigenvalue | SB | DB | SB | DB |
| $\theta_{1}$ | $(246.26,737.35)$ | $(254.28,848.07)$ | $(260.12,749.97)$ | $(175.24,834.86)$ |
| $\theta_{2}$ | $(30.019,71.35)$ | $(28.72,86.13)$ | $(24.65,69.61)$ | $(12.05,82.21)$ |
| $\theta_{3}$ | $(6.57,12.99)$ | $(5.95,14.71)$ | $(5.58,12.58)$ | $(4.35,13.82)$ |
| $\theta_{4}$ | $(0.99,4.49)$ | $(0.54,6.15)$ | $(0.73,4.44)$ | $(0,5.93)$ |
| $\theta_{5}$ | $(0.30,0.65)$ | $(0.26,0.71)$ | $(0.30,0.65)$ | $(0.28,0.67)$ |
| $\theta_{6}$ | $(0.38,0.66)$ | $(0.38,0.81)$ | $(0.19,0.63)$ | $(0.062,0.76)$ |
| $\theta_{7}$ | $(0.11,0.25)$ | $(0.082,0.32)$ | $(0.059,0.24)$ | $(0,0.31)$ |
| $\theta_{8}$ | $(0.094,0.17)$ | $(0.089,0.23)$ | $(0.033,0.17)$ | $(0,0.22)$ |
| $\theta_{9}$ | $(0.049,0.091)$ | $(0.043,0.12)$ | $(0.019,0.089$ | $(0,0.11)$ |
| $\theta_{10}$ | $(0.026,0.048)$ | $(0.022,0.059)$ | $(0.010,0.047$ | $(0,0.057)$ |
| $\theta_{11}$ | $(0.022,0.037)$ | $(0.021,0.049)$ | $(0.0048,0.036)$ | $(0 ; 0.048)$ |
| $\theta_{12}$ | $(0.0093,0.015)$ | $(0.0092,0.021)$ | $(0.0014,0.015)$ | $(0,0.021)$ |

Table 5.4: The bootstrap confidence intervals for $\theta_{j}$ obtained from the Canadian temperature data. The nominal coverage was $1-\alpha=0.95$; and $B=5000$ resamples were drawn. Then each of them was sampled $C=500$ times with replacement. In the table, SB and DB denote single- and double-bootstrap confidence intervals, respectively.


Figure 5.21: First four eigenfunctions with their single and double bootstrap bands, obtained from Ramsay's Canadian weather stations dataset. The dashed line shows single bootstrap bands, the dotted line shows double bootstrap bands, and the unbroken line shows the function estimate $\widehat{\psi}_{j}$.

| Method | Symmetric | Equal - tailed |  |
| :---: | :---: | :---: | :---: |
| Eigenfunction | $\hat{z}_{0.05}$ | $\hat{z}_{0.025}$ | $\hat{z}_{0.975}$ |
| $\psi_{1}$ | 0.087 | -0.0005 | 0.0210 |
| $\psi_{2}$ | 0.16 | -0.0137 | 0.0115 |
| $\psi_{3}$ | 0.18 | -0.0004 | -0.0119 |
| $\psi_{4}$ | 0.32 | 0.00131 | -0.0474 |
| $\psi_{5}$ | 0.89 | 0.0003 | 0.2540 |
| $\psi_{6}$ | 1.27 | -0.4749 | 0.4872 |
| $\psi_{7}$ | 0.85 | -0.0056 | -0.0445 |
| $\psi_{8}$ | 1.35 | -0.0511 | 0.6635 |
| $\psi_{9}$ | 1.11 | -0.0090 | 0.3073 |
| $\psi_{10}$ | 0.90 | -0.0473 | 0.0289 |
| $\psi_{11}$ | 1.25 | 0.0016 | 0.4375 |
| $\psi_{12}$ | 1.41 | -0.0122 | 0.5961 |

Table 5.5: The single bootstrap confidence statements for $\psi_{j}$ obtained from the Canadian temperature data. The nominal coverage was $1-\alpha=0.95$, and $B=5000$ resamples were drawn. Here, the confidence statements should be interpreted as regions $\left\{(t, u):|\widehat{\psi}(t)-u| \leq \hat{z}_{0.05}\right.$ and $\left.t \in \mathcal{I}=[0,12]\right\}$.

| Method | Equal - tailed |  | Symmetric |
| :---: | :---: | :---: | :---: |
| Eigenfunction | $\hat{z}_{0.025}^{*}$ | $\hat{z}_{0.975}^{*}$ | $\hat{z}_{0.05}^{*}$ |
| $\psi_{1}$ | 0.0080 | 0.11 | 0.097 |
| $\psi_{2}$ | -0.013 | 0.15 | 0.15 |
| $\psi_{3}$ | 0.027 | 0.17 | 0.16 |
| $\psi_{4}$ | 0.041 | 0.29 | 0.27 |
| $\psi_{5}$ | 0.078 | 1.19 | 1.12 |
| $\psi_{6}$ | -0.36 | 1.64 | 1.82 |
| $\psi_{7}$ | 0.11 | 0.65 | 0.96 |
| $\psi_{8}$ | 0.037 | 2.22 | 1.89 |
| $\psi_{9}$ | 0.14 | 1.46 | 1.34 |
| $\psi_{10}$ | 0.091 | 0.92 | 0.89 |
| $\psi_{11}$ | 0.14 | 1.71 | 1.65 |
| $\psi_{12}$ | 0.071 | 1.99 | 2.052 |

Table 5.6: The double bootstrap confidence statements for $\psi_{j}$ obtained from the Canadian temperature data. The nominal coverage was $1-\alpha=0.95$, and $B=5000$ resamples were drawn. Then each of them was sampled $C=500$ times with replacement. Here, the confidence statements should be interpreted as regions $\left\{(t, u): \hat{z}_{0.025}^{*} \leq\right.$ $\widehat{\psi}(t)-u \leq \hat{z}_{0.975}^{*}$ and $\left.t \in \mathcal{I}=[0,12]\right\}$ and $\left\{(t, u):|\widehat{\psi}(t)-u| \leq \hat{z}_{0.05}^{*}\right.$ and $\left.t \in \mathcal{I}=[0,12]\right\}$ for equal-tailed and symmetric construction, respectively.


Figure 5.22: The estimated regression slope when taking the log total annual precipitation as the dependent variable. The smoothing parameter, chosen by cross-validation was $\hat{r}=2$. The estimated intercept was also $\hat{a}=-0.2413092$.
the dependent variable $Y$ as $Y_{i}=\log _{10}\left(\sum_{j=1}^{12} \operatorname{prec}_{i j}\right)-\frac{1}{35} \sum_{i=1}^{35} \log _{10}\left(\sum_{j=1}^{12} \operatorname{prec}_{i j}\right)$, where $\operatorname{prec}_{i j}$ denotes the amount of precipitation reported by station $i$ during month $j$. Then we estimated the slope $b$ and intercept $a$ from the data using the estimators proposed in (4.8). To estimate the smoothing parameter $r$, we used the cross-validation criterion

$$
\begin{equation*}
\mathrm{CV}_{2}(r)=\frac{1}{n} \sum_{i=1}^{n} \frac{\left(Y_{i}-\widehat{Y}_{i}\right)^{2}}{\left(1-H_{i i}\right)^{2}}, \tag{5.15}
\end{equation*}
$$

where the matrix H can be determined from $\widehat{\mathrm{Y}}=\mathrm{HY}$, and $H_{i i}$ is the $i$ th diagonal element of the $n \times n$ matrix H . We obtained $\hat{b}$ and $\hat{a}$ with $\hat{r}=2$ chosen by $\mathrm{CV}_{2}$ (see Figure 5.22).

As Figure 5.22 shows, the estimated slope of the functional linear regression gives larger weights to the winter months as well as the second half of autumn. Furthermore, lowest weights corresponds to summer and then at the middle of spring.

### 5.9 Comparison of Single and Double Bootstrap Coverages for $\theta_{j}$

### 5.9.1 Simultaneous Confidence Intervals for $\theta_{j}$

Figure 5.23 shows coverage of the simultaneous bootstrap confidence interval for $\theta_{j}$ when the nominal coverage level is $95 \%$ and $X$ is Gaussian. The dashed and dotted lines show coverage levels when applying single and double bootstrap methods, respectively. For both the single and the double bootstrap, model (i) enjoys good performance compared with the other two models. Furthermore, use of the double bootstrap to calibrate confidence intervals improves coverage accuracy, especially for small sample sizes. It reduces the deficit in the coverage levels from 0.10, resulting from applying the single bootstrap method, to just 0.03. While we have coverage level 0.93 for model (i) and $n=20$, and under models (ii) and (iii) is 0.90 and 0.91 for $n=50$, double-bootstrap calibration fur these sample sizes provides a good impiovement oni coverage accuiracy with actual coverage 0.95 under each of the three models. As $n$ increases, confidence intervals obtained by applying the double bootstrap method become conservative (having coverages grater than the nominal level).

Figure 5.24 shows coverage of simultaneous bootstrap confidence interval for $\theta_{j}$ when the nominal coverage level is $95 \%$ and $X$ is the Non-Gaussian process. Here, as with the Gaussian case, double-bootstrap calibration improves coverage accuracy. In both situations, model (i) has a better performance compared with models (ii) and (iii). For example, when constructing confidence intervals by single-bootstrap method for $n=20$, the coverages are $0.80,0.72$ and 0.70 , respectively under models (i), (ii) and (iii). However, they are $0.84,0.80$ and 0.80


Figure 5.23: Comparison of coverages of two-sided, simultaneous, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process. The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.24: Comparison of coverages of two-sided, simultaneous, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process. The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.
for those three models when calibrating confidence intervals using the double bootstrap. It can also be seen that the amount of improvement, resulting from this calibration, is lower under model (i) compared with the other two models.

### 5.9.2 Confidence Intervals for Individual $\theta_{j}$

Figures 5.25-5.27 show coverage levels of two-sided symmetric, nominal $95 \%$ confidence intervals for $\theta_{j}$ individually, when $X$ is simulated from the Gaussian process under models (i)-(iii). The dashed lines show coverages when confidence intervals are constructed by the single bootstrap method, and the dotted lines show coverage levels when calibrating the confidence bounds by the double bootstrap.

Considering model (i), as the panels reveal, generally, using double-bootstrap calibration improves coverage accuracy, especially since it offers better performance for small sample sizes. The amount of improvement decreases as $j$ increases, except for $n=20$, and this amount is tending to zero for the last eigenvalue. While coverages obtained by applying single-bootstrap are $0.88,0.91$ and 0.92 for sample sizes 20, 50 and 100, respectively, they are $0.91,0.94$ and 0.95 when using double-bootstrap calibration for those sample sizes. Moreover, apart from the last two eigenvalues, which in both situations give conservative coverage levels, use of double-bootstrap calibration reduces the deficit from 0.02-0.15 to 0.00-0.07. Furthermore, the gap between the dotted and dashed lines deceases as $n$ increases, meaning that double-bootstrap calibration has little impact on coverages as sample size increases.

Regarding model (ii), here also coverage levels have the same features as those discussed under model (i). Use of double-bootstrap calibration in constructing
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confidence intervals, for $n \leq 200$, reduces the deficit $0.01-0.25$, resulting from applying the single bootstrap method, to 0.01-0.11. Specifically, we have actual coverage level $95 \%$ for the first four eigenvalues when $n=200$.

Considering model (iii) when $n \leq 200$, use of double-bootstrap calibration reduces the deficit 0.01-0.27, resulting from single-bootstrap method, to $0.00-$ 0.08. This means that double-bootstrap calibration removes about two thirds of the deficit; specifically, under the single bootstrap coverage level for $\theta_{1}$ is 0.86 , 0.90 and 0.92 , respectively for $n=20,50$ and 100. However, after calibrating confidence bounds by using the double bootstrap, they are $0.92,0.93$ and 0.95 for these sample sizes.

Altering the distribution of $\xi_{i j}$ to the centered exponential causes coverage accuracy of confidence intervals for $\theta_{j}$ decline (see Figures 5.28-5.30). However, a coverage-correction can be achieved by using double-bootstrap method. The coverage level features here, are similar to those in the case of the Gaussian process. The deficit for $n \leq 200$ and the first three eigenvalues caused by applying single-bootstrap, is $0.04-0.20,0.06-0.30$ and $0.04-0.29$ for models (i), (ii) and (iii), respectively, and reduce to $0.03-0.16,0.02-0.20$ and $0.02-0.21$ for the three models after double-bootstrap calibration. For example, for sample sizes 20, 50 and 100, coverage levels of confidence intervals for the three eigenvalues constructed by single-bootstrap, under model (i) are $0.75,0.80,0.86$, under model (ii) are 0.68 , $0.81,0.86$, and under model (iii) are $0.71,0.81,0.84$, respectively. However, they increase to $0.79,0.85,0.90$ under model (i), to $0.78,0.87,0.90$ under model (ii) and to $0.80,0.86,0.88$ under model (iii) for these sample sizes.


Figure 5.25: Comparison of coverages of two-sided, symmetric bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process under model (i). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.26: Comparison of coverages of two-sided, symmetric bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process under model (ii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.27: Comparison of coverages of two-sided, symmetric bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process under model (iii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.28: Comparison of coverages of two-sided, symmetric bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process under model (i). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=$ 0.95 .


Figure 5.29: Comparison of coverages of two-sided, symmetric bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process under model (ii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=$ 0.95 .


Figure 5.30: Comparison of coverages of two-sided, symmetric bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process under model (iii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=$ 0.95 .

### 5.10 Two-sided, Equal-tailed Confidence Interval for $\theta_{j}$, Gaussian

Equal-tailed confidence intervals are appropriate in many circumstances. The asymmetry of an equal-tailed confidence interval can convey important information about our uncertainty as to the location of the true parameter value, and it is not prudent to ignore that information.

Figures 5.31-5.33 show coverage of bootstrap two-sided, equal-tailed confidence intervals for the first three $\theta_{j}$ individually, when the nominal coverage level is $95 \%$ and $X$ is Gaussian. The dashed lines show coverage levels when applying the single bootstrap for constructing confidence intervals for the first three eigenvalues and the dotted lines reveal them after considering a coverage-correction on the confidence bands when double-bootstrap calibration is used. In both simulations we took sample sizes $n=20,50,100,200$ and 500 , and obtained coverages for those sample size under the three models (i), (ii) and (iii).

Generally, confidence bands for each $\theta_{j}$ are anti-conservative (have coverage smaller than the nominal level) for small sample sizes, and coverage accuracy of the confidence intervals almost always decreases as $j$ increases. However, it improves as $n$ increases, and enjoy even further improvement after using the double bootstrap. Although the gap between the two lines becomes smaller as $n$ increases, coverage accuracy is improved by calibrating the bands by the double bootstrap.

Under model (i), while the single bootstrap coverage of $\theta_{1}$ is $0.80,0.89$ and 0.91, respectively for sample sizes 20,50 and 100 , coverage-correction using the double bootstrap substantially increases them to $0.90,0.93$ and 0.95 for those sample sizes. Moreover, one can see that coverages of the three eigenvalues is 0.95 when $n=200$, something which could not be obtained from the single bootstrap
even for $n=500$. Using the single bootstrap for $n \leq 200$ causes coverage error 0.01-0.18; however more than half of the deficit in the coverage is removed by double-bootstrap calibration, decreasing the error to 0.00-0.08.

Considering model (ii), double-bootstrap calibration also causes coverages to move towards the nominal level, 0.95 . It removes about two thirds of the error $0.00-0.17$, obtained by applying single-bootstrap, reducing the error to 0.00-0.06. For example, coverage of $\theta_{2}$ interval for sample sizes 20,50 and 100 are $0.80,0.90$ and 0.91 , respectively, in the case of single-bootstrap application. However, they increase to $0.89,0.95$ and 0.95 after being calibrated by the double bootstrap.

With model (iii), when $n \leq 200$, constructing confidence bands of $\theta_{j}$ using the single bootstrap causes a coverage error 0.01-0.16, but it decreases to $0.00-$ 0.05 after double-bootstrap calibration on the bands. For example, while singlebootstrap coverage levels of $\theta_{1}$ and $\theta_{2}$ intervals are 0.89 for $n=50$ and 0.91 for $n=100$, they are 0.93 and 0.95 after double-bootstrap calibration of the confidence bands.

### 5.11 Two sided Equal-tailed Confidence Interval for $\theta_{j}$, Non-Gaussian

Graphs 5.34-5.36 show coverage of bootstrap two sided, equal-tailed confidence intervals for the first three $\theta_{j}$ when the nominal coverage level is $1-\alpha=0.95$, and $X$ is generated from the Non-Gaussian process. The dashed lines show coverages of confidence intervals constructed by the single bootstrap, and dotted lines reveal those calibrated by the double bootstrap methods. General features of the results are as follows:

Coverages are anti-conservative, i.e. they fall below 0.95 , the nominal level, but
move towards it as $n$ increases. Furthermore, coverages obtained from the single bootstrap are dominated by their counterparts, resulting from the double bootstrap calibration of bands; the gap between the two, however, becomes smaller as $n$ increases; and both usually decline as $j$ increases.

Simulating from the Non-Gaussian process under model (i) causes a coverage error $0.04-0.35$ when constructing confidence intervals by the single bootstrap. However, coverage-correction using the double bootstrap removes about half of the deficit in the coverage, decreasing the error to $0.00-0.20$. This means that using double-bootstrap calibration substantially improves performance. For example, coverage level of the single bootstrap confidence intervals for $\theta_{1}$ when $n=50$ is 0.79 , whereas it is 0.87 after double-bootstrap calibration. It is also 0.90 when $n=100$ for the double bootstrap construction of confidence intervals for $\theta_{1}$, but only 0.82 for its single-bootstrap one.

In the model (ii), using double-bootstrap calibration decreases the coverage error from $0.02-0.35$ to 0.00-0.21. Specifically, coverage of single-bootstrap confidence intervals for $\theta_{2}$ is 0.80 when $n=50$, but improves to 0.89 after calibrating bands by double-bootstrap. This is the case when $n=100$, increasing it from 0.85 to 0.92 .

Regarding model (iii), coverage error from single-bootstrap usage is 0.03-0.31 but declines to $0.00-0.21$ by using double-bootstrap calibration of the confidence intervals. While coverage of single-bootstrap bands for $\theta_{1}, \theta_{2}, \theta_{3}$ are, respectively, $0.82,0.83,0.82$ when $n=100$, they are 0.90 for the three eigenvalues after calibrating the confidence intervals by the double bootstrap.


Figure 5.31: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process under model (i). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.32: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process under model (ii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.33: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Gaussian process under model (iii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=0.95$.


Figure 5.34: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process under model (i). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=$ 0.95 .


Figure 5.35: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process under model (ii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=$ 0.95 .


Figure 5.36: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$, when generating $X(t)$ from the Non-Gaussian process under model (iii). The dashed lines show the coverages obtained from the single bootstrap, and the dotted lines reveal coverages from the double bootstrap. The nominal coverage was $1-\alpha=$ 0.95 .

### 5.12 Comparison of coverages of two sided equaltailed confidence interval for $\theta_{j}$, for the Gaussian and Non-Gaussian process

Graphs 5.37-5.39 show coverage levels of two sided, equal tailed confidence intervals for $\theta_{j}$ when the nominal level is $95 \%$. These were obtained for the first three eigenvalues, under models (i), (ii) and (iii), and for sample sizes 20,50,100,200 and 500, when $X$ is simulated from a Gaussian or Non-Gaussian process. For each model, each $\theta_{j}$ and sample size, the dashed lines show coverage levels obtained from the Non-Gaussian, and the dotted lines reveal coverages when simulating from the Gaussian process.

As the panels show, generally, the coverages for small sample sizes fall below the nominal coverage level, $95 \%$, with both Gaussian and Non-Gaussian. For each sample size, coverages obtained by the Non-Gaussian process are dominated by their Gaussian counterparts although the gap between the two becomes smaller as $n$ increases. Furthermore, although in both situations, coverage accuracy improves as $n$ increases, coverages resulting from the Non-Gaussian process, are still below $95 \%$ (the nominal level) even for large sample sizes. It can also been seen that for both situations, coverage accuracy almost always declines as $j$ increases.

Under model (i) and the Gaussian process, coverage level of confidence interval for $\theta_{1}$ is $0.80,0.89$ and 0.91 , respectively, for $n=20,50$ and 100 , but if we alter the distribution of $\xi_{j}$ to the centered exponential, then its coverage level declines to $0.70,0.79$ and 0.82 for those sample sizes.

Regarding model (ii), it can be seen that coverage level for $\theta_{1}$ is $0.84,0.91$ and 0.92 , respectively, for sample sizes 20,50 and 100 when the Gaussian process is considered. However, they decrease under the Non-Gaussian process to $0.68,0.80$


Figure 5.37: Comparison of coverages of two sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$ when generating $X(t)$ from a Gaussian or Non-Gaussian processes under model (i). The dashed lines show the coverages for the Gaussian process, and the dotted lines reveal coverages for the Non-Gaussian process. The nominal coverage was $1-\alpha=0.95$.
and 0.84 for those sample sizes. For the Non-Gaussian situation, the coverages for $\theta_{2}$ are $0.66,0.80$ and 0.85 , respectively, for $n=20,50$ and 100 , but they increase to $0.80,0.90$ and 0.91 for these sample sizes when altering the distribution to the Gaussian.

Considering model (iii), we see that under the Gaussian situation, coverages for $\theta_{1}$ are $0.84,0.89,0.91$ and 0.95 for $n=20,50,100$ and 200 , respectively. However, like the two models (i) and (ii), it declines under the Non-Gaussian process to $0.72,0.78,0.82$ and 0.89 for these sample sizes. For $\theta_{2}$ also coverages obtained from the Gaussian situation, continue to dominate their counterpart, resulting from the Non-Gaussian process. For example, for the former they are $0.81,0.89$ and 0.91 for $n=20,50,100$ respectively, and for the latter only 0.67 , 0.80 and 0.83 for these sample sizes, respectively.


Figure 5.38: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$ when generating $X(t)$ from a Gaussian or Non-Gaussian processes under model (ii). The dashed lines show the coverages for the Gaussian process, and the dotted lines reveal coverages for the Non-Gaussian process. The nominal coverage was $1-\alpha=0.95$.


Figure 5.39: Comparison of coverages of two-sided, equal-tailed, bootstrap confidence bands for $\theta_{j}$ when generating $X(t)$ from a Gaussian or Non- Gaussian processes under model (iii). The dashed lines show the coverages for the Gaussian process, and the dotted lines reveal coverages for the Non-Gaussian process. The nominal coverage was $1-\alpha=0.95$.

### 5.13 Numerical Results Related to Smoothed FPCA

### 5.13.1 Introduction

In this Section we investigate the performance of functional principal component analysis (FPCA) when considering smoothing. We propose a new method of smoothing and study its consistency under suitable conditions. We also compare the effectiveness of the new method for estimating eigenfunctions with that of the non-smoothing method as well as another existing method of smoothing in terms of the mean integrated squared error (MISE). The new idea is based on considering another parameter with the smoothing parameter proposed by Silverman (1996). The numerical results show that adding the new parameter improves the performance of the estimator considerably towards having smaller error, compared with the situation in which we only consider the smoothing parameter itself.

Silverman (1996) proposed an approach, in which the roughness penalty is incorporated in the orthonormality constraints imposed by the Sobolev norm. Let $\mathcal{S}$ be the space of functions with square-integrable second derivative on $\mathcal{I}$, and $D^{2}$ be the differential operator of order two on $\mathcal{S}$. We define the bilinear form $[f, g]=\left\langle D^{2} f, D^{2} g\right\rangle=\int_{\mathcal{I}} f^{\prime \prime} g^{\prime \prime}$ for each $f, g \in \mathcal{S}$ (recall that $\langle.,$.$\rangle is the usual$ $L_{2}$ norm). Here, the roughness penalty is incorporated in the orthonormality constraint, instead of penalizing the sample variance of a principal component. This can be done through defining the new inner product

$$
\begin{equation*}
\langle f, g\rangle_{\alpha}=\langle f, g\rangle+\alpha[f, g], \tag{5.16}
\end{equation*}
$$

where $\alpha \geq 0$. The inner product $\langle., .\rangle_{\alpha}$ is a "slight generalisation" of standard Sobolov inner products (Adams, 1975) with corresponding squared norm $\|\cdot\|_{\alpha}^{2}=$ $\langle., .\rangle_{\alpha}$. Then the problem is to find a maximum of:

$$
\begin{equation*}
\frac{\iint_{\mathcal{I}^{2}} \widehat{K}(u, v) \phi(u) \phi(v) d u d v}{\|\phi\|^{2}+\alpha\left\|D^{2} \phi\right\|^{2}} \tag{5.17}
\end{equation*}
$$

Silverman (1996) showed that under appropriate conditions the estimates $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$ are consistent. Using the asymptotic expansions for $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$, the author investigated the advantages of the smoothed estimates in terms of the MISE. Furthermore, the choice of smoothing parameter by cross-validation was discussed by Silverman (1996).

### 5.13.2 Smoothing by Two Parameters; a Generalisation of Silverman's Method

In this Section we first introduce our new idea, and then investigate some properties of smoothed FPCA obtained by using this method. Our new idea is to maximize:

$$
\begin{equation*}
\frac{\iint_{\mathcal{I}^{2}} \widehat{K}(u, v) \phi(u) \phi(v) d u d v+\alpha_{0}\langle\phi, \phi\rangle}{\|\phi\|^{2}+\alpha_{1}\left\|D^{2} \phi\right\|^{2}} \tag{5.18}
\end{equation*}
$$

where $\alpha_{1}$ is the smoothing parameter introduced in the previous Section, and $\alpha_{0}$ is a positive real number.

### 5.13.3 Consistency of eigenvalues and eigenfunctions estimators

Define $\psi_{\ell}^{*}=\frac{\tilde{\psi}_{\ell}}{\left\|\psi_{\ell}\right\|}$ for each $\ell \geq 1$, and $P_{\psi} x=\langle\psi, \psi\rangle^{-1}\langle\psi, x\rangle \psi$ as the projection onto the subspace generated by $\psi$.

Assume that:

- $\theta_{1} \geq \theta_{2} \geq \cdots>0$, i.e. the covariance operator $K$ is strictly positive-definite, and $\int K(t, t)=\sum_{i=1} \theta_{i}<\infty$. Without loss of generality, we assume that the eigenvalues $\theta_{\ell}$ have multiplicity one, which means, $\theta_{1}>\theta_{2}>\cdots>0$.
- Each of the eigenfunctions $\psi_{\ell}$ belongs to $\mathcal{S}$, the space of smooth functions, in which $\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}<\infty$.
- $\alpha_{0}$ and $\alpha_{1} \rightarrow 0$ as $n \rightarrow \infty$

Theorem 5.1. Under the above assumptions, for each $\ell \geq 1$ and with probability 1 (almost surely),

$$
\begin{equation*}
\tilde{\theta}_{\ell} \rightarrow \theta_{\ell} \quad \text { as } n \rightarrow \infty \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\psi_{\ell}^{*}, \psi_{\ell}\right\rangle^{2} \rightarrow 1 \text { as } n \rightarrow \infty \tag{5.20}
\end{equation*}
$$

Equivalently, we can write result (5.20) as

$$
\begin{equation*}
\left\|\psi_{\ell}^{*}-\psi_{\ell}\right\|^{2}=2\left(1-\left\langle\psi_{\ell}^{*}, \psi_{\ell}\right\rangle\right) \rightarrow 0 \text { as } n \rightarrow \infty, \tag{5.21}
\end{equation*}
$$

if we choose the sign of the $\psi^{*}$ properly. This also results in

$$
\begin{equation*}
\left\|P_{\tilde{\psi}_{l}}-P_{\psi_{l}}\right\|^{2} \longrightarrow 0 \text {, with probability } 1 \text { as } n \rightarrow \infty, \tag{5.22}
\end{equation*}
$$

Proof: The proof is similar to the proof given by Theorem 1 of Silverman (1996), and it is done by induction. All we need is to replace $K$ and $\widehat{K}$ by $\alpha_{0} I+K$ and $\alpha_{0} I+\widehat{K}$, respectively, in the Silverman's proof.

### 5.13.4 Advantages of the New Idea for Smoothing

Now we are going to investigate the effect of using $\alpha_{0}$ with $\alpha_{1}$. Let $R$ be the differential operator of order two defined on the space $\mathcal{S}$, i.e $R=D^{2}$. The operator $R$ is self-adjoint subject to some periodic boundary conditions. Let $\mathcal{V}$ be the space of functions $g$ such that $g$ and its first three derivatives are absolutely continuous on $\mathcal{I}$, and its fourth derivative belongs to $L_{2}(\mathcal{I})$. We call $\mathcal{V}$ the space of "very smooth function". Define the fourth-derivative operator $Q=R^{2}$ in the space $\mathcal{V}$, then we have $[f, g]=\langle R f, R g\rangle=\langle f, Q g\rangle$, for each $f \in \mathcal{S}$ and $g \in \mathcal{V}$. The periodic boundary conditions needed are those by which we can have $\int_{\mathcal{I}} f^{\prime \prime} g^{\prime \prime}=\int_{\mathcal{I}} f g^{\prime \prime \prime \prime \prime}$, where $g^{\prime \prime \prime \prime}$ denotes the fourth derivative of $g$. It should be mentioned that in the case of non-periodic functions, the space $\mathcal{V}$ can be defined as the space of functions $g$ such that $g$ has square-integrable fourth derivative and its second and third derivatives are zero at the boundaries, by which we still have $\int_{\mathcal{I}} f^{\prime \prime} g^{\prime \prime}=\int_{\mathcal{I}} f g^{\prime \prime \prime \prime}$. We assume that all eigenfunctions of covariance operator $K$ fall in the space of "very smooth" functions $\mathcal{V}$. Therefore, (5.18) is equivalent to the equation:

$$
\begin{equation*}
\int_{\mathcal{I}}\left(\widehat{K}(u, v)+\alpha_{0} I(u, v)\right) \tilde{\psi}(u) d u=\tilde{\theta}\left(I+\alpha_{1} D^{4}\right) \tilde{\psi} \tag{5.23}
\end{equation*}
$$

where $\tilde{\theta}$ is the maximum value of the ratio in (5.18) obtained when $\phi=\tilde{\psi}$. The problem is reduced to seeking the extremum of the Lagrangian function:

$$
\begin{align*}
\iint_{\mathcal{I}^{2}}\left(\widehat{K}(u, v)+\alpha_{0} I(u, v)\right) \phi_{\ell}(u) \phi_{\ell}(v) d u d v & +\lambda_{0}\left(\left\langle\phi_{\ell}, \phi_{\ell}\right\rangle+\alpha_{1}\left[\phi_{\ell}, \phi_{\ell}\right]-1\right) \\
& +2 \sum_{r=1}^{\ell} \sum_{s=1}^{r-1} \lambda_{r s}\left\{\int \phi_{r} \phi_{s}+\alpha_{1}\left[\phi_{r}, \phi_{s}\right]\right\}, \tag{5.24}
\end{align*}
$$

where $\lambda_{0}$ and $\lambda_{r s}$ are Lagrange multipliers. Inserting $\phi_{\ell}=\sum_{j=1}^{\infty} a_{\ell j} \psi_{j}$ into the above equation results in:

$$
\begin{align*}
\sum_{j=1}^{\infty} & \left(a_{\ell j}^{2}\left(\theta_{j}+\alpha_{0}\right)+\lambda_{0}\right)-\lambda_{0}+\sum_{j=1}^{\infty} \sum_{k=1}^{\infty}\left[\lambda_{0} \alpha_{1} \int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}+n^{-1 / 2}\left(\int Z \psi_{j} \psi_{k}\right)\right] \\
& +2 \sum_{r=1}^{\ell} \sum_{s=1}^{r-1} \lambda_{r s}\left[\sum_{j=1}^{\infty} a_{r j} a_{s j}+\alpha_{1} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} a_{r j} a_{s j}\left(\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}\right)\right] \tag{5.25}
\end{align*}
$$

where $Z=n^{-1 / 2}(\widehat{K}-K)$ and $\psi_{j}^{\prime \prime}$ is the second derivative of $\psi_{j}$. Differentiating with respect to $a_{\ell j}$ and equating to zero for an extremum, we obtain that

$$
\begin{align*}
a_{\ell j}\left(\theta_{j}+\alpha_{0}+\lambda_{0}\right)+ & \sum_{k=1}^{\infty} a_{\ell k}\left[\lambda_{0} \alpha_{1} \int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}+n^{-1 / 2}\left(\int Z \psi_{j} \psi_{k}\right)\right] \\
& +\sum_{s=1}^{\ell-1} \lambda_{\ell s}\left[a_{s j}+\alpha_{1} \sum_{k=1}^{\infty} a_{s j}\left(\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}\right)\right]=0 \tag{5.26}
\end{align*}
$$

Also,

$$
\begin{align*}
a_{r j}=\delta_{r j} & +n^{1 / 2}\left(1-\delta_{r j}\right) c_{r j}^{(1)}+\alpha_{1}\left(\left(1-\delta_{r j}\right) c_{r j}^{(2)}-\delta_{r j}\left(\frac{1}{2}\right) \int\left(\psi_{\ell}^{\prime}\right)^{2}\right) \\
& +n^{-1 / 2} \alpha_{0} a_{r j}^{(01)}+n^{-1 / 2} \alpha_{1} a_{r j}^{(12)}+\alpha_{0} \alpha_{1} a_{r j}^{(02)}+n^{-1} a_{r j}^{(11)}+\alpha_{1}^{2} a_{r j}^{(22)} \\
& +O_{p}\left(n^{-3 / 2}, \alpha_{0}^{2} n^{-1 / 2}, \alpha_{1}^{2} n^{-1 / 2}, \alpha_{0}^{2} \alpha_{1}, \alpha_{0} \alpha_{1}^{2}, \alpha_{0}^{3}\right) . \tag{5.27}
\end{align*}
$$

After doing the algebraic calculations, the results are:

$$
\begin{aligned}
c_{\ell j}^{(1)} & =\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right), \quad c_{\ell j}^{(2)}=\left(\theta_{j}-\theta_{\ell}\right)^{-1} \theta_{\ell}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right) \\
a_{\ell j}^{(01)} & =\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left[-\theta_{\ell}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)-\left(\int Z \psi_{j} \psi_{\ell}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
a_{\ell j}^{(12)}= & \left(\theta_{\ell}-\theta_{j}\right)^{-1}\left\{\left(-\int Z \psi_{\ell} \psi_{\ell}\right)\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)\right. \\
& +\theta_{\ell} \sum_{k: k \neq \ell}\left(\theta_{k}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}\right) \\
& +\theta_{\ell} \sum_{k: k \neq \ell}\left(\theta_{k}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{k}^{\prime \prime}\right)-\frac{1}{2}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \\
& +\left(\theta_{\ell}-\theta_{j}\right)^{-1} \theta_{\ell}\left[\left(\int Z \psi_{\ell} \psi_{\ell}\right)\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)+\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)\right\}, \\
a_{\ell j}^{(02)}= & -\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right), \\
a_{\ell j}^{(11)}= & \left(\theta_{\ell}-\theta_{j}\right)^{-1}\left\{\sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int Z \psi_{j} \psi_{k}\right)\right. \\
& \left.-\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int Z \psi_{\ell} \psi_{\ell}\right)\right\}, \\
a_{\ell j}^{(22)}= & \left(\theta_{\ell}-\theta_{j}\right)^{-1}\left\{\theta_{\ell}^{2} \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-1}\left(\int \psi_{k}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)\left(\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}\right)\right. \\
& \left.\left.+\frac{3}{2} \theta_{\ell}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)\right\}-\left(\theta_{\ell}-\theta_{j}\right)^{-1} \theta_{\ell}^{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)\right\} .
\end{aligned}
$$

Therefore, $a_{\ell j}$ can be obtained by substituting the above terms into (5.27).
As a result, we have:

$$
\begin{align*}
\tilde{\psi}_{\ell}-\psi_{\ell}= & n^{-1 / 2} \varphi^{(1)}+\alpha_{1} \varphi^{(2)}+n^{-1 / 2} \alpha_{0} \varphi^{(01)}+n^{-1 / 2} \alpha_{1} \varphi^{(12)}+\alpha_{0} \alpha_{1} \varphi^{(02)} \\
& +n^{-1} \varphi^{(11)}+\alpha_{1}^{2} \varphi^{(22)}+O_{p}\left(n^{-3 / 2}, \alpha_{0}^{2} n^{-1 / 2}, \alpha_{1}^{2} n^{-1 / 2}, \alpha_{0}^{2} \alpha_{1}, \alpha_{0} \alpha_{1}^{2}, \alpha_{0}^{3}\right), \tag{5.28}
\end{align*}
$$

where where,

$$
\begin{aligned}
& \varphi^{(1)}=\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right) \psi_{j}, \\
& \varphi^{(2)}=\left\{\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{j}-\theta_{\ell}\right)^{-1}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right) \psi_{j}-\frac{1}{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \psi_{\ell}\right\},
\end{aligned}
$$

$$
\begin{align*}
\varphi^{(11)}=\left\{\sum_{j: j \neq \ell}\right. & \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\theta_{\ell}-\theta_{k}\right)^{-1} \psi_{j}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int Z \psi_{k} \psi_{j}\right) \\
& -\frac{1}{2} \psi_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right)^{2} \\
& \left.-\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \psi_{j}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int Z \psi_{\ell} \psi_{\ell}\right)\right\}, \tag{5.29}
\end{align*}
$$

$$
\begin{align*}
& \varphi^{(01)}=\left\{-\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{j}-\theta_{\ell}\right)^{-2}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right) \psi_{j}-\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right) \psi_{j}\right\}, \\
& \varphi^{(02)}=\left\{\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \psi_{\ell}-\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right) \psi_{j}\right\}, \tag{5.30}
\end{align*}
$$

$$
\begin{aligned}
& \varphi^{(12)}=\left\{\frac{1}{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \sum_{j: j \neq \ell}\left(\theta_{j}-\theta_{\ell}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right) \psi_{j}\right. \\
& +\theta_{\ell} \sum_{j: j \neq \ell} \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\theta_{k}-\theta_{\ell}\right)^{-1} \psi_{k}\left[\left(\int Z \psi_{j} \psi_{k}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{k}^{\prime \prime}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \psi_{j}\left(\int Z \psi_{\ell} \psi_{\ell}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right) \\
& -\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1} \psi_{j}\left(\int Z \psi_{\ell} \psi_{\ell}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right) \\
& -\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1} \psi_{\ell}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right) \\
& +\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \psi_{j}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \\
& \left.+\psi_{\ell} \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)\right\}, \tag{5.31}
\end{align*}
$$

$$
\begin{align*}
& \varphi^{(22)}=\left\{\frac{3}{2} \theta_{\ell}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1} \psi_{j}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)\right. \\
&+\theta_{\ell}^{2} \sum_{j: j \neq \ell} \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\theta_{\ell}-\theta_{k}\right)^{-1} \psi_{j}\left(\int \psi_{\ell}^{\prime \prime} \psi_{k}^{\prime \prime}\right)\left(\int \psi_{k}^{\prime \prime} \psi_{j}^{\prime \prime}\right) \\
&+\frac{3}{8} \psi_{\ell}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+\theta_{\ell} \psi_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2} \\
&-\theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \psi_{j}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right) \\
&\left.-\frac{1}{2} \theta_{\ell}^{2} \psi_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\} . \tag{5.32}
\end{align*}
$$

It can be seen that

$$
\begin{align*}
& \tilde{\theta}_{\ell}-\theta_{\ell}=n^{-1 / 2}\left(\int Z \psi_{\ell} \psi_{\ell}\right)+\alpha_{0}+\alpha_{1}\left(-\theta_{\ell} \int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)-n^{-1 / 2} \alpha_{0}\left\{\frac{1}{2} \int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right\} \\
&-\alpha_{0} \alpha_{1}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)-n^{-1 / 2} \alpha_{1}\left\{\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)\left(\int Z \psi_{\ell} \psi_{\ell}\right)\right. \\
&\left.+2 \theta_{\ell} \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)\left(\int \psi_{\ell}^{\prime \prime} \psi_{k}^{\prime \prime}\right)\right\} \\
&+\alpha_{1}^{2}\left\{\theta_{\ell}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}-\theta_{\ell}^{2} \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-1}\left(\int \psi_{k}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)^{2}\right\} \\
&+n^{-1} \sum_{k: k \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-1}\left(\int Z \psi_{k} \psi_{\ell}\right)^{2} \\
&+O_{p}\left(n^{-3 / 2}, \alpha_{0}^{2} n^{-1 / 2}, \alpha_{1}^{2} n^{-1 / 2}, \alpha_{0}^{2} \alpha_{1}, \alpha_{0} \alpha_{1}^{2}, \alpha_{0}^{3}\right) \tag{5.33}
\end{align*}
$$

Define $S \equiv\left(I+\alpha_{1} D^{4}\right)^{-1 / 2}$. If we take, for example, any of the following orthonormal bases

$$
\begin{align*}
& \{1, \cos (\pi t), \cos (2 \pi t), \cdots\},\{\sin (\pi t), \sin (2 \pi t), \cdots\} \text { and } \\
& \{1, \sin (\pi t), \cos (\pi t), \sin (2 \pi t), \cos (2 \pi t), \cdots\} \tag{5.34}
\end{align*}
$$

as a basis, the operator $D^{4}$ is not bounded, since $\left\|D^{4}\right\| \geq \sup _{i \geq 1} d_{i}=\infty$, where the
$d_{i}$ are the $D^{4}$ 's eigenvalues. However, $S$ is a compact and bounded operator. If we substitute $S$ into the above equation, the result is $S\left(\widehat{K}+\alpha_{0} I\right) S S^{-1} \tilde{\psi}=\tilde{\theta} S^{-1} \tilde{\psi}$. Now let $\tilde{u}=S^{-1} \tilde{\psi}$, and substitute this term into the previous equation. We have $S\left(\widehat{K}+\alpha_{0} I\right) S \tilde{u}=\tilde{\theta} \tilde{u}$. Consequently, it is now clear that $\tilde{\theta}$ and $\tilde{u}$ are the eigenvalue and eigenfunction of the operator $S\left(\widehat{K}+\alpha_{0} I\right) S$. As a result, $\tilde{\psi}$ is the maximizer of (5.18), and $\tilde{\theta}$ is the maximum value. Furthermore, $\tilde{\psi}$ can be computed from $\tilde{\psi}=S \tilde{u}$.

Our idea has two advantages:

- In solving equations, say $A x=0$, computation is done in such a way that $A$ is changed to a stepwise matrix, called the Reduced Echelon form of $A$. If the elements of A satisfy

$$
\begin{equation*}
\left|a_{i i}\right|>\sum_{j \neq i}\left|a_{i j}\right|, \tag{5.35}
\end{equation*}
$$

then computation towards obtaining its Reduced Echelon form will be faster. Since in numerical work we have to truncate the series involved in calculating $\widehat{K}$, we will have $S\left(V+\alpha_{0} I\right) S$ if we take $\alpha_{0}$ into account. For a positive $\alpha_{0}$ the diagonal elements of $S\left(V+\alpha_{0} I\right) S$ are greater than those of SVS, which is obtained without considering $\alpha_{0}$. This will satisfy condition (5.35). Apart from this computational point, adding an adequate $\alpha_{0}$ causes $\widehat{K}$ to be more stable. So, the results might be improved.

- In maximization of the ratio $\frac{\iint_{\mathcal{I}_{2}} \hat{R}(u, v) \phi(u) \phi(v) d u d v}{\|\phi\|^{2}+\alpha_{1}\left\|D^{2} \phi\right\|^{2}}$, adding a multiple of term $\langle\phi, \phi\rangle$, which is well controlled computationally, to the numerator has very good effect in computation, especially when $\widehat{K}$ is not a good operator.

We have

$$
\begin{align*}
E \tilde{\psi}_{\ell}=\psi_{\ell} & +\alpha_{1} \varphi^{(2)}+n^{-1 / 2} \alpha_{0}\left\{-\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{j}-\theta_{\ell}\right)^{-2}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right) \psi_{j}\right\}+\alpha_{0} \alpha_{1} \varphi^{(02)} \\
& +n^{-1}\left\{-\frac{1}{2} \theta_{\ell} \psi_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \theta_{j}\right\}+\alpha_{1}^{2} \varphi^{(22)} \\
& +O_{p}\left(n^{-3 / 2}, \alpha_{0}^{2} n^{-1 / 2}, \alpha_{1}^{2} n^{-1 / 2}, \alpha_{0}^{2} \alpha_{1}, \alpha_{0} \alpha_{1}^{2}, \alpha_{0}^{3}\right) \tag{5.36}
\end{align*}
$$

Hence,

$$
\begin{align*}
\operatorname{Bias}\left(\alpha_{0}, \alpha_{1}\right) \equiv \| & E \tilde{\psi}_{\ell}-\psi_{\ell} \|^{2} \approx \alpha_{1}^{2}\left\{\frac{1}{4}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+\theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\} \\
& +\alpha_{0} \alpha_{1}^{2}\left\{-\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+2 \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\} \\
& +n^{-1 / 2} \alpha_{0} \alpha_{1}\left\{2 \theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\} \\
& +n^{-1} \alpha_{1}\left\{\frac{1}{2} \theta_{\ell}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \theta_{j}\right\} \\
& +n^{-1} \alpha_{0}^{2}\left\{\theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\} \\
& +\alpha_{0}^{2} \alpha_{1}^{2}\left\{\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\} . \tag{5.37}
\end{align*}
$$

Taking either of the bases in (5.34) as a basis, causes $\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)=0$ for $j \neq \ell$.
In this case, differentiation of the above bias approximation with respect to $\alpha_{0}$, and equating to zero for the minimum, results in $\operatorname{Bias}\left(\frac{1}{2}, \alpha_{1}\right) \leq \operatorname{Bias}\left(0, \alpha_{1}\right)$, for all values of $\alpha_{1}$.

As regards variance of the estimator we have that

$$
\begin{align*}
\operatorname{Var}\left(\alpha_{0}, \alpha_{1}\right) \equiv E\left\|\tilde{\psi}_{\ell}-E \tilde{\psi}_{\ell}\right\|^{2} \approx & E \| n^{-1 / 2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-1}\left(\int Z \psi_{j} \psi_{\ell}\right) \psi_{j} \\
& -n^{-1 / 2} \alpha_{0}\left\{\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int Z \psi_{j} \psi_{\ell}\right) \psi_{j}\right\} \|^{2} \\
= & n^{-1} \theta_{\ell}\left\{\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \theta_{j}-2 \alpha_{0} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3} \theta_{j}\right. \\
& \left.+\alpha_{0}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4} \theta_{j}\right\} . \tag{5.38}
\end{align*}
$$

This approximation does not depend on the amount of smoothing ( $\alpha_{1}$ ) applied. This effect on the variance can be seen in the next terms. Differentiating the above variance approximation with respect to $\alpha_{0}$, we obtain the optimal values of $\alpha_{0}, \alpha_{0}^{*}=\max \left(\frac{\sum_{j: j \neq \ell}\left(\theta_{e}-\theta_{j}\right)^{-3} \theta_{j}}{\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4} \theta_{j}}, 0\right)$. Consequently, $\operatorname{Var}\left(\alpha_{0}^{*}, \alpha_{1}\right) \leq \operatorname{Var}\left(0, \alpha_{1}\right)$. This means that applying some degree of $\alpha_{0}$ results in smaller variance than when we consider only some degree of $\alpha_{1}$. To see the effect of $\alpha_{0}$ on the MISE of the istimator, we have.

$$
\begin{align*}
& \operatorname{MISE}\left(\alpha_{0}, \alpha_{1}\right) \equiv E\left\|\tilde{\psi}_{\ell}-\psi_{\ell}\right\|^{2} \\
& \qquad \approx E\left\|n^{-1 / 2} \varphi^{(1)}+\alpha_{1} \varphi^{(2)}+n^{-1 / 2} \alpha_{0} \varphi^{(01)}+n^{-1 / 2} \alpha_{1} \varphi^{(12)}+\alpha_{0} \alpha_{1} \varphi^{(02)}\right\|^{2}, \tag{5.39}
\end{align*}
$$

where $\varphi^{(1)}, \varphi^{(2)}, \varphi^{(01)}, \varphi^{(12)}, \varphi^{(02)}$ introduced in (5.29)-(5.32) and (5.30). We can write the MISE as follows:

$$
\begin{equation*}
\operatorname{MISE}\left(\alpha_{0}, \alpha_{1}\right)=\operatorname{MISE}\left(0, \alpha_{1}\right)+\mathrm{f}\left(\alpha_{0}, \alpha_{1}\right) \tag{5.40}
\end{equation*}
$$

where

$$
\begin{align*}
\operatorname{MISE}\left(0, \alpha_{1}\right) \approx n^{-1} \theta_{\ell} & \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \theta_{j}-n^{-1} \alpha_{1}\left\{\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2} \theta_{j}\right. \\
& +2 \theta_{\ell}^{2} \sum_{k \neq \ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-2}\left(\theta_{\ell}-\theta_{j}\right)^{-1} \theta_{j}\left(\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}\right) \\
& \left.-2 \theta_{\ell}^{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3} \theta_{j}\right\} \\
+ & \alpha_{1}^{2}\left\{\frac{1}{4}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+\theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)^{2}\right\}, \tag{5.41}
\end{align*}
$$

and,

$$
\begin{align*}
\mathrm{f}\left(\alpha_{0}, \alpha_{1}\right)= & -2 n^{-1} \alpha_{0} \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3} \theta_{j} \\
+ & 2 n^{-1 / 2} \alpha_{0} \alpha_{1} \theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)^{2} \\
+ & \alpha_{0} \alpha_{1}^{2}\left\{2 \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)^{2}-\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}\right\} \\
+ & n^{-1} \alpha_{0}^{2}\left\{\theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)^{2}+\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4} \theta_{j}\right\} \\
+ & 2 n^{-1} \alpha_{0} \alpha_{1}\left\{\frac{1}{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3} \theta_{j}\right. \\
& +\theta_{\ell}^{2} \sum_{k \neq \ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-3}\left(\theta_{\ell}-\theta_{j}\right)^{-1} \theta_{j}\left(\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}\right) \\
& +\theta_{\ell}^{2} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{k}\right)^{-4} \theta_{j}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)+\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3} \theta_{j}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right) \\
& \left.+\theta_{\ell}^{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right) \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4} \theta_{j}\right\} \\
+ & 2 n^{-1 / 2} \alpha_{0}^{2} \alpha_{1}\left\{\theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)^{2}\right\} \\
+ & \alpha_{0}^{2} \alpha_{1}^{2}\left\{\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+\sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-2}\left(\int \psi_{j}^{\prime \prime} \psi_{\ell}^{\prime \prime}\right)^{2}\right\} . \tag{5.42}
\end{align*}
$$

If we ignore the term of $n^{-1} \alpha_{0} \alpha_{1}$ in (5.40), then in our case in which $\left(\int \psi_{\ell}^{\prime \prime} \psi_{j}^{\prime \prime}\right)=$ 0 for $j \neq \ell$, minimising with respect to $\alpha_{0}$, results in,

$$
\begin{equation*}
\alpha_{0}^{*}=\frac{n^{-1} \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-3} \theta_{j}+\frac{1}{2} \alpha_{1}^{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}}{\alpha_{1}^{2}\left(\int\left(\psi_{\ell}^{\prime \prime}\right)^{2}\right)^{2}+n^{-1} \theta_{\ell} \sum_{j: j \neq \ell}\left(\theta_{\ell}-\theta_{j}\right)^{-4} \theta_{j}} \tag{5.43}
\end{equation*}
$$

$\mathrm{f}\left(\alpha_{0}, \alpha_{1}\right)$ is decreasing with respect to $\alpha_{0}$, when it is between 0 and $\alpha_{0}^{*}$. Thus, it is beneficial to apply some degree of $\alpha_{0}$ if $\alpha_{0}^{*} \geq 0$. Only in this case do we have $\operatorname{MISE}\left(\alpha_{0}^{*}, \alpha_{1}\right) \leq \operatorname{MISE}\left(0, \alpha_{1}\right)$. It can be seen that $\alpha_{0}^{*}$ tends to $\frac{1}{2}$ when $n$ is large enough (compared with the two sums in the ratio) for fixed $\alpha_{1}$ or when $\alpha_{1} \rightarrow \infty$ for fixed $n$. However, in (5.40) if we take the term $n^{-1} \alpha_{0} \alpha_{1}$ into account, then minimise it with respect to $\alpha_{0}$, we obtain,

Here also it can be seen that $\alpha_{0}^{*}$ tends to $\frac{1}{2}$ when $n$ is large enough (compared with the two sums, multiplied to it) for fixed $\alpha_{1}$ or when $\alpha_{1} \rightarrow \infty$ for fixed $n$. Numonicol worls on (544) bhowed that for a manll positive choice of on, which depends on the rate of decay of the $\theta_{j}, \alpha_{0}$ quickly converges to $\frac{1}{2}$ for all $\ell \geq 1$. Hence, these all support that applying some value of $\alpha_{0}$ might be useful when some degree of smoothing $\left(\alpha_{1}\right)$ is used. Our simulation result also confirms this result. However, if we have $\alpha_{1}=0$, applying any degree of $\alpha_{0}$ to (5.18) is useless, because the ratio is changed to maximizing of

$$
\begin{equation*}
\frac{\iint_{\mathcal{I}^{2}} \widehat{K}(u, v) \phi(u) \phi(v) d u d v}{\|\phi\|^{2}}+\alpha_{0} \tag{5.45}
\end{equation*}
$$

This shows that any amount of $\alpha_{0}$ does not affect the maximization problem. See the numerical results at the end of this Section.

It should be noted that without any problem, the above calculations can be generalised to the case in which $\rho_{j k}=\left[\psi_{j}, \psi_{k}\right]=\left\langle R \psi_{j}, R \psi_{k}\right\rangle=\left\langle\psi_{j}, Q \psi_{k}\right\rangle$ is
replaced by $\int \psi_{j}^{\prime \prime} \psi_{k}^{\prime \prime}$, where $Q=R^{*} R$ and $R^{*}$ denotes the adjoint of $R$.

### 5.13.5 How to Choose Appropriate Values of the Smoothing Parameters?

Without considering $\alpha_{0}$ in the problem, Ramsay and Silverman (1997) pointed out that the smoothing parameter $\alpha_{1}$ in many circumstances can be adequately chosen subjectively. However, one may use a usual cross-validation paradigm for an automatic choice of the smoothing parameter. In our case, in which we have the two smoothing parameters $\alpha_{0}$ and $\alpha_{1}$, we may also use the cross-validation criterion proposed by Silverman (1996) with the two parameters $\alpha_{0}$ and $\alpha_{1}$.

In each case, Gaussian and Non-Gaussian, and each model, the quartiles of the integrated squared error (ISE $\equiv\|\widehat{\psi}-\psi\|^{2}$ ) were computed by using 500 simulated datasets. The series related to $X$ was truncated at $j=N=20$, and the first 20 eigenfunctions were estimated. We computed the three quartiles of the ISE for the original estimations of the eigenfunctions (without applying $\alpha_{0}$ and $\alpha_{1}$ ), using only $\alpha_{1}$, and applying both $\alpha_{0}$ and $\alpha_{1}$. On the graphs, these are shown with " $o$ " lines, " + " lines, and "*" lines, respectively.

Furthermore, the horizontal axes show the order of the eigenfunctions, enumerated from 1 to 20. As "o" lines on the graphs show, the ISE is increasing as the order of the eigenfunction increases. This error might be due to increased roughness, which is increasing as the order of the eigenfunction increases. This situation has been reported by others, such as Pezzulli and Silverman (1993). Although applying some degree of smoothing $\left(\alpha_{1}\right)$ improves the estimations, the ISE of the smoothed eigenfunctions increases when the order of the eigenfunction increases. This error, however, can be decreased considerably(even for small sample sizes) by applying some degree of $\alpha_{0}$ with $\alpha_{1}$.


Figure 5.40: First four smoothed eigenfunctions obtained from Ramsay's Canadian weather stations dataset. The smoothing parameters $\alpha_{0}$ and $\alpha_{1}$ were chosen by crossvalidation.


Figure 5.41: First four smoothed eigenfunctions obtained from Ramsay's Canadian weather stations dataset. We chose the smoothing parameters $\alpha_{0}=0.01$ and $\alpha_{1}=$ 0.001 .


Figure 5.42: Performance of integrated squared error (ISE), when applying $\alpha_{0}$ and $\alpha_{1}$ ), using only $\alpha_{1}$, and without applying $\alpha_{0}$ and $\alpha_{1}$. On the graphs, the latter cases are shown with "*" lines, " + " lines, and " 0 " lines, respectively. We generated from the Non-Gaussian process under model (i), and for the sample sizes $n=30,50,100$. The first column shows the first quartile, the second and third columns reveal median and third quartiles, respectively.


Figure 5.43: Performance of integrated squared error (ISE), when applying $\alpha_{0}$ and $\alpha_{1}$ ), using only $\alpha_{1}$, and without applying $\alpha_{0}$ and $\alpha_{1}$. On the graphs, the latter cases are shown with "*" lines, "+" lines, and " 0 " lines, respectively. We generated from the Non-Gaussian process under model (ii), and for the sample sizes $n=30,50,100,200,500,1000$. The first column shows the first quartile, the second and third columns reveal median and third quartiles, respectively.


Figure 5.44: Performance of integrated squared error (ISE), when applying $\alpha_{0}$ and $\alpha_{1}$ ), using only $\alpha_{1}$, and without applying $\alpha_{0}$ and $\alpha_{1}$. On the graphs, the latter cases are shown with "*" lines, "+" lines, and " 0 " lines, respectively. We generated from the Non-Gaussian process under model (iii), and for the sample sizes $n=30,50,100,200,500,1000$. The first column shows the first quartile, the second and third columns reveal median and third quartiles, respectively.

## 6

## Conclusions

We have shown how to develop stochastic "Taylor expansions" of estimators of eigenvalues and eigenfunctions in functional principal components analysis, and provided a theoretical account of the accuracy of those expansions. We have seen that eigenvalue spacings have only a second-order effect on properties of eigenvalue estimators, but a first-order effect on properties of eigenfunction estimators. We have also shown that the stochastic expansions not only are valid for any finite number of principal components, but they are available uniformly in increasingly many components. The expansions themselves, or the methods used to derive them, can be used as the basis for an extensive theory of properties of functional principal components analysis, including the bootstrap. It should be mentioned that first order stochastic expansions of estimators of eigenvalues and eigenfunctions were given by Bosq (2000). We have addressed higher order stochastic expansions of the estimators, in particular those of order $n^{-3 / 2}$.

We have shown how stochastic, bootstrapped versions of uniform bounds that are obtainable via the mathematical theory of infinite-dimensional operators can be used to construct simultaneous confidence regions for literally all eigenvalue estimates, and for increasing numbers of eigenfunction estimates. The nature of
these regions means that their coverage accuracy errs on the side of conservatism. In the case of simultaneous confidence regions for eigenvalues the degree of conservatism is small, and the bootstrap confidence regions are attractive practical tools. We have also addressed the problem of bootstrap confidence regions for individual, or relatively small numbers of, eigenvalues and eigenfunctions. These regions have been described theoretically and numerically.

In regard to smoothing in principal component analysis (PCA) for Functional Data, the effect of the smoothing parameter has been discussed theoretically and numerically.

Also, the impact of eigenvalue spacings on properties of functional linear regression has been addressed. We have explored the validity of simple accounts of the performance of functional linear regression. It has been observed that those accounts are valid if eigenvalues are reasonably well separated, but not necessarily otherwise. However, the expansions have implications beyond that setting. For example, they can be used to describe properties of functional-data methods applied to classification and clustering.

## Appendix I

## Generalisation and Proof of

## Theorem 4.1

I.1. Generalisation. Theorem 4.1 as a rigorous version of (4.15) can be generalised. A version of Theorem 4.1 is available under more general conditions than (4.16). In the present Section we develop and state the general theorem under explicit regularity conditions, and in Section (I.2) we derive the theorem in that general form.

For brevity, write simply $b$ for $b^{0}$. One way in which we generalise (4.16) is through assuming that $\theta_{j}$ and $b_{j}$ satisfy only Césaro-summability conditions, rather than being constrained to equal regularly varying functions:
for each $p, q$ and $r$ with $p \geq 0$, it is true that for all $j \geq 1$ and all $\eta>0$,

$$
\sum_{k=1}^{j}\left|b_{k}\right|^{p} \theta_{k}^{q} k^{r} \leq \text { const. }\left(1+\left|b_{j}\right|^{p} \theta_{j}^{q} j^{r+1+\eta}\right),
$$

where the constant depends on $p, q, r$ and $\eta$; and, if the infinite series converges, for all $j \geq 1$ and all $\eta>0$,

$$
\sum_{k=j}^{\infty}\left|b_{k}\right|^{p} \theta_{k}^{q} k^{r} \leq \text { const. }\left|b_{j}\right|^{p} \theta_{j}^{q} j^{r+1+\eta} .
$$

Also, we work with weaker conditions on spacings than are given in (4.16):
for all $1 \leq j<k<\infty, \frac{\max \left(\theta_{j}, \theta_{k}\right)}{\left|\theta_{j}-\theta_{k}\right|} \leq$ const. $\frac{\max (j, k)}{|j-k|}$.

We also ask that:
for some $\eta>0, b_{j}^{2} \theta_{j}^{-2} j^{1+\eta} \rightarrow 0$ as $j \rightarrow \infty$; and $b_{j}^{2} \theta_{j}^{-2} j$ is ultimately decreasing in $j$;
the process $X$ has all moments finite, and defining $A=X-E(X)$, we have $E\left(\int A \psi_{j}\right)^{2 r} \leq C_{r}\left\{E\left(\int A \psi_{j}\right)^{2}\right\}^{r}$ for all integers $r \geq 1$,
where $C_{r}$ depends only on $r$, not on $j$.
$E\left(|\epsilon|^{r}\right)<\infty$ for all $r>0, E(\epsilon)=0$, and $E\left(\epsilon^{2}\right)=\sigma^{2} ;$

$$
\begin{equation*}
\text { for some } \eta>0, n^{-1+\eta} r_{0}^{2} \theta_{r_{0}}^{-2} \rightarrow 0 \tag{I.6}
\end{equation*}
$$

Define

$$
\begin{equation*}
W(t)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}(t)-\bar{X}(t)\right\}\left(\epsilon_{i}-\bar{\epsilon}\right), \tag{I.7}
\end{equation*}
$$

where $\bar{\epsilon}=n^{-1} \sum_{i=1}^{n} \epsilon_{i}$, and put

$$
\begin{equation*}
S(r)=\sum_{j=1}^{r} \theta_{j}^{-2}\left\{\int_{\mathcal{I}} W(t) \phi_{j}(t) d t\right\}^{2} \tag{I.8}
\end{equation*}
$$

Assumption (4.16) implies (I.1)-(I.6). Moreover, we have the following result, of which Theorem 4.1 is a corollary:

Theorem I.1. Assume (I.1)-(I.6). To eliminate pathologies arising from too small values of $\hat{\theta}_{j}$, replace $\hat{b}_{j}$ by an arbitrary fixed constant if $\left|\hat{b}_{j}\right|>c_{1} n^{c_{2}}$, for any given $c_{1}, c_{2}>0$. Then for some $\eta>0$ we have, with probability 1 for all $1 \leq r \leq r_{0}$,

$$
\left|\int_{\mathcal{I}}(\hat{b}-b)^{2}-S(r)-\sum_{j=r+1}^{\infty} b_{j}^{2}\right| \leq \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n),
$$

where $\hat{A}(n)$ denotes a positive random variables which satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<$ $\infty$ for each integer $s \geq 1$, and the constant does not depend on $n$ and $r$. Additionally, for each $r \geq 1$,

$$
E\{S(r)\}=\frac{1}{n}\left(1-\frac{1}{n}\right) \sigma^{2} \sum_{j=1}^{r} \theta_{j}^{-1} .
$$

I.2. Proof of Theorem I.1. The proof has similarities to the arguments in Chapter 2 , in that it proceeds by developing "Taylor approximations" (analogues of those at (1.11), (1.12), (1.32) and (1.33)). However, in order to make the regularity conditions relatively weak it is advantageous to go back to the methods used to derive Theorem 2.1, rather than use Theorem 2.1 itself as the basis for a proof of Theorem I.1.
I.2.1. Preliminaries. Note that by (I.2),

$$
\begin{equation*}
\rho_{j}^{-1} \equiv \max _{k: k \neq j}\left|\theta_{j}-\theta_{k}\right|^{-1} \leq \text { const. } \max _{k: k \neq j}\left\{\frac{\max (j, k)}{|j-k| \max \left(\theta_{j}, \theta_{k}\right)}\right\} \leq \text { const. } \theta_{j}^{-1} j . \tag{I.9}
\end{equation*}
$$

Define $\bar{b}_{j}=\int b \widehat{\psi}_{j}$. Then $b=\sum_{j=1}^{\infty} \bar{b}_{j} \widehat{\psi}_{j}$, and also $\hat{b}=\sum_{j=1}^{r} \hat{b}_{j} \widehat{\psi}_{j}$, where $\hat{b}_{j}=$ $\hat{\theta}_{j}^{-1} \hat{g}_{j}$ and $\hat{g}_{j}=\int \hat{g} \widehat{\psi}_{j}$. Therefore,

$$
\begin{equation*}
\int(\hat{b}-b)^{2}=\sum_{j=1}^{r}\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}+\sum_{j=r+1}^{\infty} \bar{b}_{j}^{2} . \tag{I.10}
\end{equation*}
$$

In the proof below, if $\Psi$ is a symmetric function of two variables and $\psi_{1}$ and $\psi_{2}$ are both functions of a single variable, then we shall write $\int \Psi \psi_{1} \psi_{2}$ and $\int \Psi \psi_{1}$ to denote, respectively, the scalar $\iint_{\mathcal{I}^{2}} \Psi(u, v) \psi_{1}(u) \psi_{2}(v) d u d v$ and the function of which the value at $u$ is $\int_{\mathcal{I}} \Psi(u, v) \psi_{1}(v) d v$.

Lemma I.1. Let $S\left(r_{0}\right)$ be as introduced in (I.8), and $\hat{b}_{j}$ be replaced by an arbitrary fixed constant if its absolute value exceeds $c_{1} n^{c_{2}}$, for some $c_{1}, c_{2}>0$. Then, there exists $d>0$ such that for each $s \geq 1$,

$$
E\left(\max _{r \leq r_{0}}\|\hat{b}\|^{s}\right)+E\left\{S\left(r_{0}\right)^{s}\right\} \leq \text { const. } n^{d s},
$$

where the constant depends on $r$ but not on $n$.
(Note that this is the only part of the proof of Theorem I. 1 where we use this assumption.)

$$
\begin{aligned}
E\|\hat{b}\|^{s}= & E\left\|\sum_{j=1}^{r} \hat{b}_{j} \widehat{\psi}_{j}\right\|^{s} \leq r^{s} E\left[\max _{1 \leq j \leq r}\left(\hat{b}_{j}\left\|\widehat{\psi}_{j}\right\|\right)\right]^{s} \leq r^{s} \sum_{j=1}^{r} E\left|\hat{b}_{j}\right|^{s} \\
\leq & r^{s} \sum_{j=1}^{r} E\left[\left|\hat{b}_{j}\right|^{s} I\left(\left|\hat{b}_{j}\right| \leq c_{1} n^{c_{2}}\right)+C^{s} I\left(\left|\hat{b}_{j}\right|>c_{1} n^{c_{2}}\right)\right] \\
= & r^{s} \sum_{j=1}^{r}\left[E\left\{\left|\hat{b}_{j}\right|^{s} I\left(\left|\hat{b}_{j}\right| \leq c_{1} n^{c_{2}}\right)\right\}+C^{s} \mathrm{P}\left(\left|\hat{b}_{j}\right| \geq c_{1} n^{c_{2}}\right)\right] \\
= & r^{s} \sum_{j=1}^{r}\left[E\left[\left|\hat{\theta}_{j}^{-1} \hat{g}_{j}\right|^{s}\left\{I\left(\hat{\theta}_{j} \leq \frac{1}{2} \theta_{j}\right)+I\left(\hat{\theta}_{j}>\frac{1}{2} \theta_{j}\right)\right\} I\left(\left|\hat{b}_{j}\right| \leq c_{1} n^{c_{2}}\right)\right]\right. \\
& \left.\quad+C^{s} \mathrm{P}\left(\left|\hat{b}_{j}\right| \geq c_{1} n^{c_{2}}\right)\right] .
\end{aligned}
$$

So,

$$
\begin{align*}
E\|\hat{b}\|^{s} & \leq r^{s} \sum_{j=1}^{r}\left[E\left[\left(\frac{1}{2} \theta_{j}\right)^{-1} \hat{g}_{j}\right]^{s}+\left(c_{1} n^{c_{2}}\right)^{s} \mathrm{P}\left(\hat{\theta}_{j} \leq \frac{1}{2} \theta_{j}\right)+C^{s}\right] \\
& \leq r^{s} \sum_{j=1}^{r}\left[\left(2 / \theta_{j}\right)^{s} 2^{s-1}\left\{\left|g_{j}\right|^{s}+E\left|\hat{g}_{j}-g_{j}\right|^{s}\right\}+\left(c_{1} n^{c_{2}}\right)^{s} \mathrm{P}\left(\hat{\theta}_{j} \leq \frac{1}{2} \theta_{j}\right)+C^{s}\right] \\
& \leq r^{s} \sum_{j=1}^{r}\left[\left(2 / \theta_{j}\right)^{s} 2^{s-1}\left\{\left|g_{j}\right|^{s}+E\left|\hat{g}_{j}-g_{j}\right|^{s}\right\}+\left(c_{1} n^{c_{2}}\right)^{s} \mathrm{P}\left(\left|\hat{\theta}_{j}-\theta_{j}\right| \geq \frac{1}{2} \theta_{j}\right)+C^{s}\right] \\
& \leq r^{s} \sum_{j=1}^{r}\left[\left(2 / \theta_{j}\right)^{s} 2^{s-1}\left\{\left|g_{j}\right|^{s}+E\left|\hat{g}_{j}-g_{j}\right|^{s}\right\}+\left(c_{1} n^{c_{2}}\right)^{s}\left(2 / \theta_{j}\right)^{k} E\left|\hat{\theta}_{j}-\theta_{j}\right|^{k}+C^{s}\right] \\
& \leq r^{s} \sum_{j=1}^{r}\left[\left(2 / \theta_{j}\right)^{s} 2^{s-1}\left\{\left|g_{j}\right|^{s}+E\left|\hat{g}_{j}-g_{j}\right|^{s}\right\}+\left(c_{1} n^{c_{2}}\right)^{s}\left(2 / \theta_{j}\right)^{k} E\left(\widehat{\Delta}^{k}\right)+C^{s}\right], \tag{I.11}
\end{align*}
$$

where we have used Markov's inequality for some $k>0$, and the fact that $\mid \hat{\theta}_{j}$ $\theta_{j} \mid \leq \widehat{\Delta}$ to obtain the last two inequalities above, respectively.

We also have:

$$
\left|\hat{g}_{j}-g_{j}\right|=\left|\int \hat{g} \widehat{\psi}_{j}-\int g \psi_{j}\right|=\int(\hat{g}-g) \psi_{j}+\int(\hat{g}-g)\left(\widehat{\psi}_{j}-\psi_{j}\right)+\int g\left(\widehat{\psi}_{j}-\psi_{j}\right),
$$

Hence,

$$
\begin{aligned}
\left|\hat{g}_{j}-g_{j}\right|^{s} & =\left\{\int(\hat{g}-g) \psi_{j}+\int(\hat{g}-g)\left(\widehat{\psi}_{j}-\psi_{j}\right)+\int g\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{s} \\
& \leq C_{s}\left\{\|\hat{g}-g\|^{s}+\|\hat{g}-g\|^{s}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{s}+\|g\|^{s}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{s}\right\}
\end{aligned}
$$

and then,

$$
\begin{equation*}
E\left|\hat{g}_{j}-g_{j}\right|^{s} \leq C_{s}\left\{E\|\hat{g}-g\|^{s}+E\left[\|\hat{g}-g\|^{s}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{s}\right]+\|g\|^{s} E\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{s}\right\} \tag{I.12}
\end{equation*}
$$

Also, we shall prove in (I.42) that $E\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2 s}=O\left(\left\{n^{-1} \theta_{j}\right\}^{s}\right)$. Thus, this result leads us to:

$$
\begin{align*}
E\|\hat{g}-g\|^{2 s}=E\left(\|\hat{g}-g\|^{2}\right)^{s} & =E\left(\sum_{j=1}^{\infty}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}\right)^{s} \\
& \leq\left(\sum_{j=1}^{\infty}\left[E\left\{\int(\hat{y}-y) \psi_{j}\right\}^{2 s}\right]^{1 / s}\right)^{s} \\
& \leq\left(\sum_{j=1}^{\infty}\left[\left(\theta_{j} / n\right)^{s}\right]^{1 / s}\right)^{s} \\
& =n^{-s}\left(\sum_{j=1}^{\infty} \theta_{j}\right)^{s}=O\left(n^{-s}\right) . \tag{I.13}
\end{align*}
$$

Also, in Section (I.2.8) we shall prove that $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq n^{-1} j^{2} \max _{1 \leq j \leq r_{0}} \tilde{a}_{j}$, where $E\left(\max _{1 \leq j \leq r_{0}} \tilde{a}_{j}\right)^{s} \leq r_{0} \max _{1 \leq j \leq r_{0}} E\left(\tilde{a}_{j}^{s}\right) \leq$ const. $r_{0}$, in which the constant does not depend on $n$ or $r_{0}$. Therefore, for $1 \leq j \leq r_{0}$,

$$
E\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2 s} \leq n^{-s} j^{2 s} E\left[\max _{1 \leq j \leq r_{0}} \tilde{a}_{j}\right]^{s} \leq n^{-s} j^{2 s} \text { const. } r_{0} \leq \text { const. } n^{-s} r_{0}^{2 s+1}
$$

and as a result,

$$
\begin{align*}
E\left[\left(1+\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{s}\right)\|\hat{g}-g\|^{s}\right] & \leq\left(E\left[1+\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{s}\right]^{2}\right)^{1 / 2}\left(E\|\hat{g}-g\|^{2 s}\right)^{1 / 2} \\
& \leq \text { const. }\left(1+n^{-s} r_{0}^{2 s+1}\right)^{1 / 2} n^{-s / 2} \\
& \leq \text { const. } n^{-s} r_{0}^{s+\frac{1}{2}} \tag{I.14}
\end{align*}
$$

Substituting results (I.13) and (I.14) into (I.12) gives:

$$
\begin{aligned}
E\left|\hat{g}_{j}-g_{j}\right|^{s} & \leq C_{s}\left\{n^{-s / 2}+n^{-s} r_{0}^{s+\frac{1}{2}}+n^{-s / 2} r_{0}^{s+1}\right\} \\
& \leq C_{s} n^{-s / 2}\left\{1+n^{-s / 2} r_{0}^{s+\frac{1}{2}}+r_{0}^{s+1}\right\} \\
& \leq C_{s} n^{-s / 2} r_{0}^{s+1} .
\end{aligned}
$$

Therefore, we have from (I.11) that for $s \geq 1$,

$$
\begin{aligned}
E\|\hat{b}\|^{s} \leq \text { const. } & r^{s}\left\{r+\left(\theta_{r}^{-1} r^{2} n^{-1}\right)^{s / 2} r^{2}\right. \\
& \left.+c_{1} n^{c_{2} s}\left(r \theta_{r}^{-1} n^{-1 / 2}\right)^{k}+C^{s}\right\}
\end{aligned}
$$

This also implies that

$$
\begin{align*}
E\left(\max _{r \leq r_{0}}\|\hat{b}\|^{s}\right) & \leq \sum_{r=1}^{r_{0}} E\|\hat{b}\|^{s} \\
& \leq \text { const. } r_{0}^{s+1}\left\{r_{0}+\left(\theta_{r_{0}}^{-1} r_{0}^{2} n^{-1}\right)^{s / 2} r_{0}^{2}+c_{1} n^{c_{2} s}\left(r_{0} \theta_{r_{0}}^{-1} n^{-1 / 2}\right)^{k}+C^{s}\right\} \\
& \leq c_{1}^{*} n^{d s} \tag{I.15}
\end{align*}
$$

where $c_{1}^{*}$ depends on $r$ but not $n$, and $d$ is positive. Furthermore, we have used (I.6) to obtain the last inequality. We see that

$$
\begin{align*}
E\left\{S\left(r_{0}\right)^{s}\right\} & =E\left[\sum_{j=1}^{r_{0}} \theta_{j}^{-2}\left\{\int_{\mathcal{I}} W(t) \psi_{j} d t\right\}^{2}\right]^{s} \\
& =E\left[\sum_{j=1}^{r_{0}} \theta_{j}^{-2}\left\{\frac{1}{n} \sum_{i=1}^{n} \int_{\mathcal{I}}\left(X_{i}(t)-\bar{X}(t)\right) \psi_{j}(t) d t\left(\epsilon_{i}-\bar{\epsilon}\right)\right\}^{2}\right]^{s} \\
& =E\left[\sum_{j=1}^{r_{0}} \theta_{j}^{-2}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\epsilon_{i}-\bar{\epsilon}\right)\right\}^{2}\right]^{s} \\
& \leq r_{0}^{s-1} \sum_{j=1}^{r_{0}} \theta_{j}^{-2 s} E\left[\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\epsilon_{i}-\bar{\epsilon}\right)\right]^{2 s} \tag{I.16}
\end{align*}
$$

By using independence of the ( $X_{i}, \epsilon_{i}$ ) and of $X_{i}$ from $\epsilon_{i}$, and then applying the Rosenthal's inequality, we have:

$$
\left.\left.\begin{array}{rl}
E\left[\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\epsilon_{i}-\bar{\epsilon}\right)\right]^{2 s} \leq & n^{-2 s} C_{s}
\end{array}\right] \sum_{i=1}^{n} E\left\{\left(\xi_{i j}-\bar{\xi}_{j}\right)^{2 s}\left(\epsilon_{i}-\bar{\epsilon}\right)^{2 s}\right\}\right)
$$

Thus, by (I.4),

$$
\left.\left.\begin{array}{l}
E\left[\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\epsilon_{i}-\bar{\epsilon}\right)\right]^{2 s} \leq n^{-2 s} C_{s}\left[\sum_{i=1}^{n} E\left\{\left(\xi_{i j}-\bar{\xi}_{j}\right)^{2 s}\right\} E\left\{\left(\epsilon_{i}-\bar{\epsilon}\right)^{2 s}\right\}\right. \\
+ \\
\left.+\left(\sum_{i=1}^{n} E\left\{\left(\xi_{i j}-\bar{\xi}_{j}\right)^{2}\right\} E\left\{\left(\epsilon_{i}-\bar{\epsilon}\right)^{2}\right\}\right)^{s}\right] \\
\leq n^{-2 s} C_{s}
\end{array}\right]\left[\sum_{i=1}^{n} \theta_{j}^{s} E\left\{\left(\epsilon_{i}-\bar{\epsilon}\right)^{2 s}\right\}+\left(\theta_{j} \sum_{i=1}^{n} E\left\{\left(\epsilon_{i}-\bar{\epsilon}\right)^{2}\right\}\right)^{s}\right]\right)
$$

Therefore, substituting the above result into (I.16) we deduce that

$$
\begin{equation*}
E\left\{S\left(r_{0}\right)^{s}\right\} \leq r_{0}^{s-1} \sum_{j=1}^{r_{0}} \theta_{j}^{-s} n^{-s} \leq r_{0}^{s} n^{-s} \theta_{r_{0}}^{-s} . \tag{I.17}
\end{equation*}
$$

Combining (I.15) and (I.17) finishes the proof.

In view of Lemma I.1, noting particulary that $C$ in (I.18) below is arbitrarily large, Theorem I. 1 will follow if we derive the following result. Recall that $\widehat{\Delta}=$ $\|\widehat{K}-K\|$.

Proposition I.1. Assume (I.1)-(I.6). Given $c>0$, let $\mathcal{G}$ denote the event that $\widehat{\Delta} \leq c r_{0}^{-1} \theta_{r_{0}}$. Then, for each choice of $c$,

$$
\begin{equation*}
1-P(\mathcal{G})=O\left(n^{-C}\right) \quad \text { as } \quad n \rightarrow \infty, \quad \text { for each } C>0 \tag{I.18}
\end{equation*}
$$

Moreover, if $c$ is sufficiently small then for some $\eta>0$ we have, for all $1 \leq r \leq r_{0}$, provided $\mathcal{G}$ holds,

$$
\begin{equation*}
\left|\int_{\mathcal{I}}(\hat{b}-b)^{2}-S(r)-\sum_{j=r+1}^{\infty} b_{j}^{2}\right| \leq \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n), \tag{I.19}
\end{equation*}
$$

where $\hat{A}(n)$ denotes a positive random variable which satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<$ $\infty$ for each $s \geq 1$, and the constant does not depend on $n$ and $r$. Additionally, for each $r \geq 1$,

$$
\begin{equation*}
E\{S(r)\}=\frac{1}{n}\left(1-\frac{1}{n}\right) \sigma^{2} \sum_{j=1}^{r} \theta_{j}^{-1} \tag{I.20}
\end{equation*}
$$

I.2.2. Approximation to first term on right-hand side of (I.10). Write

$$
\begin{aligned}
\hat{b}_{j}-\bar{b}_{j}= & \hat{\theta}_{j}^{-1} \int \hat{g} \widehat{\psi}_{j}-\int b \widehat{\psi}_{j} \\
= & \hat{\theta}_{j}^{-1} \int(\hat{g}-g)\left(\widehat{\psi}_{j}-\psi_{j}\right)-\int b\left(\widehat{\psi}_{j}-\psi_{j}\right) \\
& +\hat{\theta}_{j}^{-1} \int g\left(\widehat{\psi}_{j}-\psi_{j}\right)+\hat{\theta}_{j}^{-1} \int \hat{g} \psi_{j}-\int b \psi_{j} \\
= & \hat{\theta}_{j}^{-1} \int(\hat{g}-g)\left(\widehat{\psi}_{j}-\psi_{j}\right)-\int b\left(\widehat{\psi}_{j}-\psi_{j}\right)+\left(\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right) \int g\left(\widehat{\psi}_{j}-\psi_{j}\right) \\
& +\hat{\theta}_{j}^{-1} \int(\hat{g}-g) \psi_{j}-\int b \psi_{j}+\theta_{j}^{-1} \int g\left(\widehat{\psi}_{j}-\psi_{j}\right)+\hat{\theta}_{j}^{-1} \int g \psi_{j} \\
= & \hat{\theta}_{j}^{-1} \int(\hat{g}-g)\left(\widehat{\psi}_{j}-\psi_{j}\right)-\int b\left(\widehat{\psi}_{j}-\psi_{j}\right)+\theta_{j}^{-1} \int(\hat{g}-g) \psi_{j} \\
& +\left(\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right)\left\{\int(\hat{g}-g) \psi_{j}+\int g\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\} \\
& \quad-\int b \psi_{j}+\hat{\theta}_{j}^{-1} \int g \psi_{j}+\theta_{j}^{-1} \int g\left(\widehat{\psi}_{j}-\psi_{j}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \hat{b}_{j}-\bar{b}_{j}=\theta_{j}^{-1} \int(\hat{g}-g) \psi_{j}+\int\left(\theta_{j}^{-1} g-b\right)\left(\hat{\psi}_{j}-\psi_{j}\right)-b_{j} \theta_{j}^{-1}\left(\hat{\theta}_{j}-\theta_{j}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\int b \psi_{j}+\hat{\theta}_{j}^{-1} \int g \psi_{j}+b_{j} \theta_{j}^{-1}\left(\hat{\theta}_{j}-\theta_{j}\right) \\
& =T_{1 j}+T_{2 j}
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{1 j}=\theta_{j}^{-1} \int(\hat{g}-g) \psi_{j}+\int\left(\theta_{j}^{-1} g-b\right)\left(\widehat{\psi}_{j}-\psi_{j}\right)-b_{j} \theta_{j}^{-1}\left(\hat{\theta}_{j}-\theta_{j}\right), \\
& T_{2 j}=\hat{\theta}_{j}^{-1} \int(\hat{g}-g)\left(\hat{\psi}_{j}-\psi_{j}\right)+\left(\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right)\left\{\int(\hat{g}-g) \psi_{j}+\int\left(g\left(\hat{\psi}_{j}-\psi_{j}\right)\right\}\right. \\
& \\
& \quad+\theta_{j}^{-1} \hat{\theta}_{j}^{-1} b_{j}\left(\hat{\theta}_{j}-\theta_{j}\right)^{2} .
\end{aligned}
$$

Here we have used the fact that $g_{j}=\theta_{j} b_{j}$. Note too that

$$
\begin{gather*}
\left|\left\{\sum_{j=1}^{r}\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}\right\}^{1 / 2}-\left(\sum_{j=1}^{r} T_{1 j}^{2}\right)^{1 / 2}\right| \leq\left(\sum_{j=1}^{r} T_{2 j}^{2}\right)^{1 / 2}  \tag{I.21}\\
\frac{1}{4} \sum_{j=1}^{r} T_{2 j}^{2} \leq \sum_{j=1}^{r} \hat{\theta}_{j}^{-2}\left\{\int(\hat{g}-g)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}+\sum_{j=1}^{r}\left(\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right)^{2}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2} \\
+\sum_{j=1}^{r}\left(\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right)^{2}\left\{\int g\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}+\sum_{j=1}^{r} b_{j}^{2} \theta_{j}^{-2} \hat{\theta}_{j}^{-2}\left(\hat{\theta}_{j}-\theta_{j}\right)^{4} . \tag{I.22}
\end{gather*}
$$

By (2.17) we have,

$$
\begin{equation*}
\sup _{j \geq 1}\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \widehat{\Delta} \tag{I.23}
\end{equation*}
$$

Provided

$$
\begin{equation*}
\widehat{\Delta} \leq \frac{1}{2} \rho_{r_{0}}, \tag{I.24}
\end{equation*}
$$

it follows from (I.22), (I.23) and the bound $\rho_{r_{0}} \leq \theta_{r_{0}}$, that for all $1 \leq r \leq r_{0}$,

$$
\begin{gather*}
\frac{1}{16} \sum_{j=1}^{r} T_{2 j}^{2} \leq\|\hat{g}-g\|^{2} \sum_{j=1}^{r} \theta_{j}^{-2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}+\widehat{\Delta}^{2} \sum_{j=1}^{r} \theta_{j}^{-4}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2} \\
+\widehat{\Delta}^{2} \sum_{j=1}^{r} \theta_{j}^{-4}\left\{\int g\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}+\widehat{\Delta}^{4} \sum_{j=1}^{r} b_{j}^{2} \theta_{j}^{-4} \tag{I.25}
\end{gather*}
$$

Let $\mathcal{G}$ denote the event that $\widehat{\Delta} \leq c r_{0}^{-1} \theta_{r_{0}}$, where $c>0$ is chosen so small that $c r_{0}^{-1} \theta_{r_{0}} \leq \frac{1}{2} \delta_{r_{0}}$ for all $n$. Result (I.9) implies that such a $c$ exists. From Theorem 2.5 we have that for each $s \geq 1, E\left(\widehat{\Delta}^{2 s}\right)=O\left(n^{-s}\right)$. Then,

$$
\begin{aligned}
1-P(\mathcal{G})=P\left(\widehat{\Delta} \leq c r_{0}^{-1} \theta_{r_{0}}\right) & \leq \frac{E\left(\widehat{\Delta}^{2 s}\right)}{\left(c r_{0}^{-1} \theta_{r_{0}}\right)^{s}} \leq \text { const. } \frac{n^{-s}}{\left(c r_{0}^{-1} \theta_{r_{0}}\right)^{s}} \\
& \leq \text { const. }\left(n^{-1+\eta} r_{0} \theta_{r_{0}}^{-1}\right)^{s} n^{-s \eta} \leq \text { const. } n^{-C},
\end{aligned}
$$

where $C=s \eta$, and we have used Markov's inequality to obtain the first inequality and (I.6) to get the last one. So, (I.18) has proved. Moreover, if $\mathcal{G}$ holds, then in view of our choice of $c$, so too does (I.24), and hence (I.25) is valid for $1 \leq r \leq r_{0}$. I.2.3. Approximation to $\sum_{j=1}^{r} T_{1 j}^{2}$. Write $\widehat{\Delta}_{g}=\hat{g}-g$ and define $\widehat{\Delta}_{j}(t)$ and $\hat{\delta}_{j}$ by

$$
\begin{align*}
\widehat{\psi}_{j}(t) & =\psi_{j}(t)+\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k}(t) \int(\widehat{K}-K) \psi_{j} \psi_{k}+\widehat{\Delta}_{j}(t)  \tag{I.26}\\
\hat{\theta}_{j} & =\theta_{j}+\int(\widehat{K}-K) \psi_{j} \psi_{j}+\hat{\delta}_{j}
\end{align*}
$$

Note that $W(t)=\widehat{\Delta}_{g}(t)-\int(\widehat{K}-K)(t, v) b(v) d v$. Put

$$
\begin{align*}
& T_{3 j}=\theta_{j}^{-1} \int \widehat{\Delta}_{g} \psi_{j}+\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1}\left(\theta_{j}^{-1} g_{k}-b_{k}\right) \int(\widehat{K}-K) \psi_{j} \psi_{k} \\
&-\theta_{j}^{-1} b_{j} \int(\widehat{K}-K) \psi_{j} \psi_{j} \\
&=\theta_{j}^{-1} \int\left(\widehat{\Delta}_{g}-\int(\widehat{K}-K) b\right) \psi_{j}=\theta_{j}^{-1} \int W \psi_{j},  \tag{I.27}\\
& T_{0}=-T_{3}=\int\left(\hat{R}_{j}^{-1}-\hat{D}_{j}-\hat{A}_{j}^{-1} b_{j} \hat{\delta}_{j}\right.
\end{align*}
$$

Then,

$$
\begin{align*}
& \sum_{j=1}^{r} T_{3 j}^{2}=\sum_{j=1}^{r} \theta_{j}^{-2}\left(\int W \psi_{j}\right)^{2}, \\
& \sum_{j=1}^{r} T_{4 j}^{2} \leq 2 \sum_{j=1}^{r} \theta_{j}^{-2}\left[\left\{\int\left(g-\theta_{j} b\right) \widehat{\Delta}_{j}\right\}^{2}+\left(b_{j} \hat{\delta}_{j}\right)^{2}\right],  \tag{I.28}\\
& \left|\left(\sum_{j=1}^{r} T_{1 j}^{2}\right)^{1 / 2}-\left(\sum_{j=1}^{r} T_{3 j}^{2}\right)^{1 / 2}\right| \leq\left(\sum_{j=1}^{r} T_{4 j}^{2}\right)^{1 / 2} . \tag{I.29}
\end{align*}
$$

## I.2.4. Bounds for $\sum_{j=1}^{r} T_{4 j}^{2}$.

Lemma I.2. The following results hold:

$$
\begin{align*}
\widehat{\psi}_{j}(t)-\psi_{j}(t) & =\sum_{k: k \neq j}\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1} \psi_{k}(t) \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j},  \tag{I.30}\\
& \left|\hat{\theta}_{j}-\theta_{j}-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| \leq\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\left(\left|\hat{\theta}_{j}-\theta_{j}\right|+\Delta_{(j)}\right), \tag{I.31}
\end{align*}
$$

where $\Delta_{(j)}=\left\|\int(\widehat{K}-K) \psi_{j}\right\|$.

Proof of Lemma: Result (I.30) follows from (2.9) on using $\hat{\theta}_{j}$ and $\widehat{\psi}_{j}$ instead of $\lambda_{j}$ and $\phi_{j}$. To prove (I.31), by (2.20), we have

$$
\begin{aligned}
\left|\hat{\theta}_{j}-\theta_{j}-\int(\widehat{K}-K) \psi_{j} \psi_{j}\right| & \leq\left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|+\left|\hat{\theta}_{j}-\theta_{j}\right|\left|\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right| \\
& \leq\left\|\int(\widehat{K}-K) \psi_{j}\right\|\left\|\widehat{\psi}_{j}-\psi_{j}\right\|+\left|\hat{\theta}_{j}-\theta_{j}\right|\left\|\widehat{\psi}_{j}-\psi_{j}\right\| \\
& =\left\|\widehat{\psi}_{j}-\psi_{j}\right\|\left(\left|\hat{\theta}_{j}-\theta_{j}\right|+\Delta_{(j)}\right) . \text { 邅 }
\end{aligned}
$$

From (I.30) it follows that

$$
\begin{aligned}
\widehat{\Delta}_{j}= & \sum_{k: k \neq j}\left\{\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1}-\left(\theta_{j}-\theta_{k}\right)^{-1}\right\} \psi_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& +\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} \psi_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}+\psi_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} .
\end{aligned}
$$

Therefore, using (I.23),

$$
\begin{align*}
\left|\int\left(\theta_{j} b-g_{j}\right) \widehat{\Delta}_{j}\right|^{2}= & \left\lvert\, \sum_{k: k \neq j}\left\{\left(1+\frac{\hat{\theta}_{j}-\theta_{j}}{\theta_{j}-\theta_{k}}\right)^{-1}-1\right\} b_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right. \\
& +\left.\sum_{k: k \neq j} b_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right|^{2} \\
\leq & 8 \widehat{\Delta}^{2}\left\{\sum_{k: k \neq j}\left|\left(\theta_{j}-\theta_{k}\right)^{-1} b_{k} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k}\right|\right\}^{2} \\
& +2\left\{\sum_{k: k \neq j}\left|b_{k} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right|\right\}^{2} \\
\leq & 8 \widehat{\Delta}^{2}\left\{\sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-2}\right\}\left\|\int(\widehat{K}-K) \widehat{\psi}_{j}\right\|^{2} \\
& +2\left(\int b^{2}\right)\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\|^{2} \\
\leq & 8 \widehat{\Delta}^{4} \sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-2}+2 \widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \int b^{2}, \tag{I.32}
\end{align*}
$$

where the first identity always holds, but the three inequalities are predicated on $\mathcal{G}$ obtaining and $1 \leq j \leq r_{0}$.

$s(j) \equiv \sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-2} \leq$ const. $\sum_{k: k \neq j} b_{k}^{2}\left\{\frac{\max (j, k)}{|j-k| \max \left(\theta_{j}, \theta_{k}\right)}\right\}^{2} \equiv$ const. $t(j)$,
say. Using the first part of (I.3) to bound $b_{k}^{2} \theta_{k}^{-2}$ we can show that for some $\eta>0$,

$$
\begin{aligned}
t(j) & \leq \text { const. }\left\{\sum_{k \leq j / 2, k>2 j} b_{k}^{2} \theta_{k}^{-2}+j^{2} \sum_{j / 2<k \leq 2 j} b_{k}^{2} \theta_{k}^{-2}(j-k)^{-2}\right\} \\
& \leq \text { const. }\left\{1+j^{1-\eta} \sum_{j / 2<k \leq 2 j}(j-k)^{-2}\right\} \leq \text { const. } j^{1-\eta} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
s(j) \equiv \sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-2} \leq \text { const. } j^{1-\eta} \tag{I.33}
\end{equation*}
$$

Combining (I.32) and (I.33) we deduce that if $\mathcal{G}$ holds and $1 \leq j \leq r_{0}$, we have
for some $\eta>0$ :

$$
\begin{equation*}
\left|\int\left(\theta_{j} b-g\right) \widehat{\Delta}_{j}\right|^{2} \leq \text { const. } \widehat{\Delta}^{4} j^{1-\eta}+2 \widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \int b^{2} . \tag{I.34}
\end{equation*}
$$

More simply, by (I.23) and (I.31), $\left|\hat{\delta}_{j}\right| \leq 2 \widehat{\Delta}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|$, whence by (I.1), (I.28) and (I.34), if $\mathcal{G}$ holds and $1 \leq r \leq r_{0}$, then

$$
\begin{align*}
\sum_{j=1}^{r} T_{4 j}^{2} & \leq \text { const. } \widehat{\Delta}^{2} \sum_{j=1}^{r} \theta_{j}^{-2}\left(\widehat{\Delta}^{2} j^{1-\eta}+\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}\right) \\
& \leq \text { const. } \widehat{\Delta}^{4} \theta_{r}^{-2} r^{2}+\text { const. } \widehat{\Delta}^{2} \sum_{j=1}^{r} \theta_{j}^{-2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} . \tag{I.35}
\end{align*}
$$

We shall prove in Section (I.2.8) that for each $\eta>0$,

> if $\mathcal{G}$ holds then for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r} \theta_{j}^{-2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq$ const. $n^{-1+\eta} r^{3} \theta_{r}^{-2} \hat{A}_{1}(n, \eta)$, where the random variable $\hat{A}_{1}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}_{1}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

It therefore follows from (I.35) that for each $\eta>0$,

> if $\mathcal{G}$ holds, then for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r} T_{4 j}^{2} \leq$ const. $n^{-2+\eta} r^{3} \theta_{r}^{-2}$ $\times \hat{A}(n, \eta)$, where $\hat{A}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

The factor $n^{-2+\eta} r^{3} \theta_{r}^{-2}$ on the right-hand side of (I.37) can equivalently be written as $n^{-1} r \theta_{r}^{-1} \cdot n^{-1+\eta} r^{2} \theta_{r}^{-1}$. By (I.6), for some $\eta^{\prime}>0$, we have $n^{-1+\eta^{\prime}} r_{0}^{2} \theta_{r_{0}}^{-1} \rightarrow$ 0 . Put $\hat{A}_{r}(n)=n^{-1+2 \eta} r^{2} \theta_{r}^{-1} \hat{A}(n, \eta)$. Then, for $\eta=\frac{1}{2} \eta^{\prime}$, we have $\hat{A}_{r}(n) \leq$ const. $\hat{A}(n, \eta)$, for each $1 \leq r \leq r_{0}$. Therefore, for some $\eta>0$,

$$
\begin{align*}
& \text { if } \mathcal{G} \text { holds then for all } 1 \leq r \leq r_{0}, \sum_{j=1}^{r} T_{4 j}^{2} \leq \text { const. }\left(n^{-1} r \theta_{r}^{-1}\right) \times \\
& \left(n^{-1+\eta} r^{2} \theta_{r}^{-1}\right) \hat{A}(n, \eta) \leq \text { const. } n^{-1-\eta} r \theta_{r}^{-1} \hat{A}(n) \text {, where } \hat{A}(n)=  \tag{I.38}\\
& \max _{1 \leq r \leq r_{0}} \hat{A}_{r}(n) \text { satisfies } \sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty \text { for each } s \geq 1 \text {. }
\end{align*}
$$

I.2.5. Bound for $\sum_{j=1}^{r} T_{2 j}^{2}$. We shall bound successive terms on the right-hand side of (I.25). Denote the series components of those terms by

$$
\begin{aligned}
& S_{1}=\sum_{j=1}^{r} \theta_{j}^{-2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}, S_{2}=\sum_{j=1}^{r} \theta_{j}^{-4}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}, \\
& S_{3}=\sum_{j=1}^{r} \theta_{j}^{-4}\left\{\int g\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\}^{2}, S_{4}=\sum_{j=1}^{r} \theta_{j}^{-4} b_{j}^{2},
\end{aligned}
$$

so that, by (I.25), if $\mathcal{G}$ holds and $1 \leq r \leq r_{0}$,

$$
\begin{equation*}
\frac{1}{16} \sum_{j=1}^{r} T_{2 j}^{2} \leq\|\hat{g}-g\|^{2} S_{1}+\widehat{\Delta}^{2}\left(S_{2}+S_{3}\right)+\widehat{\Delta}^{4} S_{4} \tag{I.39}
\end{equation*}
$$

A bound to $S_{1}$ is given at (I.36), which, in view of (I.6), implies that for some $\eta>0$,

$$
\begin{align*}
& \text { if } \mathcal{G} \text { holds for all } 1 \leq r \leq r_{0}, S_{1} \leq \text { const. }\left(n^{-1+\eta} r^{2} \theta_{r}^{-1}\right) \times \\
& \left(\theta_{r}^{-1} r\right) \hat{A}_{1}(n, \eta) \leq \text { const. } n^{-\eta} r \theta_{r}^{-1} \hat{A}(n) \text {, where } \hat{A}(n) \text { satisfies }  \tag{I.40}\\
& n_{n \geq 1}\left[\hat{A}(n)^{r}\right\}<\infty \text { for cach } s=1 \text {. }
\end{align*}
$$

A bound for $S_{4}$ is available via (I.1): for all $\eta>0, S_{4}=\sum_{j=1}^{r} \theta_{j}^{-4} b_{j}^{2} \leq$ const. ( $1+$ $\left.b_{r}^{2} \theta_{r}^{-4} r^{1+\eta}\right) \leq$ const. $n^{\eta}\left(1+b_{r}^{2} \theta_{r}^{-4} r\right)$. Hence, by (I.6), we have for some $\eta>0$,

$$
\text { for all } \begin{align*}
1 \leq r \leq r_{0}, n^{-2} S_{4} & \leq \text { const. }\left(n^{-2+\eta}+n^{-2+\eta} \theta_{r}^{-4} b_{r}^{2} r\right) \\
& \leq \text { const. }\left(n^{-1}+\left(n^{-1+\eta} \theta_{r}^{-2}\right)^{2} n^{-\eta} b_{r}^{2} r\right) \\
& \leq \text { const. }\left(n^{-1}+n^{-\eta} b_{r}^{2} r\right) . \tag{I.41}
\end{align*}
$$

Next we bound $S_{2}$. Assume, without loss of generality, that $\eta=E(X)=0$. Put $\xi_{i j}=\int X_{i} \psi_{j}$ and $\bar{\xi}_{j}=n^{-1} \sum_{i=1}^{n} \xi_{i j}$, and recall the notation from Chapter 4. In
this notation,

$$
\begin{aligned}
\int(\hat{g}-g) \psi_{j}= & \int\left\{\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\bar{Y}\right)\left\{X_{i}(u)-\bar{X}(u)\right\}-E[(Y-\mu) X(u)]\right\} \psi_{j} \\
= & n^{-1} \sum_{i=1}^{n}\left\{\xi_{i j} \int b X_{i}-\bar{\xi}_{j} \int b \bar{X}-E\left(\xi_{i j} \int b X_{i}\right)\right\} \\
& +n^{-1} \sum_{i=1}^{n}\left(\xi_{i j} \epsilon_{i}-\bar{\xi}_{j} \bar{\epsilon}\right),
\end{aligned}
$$

from which, using (I.4) and Rosenthal's inequality, for each integer $s \geq 1$, we deduce that

$$
\begin{align*}
E\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2 s} \leq & \text { const. }\left[n^{-s}\left\{\operatorname{var}\left(\xi_{1 j} \int b X_{1}\right)+\operatorname{var}\left(\xi_{1 j}\right)\right\}^{s}\right. \\
& \left.+n^{1-2 s}\left(E\left|\xi_{1 j} \int b X_{1}\right|^{2 s}+E\left|\xi_{1 j}\right|^{2 s}\right)\right] \\
\leq & \text { const. }\left(\theta_{j} / n\right)^{s}, \tag{I.42}
\end{align*}
$$

where the constants depend on $s$ but not on $j$ or $n$. Define

$$
\hat{U}=\hat{U}(n)=\max _{1 \leq j \leq r_{0}} n \theta_{j}^{-1}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2} .
$$

Result (I.42) implies that, for each $s \geq 1$,

$$
\begin{equation*}
E\left(\hat{U}^{s}\right) \leq \sum_{j=1}^{r_{0}} E\left[n \theta_{j}^{-1}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}\right]^{s} \leq \text { const. } r_{0} \tag{I.43}
\end{equation*}
$$

where the constants depends on $s$ but not on $n$. Hence, for each $\eta>0$ and all
$1 \leq r \leq r_{0}$,

$$
\begin{align*}
S_{2} & =\sum_{j=1}^{r} \theta_{j}^{-4}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}=\sum_{j=1}^{r} \theta_{j}^{-3} n^{-1}\left[n \theta_{j}^{-1}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}\right] \\
& \leq n^{-1} \hat{U}(n) \sum_{j=1}^{r} \theta_{j}^{-3} \leq \text { const. } n^{-1+\eta} r \theta_{r}^{-3} \hat{A}(n, \eta), \tag{I.44}
\end{align*}
$$

where $\hat{A}(n, \eta)=n^{-\eta} \hat{U}(n)$ satisfies, for $t>s \geq 1$,

$$
E\left\{\hat{A}(n, \eta)^{s}\right\}=n^{-\eta s} E\left[\hat{U}(n)^{s}\right] \leq n^{-\eta s}\left(E\left[\hat{U}(n)^{t}\right]\right)^{s / t}<C_{s, t} n^{-\eta s}\left(r_{0}\right)^{s / t}
$$

Furthermore, we have $\frac{s(1-\eta)}{2 t(a+1)} \leq \eta s$, for large values of $t$, and then $\left(r_{0}\right)^{s / t} \leq \eta^{\eta s}$. Thus, $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$ for $s \geq 1$, and we deduce from (I.44) that for each $\eta>0$,

$$
\begin{align*}
& \text { for all } 1 \leq r \leq r_{0}, \quad S_{2} \leq \text { const. } n^{-1+\eta} r \theta_{r}^{-3} \hat{A}(n, \eta) \text {, where }  \tag{I.45}\\
& \hat{A}(n, \eta) \text { satisfies } \sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty \text { for each } s \geq 1 \text {. }
\end{align*}
$$

By (I.6) we have $n^{-1+\eta^{\prime}} \theta_{r_{0}}^{-2} \rightarrow 0$. Put $\hat{A}_{r}(n)=n^{-1+2 \eta} \theta_{r}^{-2} \hat{A}(n, \eta)$. Then, for $\eta=\frac{1}{2} \eta^{\prime}$, we have $\hat{A}_{r}(n) \leq$ const. $\hat{A}(n, \eta)$, for each $1 \leq r \leq r_{0}$. Thus, (I.45) implies that for some $\eta>0$,

$$
\begin{align*}
& \text { for all } 1 \leq r \leq r_{0}, S_{2} \leq \text { const. } n^{-\eta} r \theta_{r}^{-1} \hat{A}(n) \text {, where } \hat{A}(n)= \\
& \max _{1 \leq r \leq r_{0}} \hat{A}_{r}(n) \text { satisfies } \sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty \text { for each } s \geq 1 \tag{I.46}
\end{align*}
$$

Next we bound $S_{3}$, noting first that

$$
\begin{equation*}
\left|\int g\left(\widehat{\psi}_{j}-\psi_{j}\right)\right| \leq U_{1 j}+\theta_{j} U_{2 j}+U_{3 j}+\theta_{j} U_{4 j} \tag{I.47}
\end{equation*}
$$

where, using (I.26),

$$
\begin{aligned}
& U_{1 j}=\left|\sum_{k: k \neq j} b_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right|, U_{2 j}=\left|\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-1} b_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right|, \\
& U_{3 j}=\left|\int\left(g-\theta_{j} b\right) \widehat{\Delta}_{j}\right| \text { and } U_{4 j}=\left|\int b \widehat{\Delta}_{j}\right|
\end{aligned}
$$

Now,

$$
\begin{equation*}
U_{1 j}^{2} \leq 2\left|\int(\widehat{K}-K) b \psi_{j}\right|^{2}+2 b_{j}^{2}\left|\int(\widehat{K}-K) \psi_{j} \psi_{k}\right|^{2} \leq 4\left(\int b^{2}\right) \Delta_{(j)}^{2} \tag{I.48}
\end{equation*}
$$

Recall that

$$
\Delta_{(j)}^{2}=\left\|\int(\widehat{K}-K) \psi_{j}\right\|^{2}=\sum_{k=1}^{\infty}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}
$$

By Lemma 2.5 we have $E\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2 s}=O\left(\left(n^{-1} \theta_{j} \theta_{k}\right)^{s}\right)$. Therefore,

$$
\begin{aligned}
E\left[\Delta_{(j)}\right]^{2 s} & \leq\left(\sum_{k=1}^{\infty}\left[E\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2 s}\right]^{1 / s}\right)^{s} \\
& \leq\left(C_{s} n^{-1} \theta_{j} \sum_{k=1}^{\infty} \theta_{k}\right)^{s}=O\left(\left(n^{-1} \theta_{j}\right)^{s}\right) .
\end{aligned}
$$

An argument similar to that used to derive (I.43) can be employed to prove that, defining $\hat{V}=\max _{1 \leq j \leq r_{0}} n \theta_{j}^{-1} \Delta_{(j)}^{2}$, we have

$$
\begin{equation*}
E\left(\hat{V}^{s}\right) \leq \text { const. } r_{0} \tag{I.49}
\end{equation*}
$$

for each $s \geq 1$, the constant not depending on $n$. Moreover, using (I.48),

$$
\begin{aligned}
\sum_{j=1}^{r} \theta_{j}^{-4} U_{1 j}^{2} & \leq \text { const. } n^{-1} \sum_{j=1}^{r} \theta_{j}^{-3}\left(n \theta_{j}^{-1} \Delta_{(j)}^{2}\right) \\
& \leq \text { const. } n^{-1}\left(\max _{1 \leq j \leq r_{0}} n \theta_{j}^{-1} \Delta_{(j)}^{2}\right) \sum_{j=1}^{r} \theta_{j}^{-3} \\
& \leq \text { const. } n^{-1+\eta} \sum_{j=1}^{r} \theta_{r}^{-3} \hat{A}(n, \eta),
\end{aligned}
$$

where $\hat{A}(n, \eta)=n^{-\eta} \hat{V}(n)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$. This leads to the following analogue of (I.45): for each $\eta>0$,

> for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r} \theta_{j}^{-4} U_{1 j}^{2} \leq$ const. $n^{-1+\eta} \sum_{j=1}^{r} \theta_{r}^{-3} \hat{A}(n, \eta)$,
> where $\hat{A}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$, for each $s \geq 1$.

With $s(j)$ as at (I.33) we have, for some $\eta>0$,

$$
\begin{aligned}
U_{2 j}^{2} & =\left|\sum_{k: k j}\left(\theta_{j}-\theta_{k}\right)^{-1} b_{k} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right|^{2} \\
& \leq\left(\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} b_{k}^{2}\right)\left(\sum_{k: k \neq j}\left\{\int(\widehat{K}-K) \psi_{j} \psi_{k}\right\}^{2}\right) \\
& \leq s(j) \sum_{k=1}^{\infty}\left(\int(\widehat{K}-K) \psi_{j} \psi_{k}\right)^{2} \\
& =s(j) \Delta_{(j)}^{2} \leq \text { const. } j^{1-\eta} \Delta_{(j)}^{2}
\end{aligned}
$$

where the last inequality used (I.33). The argument employed to obtain (I.47)
now implies that for each $\eta>0$,

$$
\begin{align*}
& \text { for all } 1 \leq r \leq r_{0}, \sum_{j=1}^{r} \theta_{j}^{-2} U_{2 j}^{2} \leq \text { const. } n^{-1} \sum_{j=1}^{r} \theta_{j}^{-1}\left\{n \theta_{j}^{-1} \times\right. \\
& \left.\Delta_{(j)}^{2}\right\} j^{1-\eta} \leq \text { const. } n^{-1} \max _{1 \leq j \leq r_{0}}\left\{n \theta_{j}^{-1} \Delta_{(j)}^{2}\right\} \sum_{j=1}^{r} \theta_{j}^{-1} j^{1-\eta} \leq \\
& \text { const. } n^{-1+\eta} n^{-\eta} \hat{V}(n)\left(r^{1-\eta} \theta_{r}^{-1} r\right) \leq \text { const. } n^{-1+\eta} r^{2} \theta_{r}^{-1} \hat{A}(n, \eta),  \tag{I.51}\\
& \text { where } \hat{A}(n, \eta)=n^{-\eta} \hat{V}(n) \text { satisfies } \sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty \text { for } \\
& \text { each } s \geq 1 .
\end{align*}
$$

Using the bound (I.34) and the argument leading to (I.36) we have

$$
\begin{aligned}
\sum_{j=1}^{r} \theta_{j}^{-4} U_{3 j}^{2} & \leq \text { const. } \sum_{j=1}^{r} \theta_{j}^{-4}\left(\widehat{\Delta}^{4} \sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-2}+\widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \int b^{2}\right) \\
& \leq \text { const. } n^{-2+\eta} r^{3} \theta_{r}^{-4} \hat{A}(n, \eta)
\end{aligned}
$$

- 

where $\hat{A}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$. Therefore, for $\eta>0$,
if $\mathcal{G}$ holds for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r} \theta_{j}^{-4} U_{3 j}^{2} \leq$ const. $n^{-2+\eta} r^{3} \theta_{r}^{-4}$ $\times \hat{A}(n, \eta)$, where $\hat{A}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

Combining (I.50)-(I.52), we deduce that for each $\eta>0$,

$$
\begin{aligned}
\sum_{j=1}^{r}\left\{\theta_{j}^{-4}\left(U_{1 j}^{2}+U_{3 j}^{2}\right)+\theta_{j}^{-2} U_{2 j}^{2}\right\} \leq \text { const. }( & \left(n^{-1+\eta} r \theta_{r}^{-3}+n^{-2+\eta} r^{3} \theta_{r}^{-4}+n^{-1+\eta} r^{2} \theta_{r}^{-1}\right) \hat{A}(n, \eta) \\
\leq \text { const. } & {\left[\left(n^{-1+\eta} \theta_{r}^{-2}\right)\left(r \theta_{r}^{-1}\right)+\left(n^{-1+\eta} r^{2} \theta_{r}^{-2}\right)\left(n^{-1} \theta_{r}^{-1}\right) r \theta_{r}^{-1}\right.} \\
& \left.+\left(n^{-1+\eta} r\right) r \theta_{r}^{-1}\right] \hat{A}(n, \eta) .
\end{aligned}
$$

Thus, by (I.6), for some $\eta>0$,
if $\mathcal{G}$ holds for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r}\left\{\theta_{j}^{-4}\left(U_{1 j}^{2}+U_{3 j}^{2}\right)+\theta_{j}^{-2} U_{2 j}^{2}\right\} \leq$ const. $n^{-\eta} r \theta_{r}^{-1} \hat{A}(n)$ where $\hat{A}(n)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty$
for each $s \geq 1$.
To bound $U_{4 j}$ we first use the argument leading to (I.33) to show that, for some $\eta>0$,

$$
\begin{align*}
u(j) & \equiv \sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-4} \leq \text { const. } \sum_{k: k \neq j} b_{k}^{2}\left\{\frac{\max (j, k)}{|j-k| \max \left(\theta_{j}, \theta_{k}\right)}\right\}^{4} \\
& \leq \text { const. } \theta_{j}^{-2} \sum_{k: k \neq j} b_{k}^{2}\left\{\max \left(\theta_{j}, \theta_{k}\right)\right\}^{-2}\left(\frac{\max (j, k)}{|j-k|}\right)^{4} \\
& \leq \text { const. } \theta_{j}^{-2}\left\{\sum_{k \leq j / 2, k>2 j} b_{k}^{2} \theta_{k}^{-2}+j^{4} \sum_{j / 2<k \leq 2 j} b_{k}^{2} \theta_{k}^{-2}(j-k)^{-4}\right\} \\
& \leq \theta_{j}^{-2}\left(1+b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{4}\right), \tag{I.54}
\end{align*}
$$

where $[j / 2]$ denntes the integer part of $j / 2$. Next we argue as in Section (1.2.1), obtaining, provided $\mathcal{G}$ holds and $1 \leq j \leq r_{0}$ :

$$
\begin{aligned}
U_{\Delta j}^{2}=\mid & \sum_{k: k \neq j}\left\{\left(1+\frac{\hat{\theta}_{j}-\theta_{j}}{\theta_{j}-\theta_{k}}\right)^{-1}-1\right\} \frac{b_{k}}{\theta_{j}-\theta_{k}} \int(\widehat{K}-K) \widehat{\psi}_{j} \psi_{k} \\
& +\sum_{k: k \neq j} \frac{b_{k}}{\theta_{j}-\theta_{k}} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}+\left.b_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right|^{2}
\end{aligned}
$$

and then,

$$
\begin{align*}
U_{4 j}^{2} \leq & 12\left\{\sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-4}\right\} \widehat{\Delta}^{2}\left\|\int(\widehat{K}-K) \widehat{\psi}_{j}\right\|^{2} \\
& +3\left\{\sum_{k: k \neq j} b_{k}^{2}\left(\theta_{j}-\theta_{k}\right)^{-2}\right\}\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\|^{2}+3 b_{j}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \\
\leq & 24 u(j) \widehat{\Delta}^{2}\left(\widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}+\Delta_{(j)}^{2}\right)+3\left\{s(j) \widehat{\Delta}^{2}+b_{j}^{2}\right\}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} . \tag{I.55}
\end{align*}
$$

In Section (I.2.8) we shall show that (I.55) implies that for each $\eta>0$,

$$
\begin{aligned}
& \sum_{j=1}^{r} \theta_{j}^{-2} U_{4 j}^{2} \leq \text { const. } n^{\eta} \hat{A}_{1}(n, \eta) \sum_{j=1}^{r} \theta_{j}^{-2}\left\{\theta_{j}^{-2}\left(1+b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{4}\right)\left(n^{-3} j^{2}+n^{-2} \theta_{j}\right)\right. \\
&\left.+n^{-2} j^{3}+n^{-1} b_{j}^{2} j^{2}\right\} \\
& \leq \text { const. } n^{\eta} \hat{A}_{1}(n, \eta)\left\{\theta_{r}^{-2}\left(n^{-3} r^{2}+n^{-2} \theta_{r}\right) \sum_{j=1}^{r} \theta_{j}^{-2}\left(1+b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{4}\right)\right. \\
&\left.+r\left(n^{-2} r^{3}+n^{-1} b_{r}^{2} r^{2}\right)\right\} \\
& \leq \text { const. } n^{\eta} \hat{A}_{1}(n, \eta) r^{1+\eta}\left\{\theta_{r}^{-4}\left(1+b_{r}^{2} \theta_{r}^{-2} r^{4}\right)\left(n^{-3} r^{2}+n^{-2} \theta_{r}\right)\right. \\
&\left.+r\left(n^{-2} r^{3}+n^{-1} b_{r}^{2} r^{2}\right)\right\} \\
& \leq \text { const. } n^{2 \eta} \hat{A}_{1}(n, \eta) r\left\{\theta_{r}^{-4}\left(1+b_{r}^{2} \theta_{r}^{-2} r^{4}\right)\left(n^{-3} r^{2}+n^{-2} \theta_{r}\right)\right. \\
&\left.\quad+\theta_{r}^{-2}\left(n^{-2} r^{3}+n^{-1} b_{r}^{2} r^{2}\right)\right\}
\end{aligned}
$$

where the random variable $\hat{A}_{1}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}_{1}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$. Hence,

$$
\begin{aligned}
n^{-1} \sum_{j=1}^{r} & \theta_{j}^{-2} U_{4 j}^{2} \leq \text { const. } n^{-1+\eta} \hat{A}_{1}(n, \eta) r \theta_{r}^{-1}\left\{n^{-3+\eta} r^{2} \theta_{r}^{-3}+n^{-2+\eta} \theta_{r}^{-2}\right. \\
& \left.+n^{-3+\eta} r^{6} \theta_{r}^{-5} b_{r}^{2}+\theta_{r}^{-4} n^{-2+\eta} b_{r}^{2} r^{4}+\theta_{r}^{-1} n^{-2+\eta} r^{3}+\theta_{r}^{-1} n^{-1+\eta} b_{r}^{2} r^{2}\right\}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& n^{-1} \sum_{j=1}^{r} \theta_{j}^{-2} U_{4 j}^{2} \leq \text { const. } n^{-1-\eta} \hat{A}_{1}(n, \eta) r \theta_{r}^{-1}\left\{\left(n^{-1+2 \eta} r^{2} \theta_{r}^{-2}\right)\left(n^{-2+\eta} \theta_{r}^{-1}\right)+n^{-2+3 \eta} \theta_{r}^{-2}\right. \\
& \quad+\left(n^{-1+\eta} r \theta_{r}^{-1}\right)\left(r b_{r}^{2} \theta_{r}^{-2}\right)\left(n^{-1+2 \eta} r^{2} \theta_{r}^{-1}\right)^{2}+\left(r b^{2} \theta_{r}^{-2}\right)\left(n^{-1+2 \eta} \theta_{r}^{-2} r^{2}\right)\left(n^{-1+\eta} r\right) \\
& \left.\quad+\left(n^{-1+2 \eta} r^{2} \theta_{r}^{-1}\right)\left(n^{-1+\eta} r\right)+\left(n^{-1+3 \eta} r \theta_{r}^{-1}\right)\left(b_{r}^{2} r\right)\right\} . \tag{I.56}
\end{align*}
$$

Using (I.3) and (I.6) in conjunction with (I.56) we deduce that for some $\eta>0$,
for all $1 \leq r \leq r_{0}, n^{-1} \sum_{j=1}^{r} \theta_{j}^{-4} U_{4 j}^{2} \leq$ const. $n^{-1-\eta} r \theta_{r}^{-1} \hat{A}(n)$, where $\hat{A}(n)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty$ for each $s \geq 1$.

Combining this result with (I.47) and (I.53), we conclude that for some $\eta>0$,

$$
\begin{aligned}
S_{3}=\sum_{j=1}^{r} \theta_{j}^{-4}\left\{\int g \left(\widehat{\psi}_{j}\right.\right. & \left.\left.-\psi_{j}\right)\right\}^{2} \leq \sum_{j=1}^{r} \theta_{j}^{-4}\left\{U_{1 j}+\theta_{j} U_{2 j}+U_{3 j}+\theta_{j} U_{4 j}\right\}^{2} \\
& \leq 2 \sum_{j=1}^{r} \theta_{j}^{-4}\left\{U_{1 j}^{2}+\theta_{j}^{2} U_{2 j}^{2}+U_{3 j}^{2}+\theta_{j}^{2} U_{4 j}^{2}\right\} \\
& =2\left\{\sum_{j=1}^{r} \theta_{j}^{-4} U_{1 j}^{2}+\sum_{j=1}^{r} \theta_{j}^{-2} U_{2 j}^{2}+\sum_{j=1}^{r} \theta_{j}^{-4} U_{3 j}^{2}+\sum_{j=1}^{r} \theta_{j}^{-2} U_{4 j}^{2}\right\} \\
& \leq \text { const. }\left\{n^{-\eta} r \theta_{r}^{-1} \hat{A}(n)+n^{-1-\eta} r \theta_{r}^{-1} \hat{A}(n)\right\} .
\end{aligned}
$$

Consequently, for some $\eta>0$,
if $\mathcal{G}$ holds for all $1 \leq r \leq r_{0}, S_{3} \leq$ const. $n^{-\eta} r \theta_{r}^{-1} \hat{A}(n)$, where
$\hat{A}(n)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty$ for each $s \geq 1$.
Define $\|\cdot\|_{s}=\left[E(.)^{s}\right]^{1 / s}$ for $s \geq 1$. Then from (I.42) we obtain:

$$
\begin{aligned}
E\|\hat{g}-g\|^{2 s}=E\left(\|\hat{g}-g\|^{2}\right)^{s} & =E\left[\sum_{j=1}^{\infty}\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}\right]^{s} \\
& \leq\left(\sum_{j=1}^{\infty}\left\|\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2}\right\|_{s}\right)^{s} \\
& =\left(\sum_{j=1}^{\infty}\left[E\left\{\int(\hat{g}-g) \psi_{j}\right\}^{2 s}\right]^{1 / s}\right)^{s} \\
& \leq \text { const. }\left(\sum_{j=1}^{\infty}\left[\left(\theta_{j} / n\right)^{s}\right]^{1 / s}\right)^{s} \\
& =\text { const. } n^{-s}\left(\sum_{j=1}^{\infty} \theta_{j}\right)^{s}=O\left(n^{-s}\right) .
\end{aligned}
$$

Since by Theorem 2.5, we have $E \widehat{\Delta}^{2 s}=O\left(n^{-s}\right)$, now we conclude that $E \| \hat{g}$ -
$g \|^{2 s}+E \widehat{\Delta}^{2 s}=O\left(n^{-s}\right)$. Hence, noting (I.39)-(I.41), (I.46) and (I.57) lead to

$$
\begin{aligned}
\sum_{j=1}^{r} T_{2 j}^{2} & \leq \text { const. }\left(\|\hat{g}-g\|^{2} S_{1}+\widehat{\Delta}^{2}\left(S_{2}+S_{3}\right)+\widehat{\Delta}^{4} S_{4}\right) \\
& \leq \text { const. }\left\{\left(n^{-\eta} r \theta_{r}^{-1} \hat{A}(n)\right)\left(\|\hat{g}-g\|^{2}+\widehat{\Delta}^{2}\right)+\left(n^{-2} S_{4}\right) n^{2} \widehat{\Delta}^{4}\right\} \\
& \leq \text { const. }\left\{\left(n^{-\eta} r \theta_{r}^{-1} \hat{A}(n)\right)\left(\|\hat{g}-g\|^{2}+\widehat{\Delta}^{2}\right)+\left(n^{-\eta} r b_{r}^{2}\right) n^{2} \widehat{\Delta}^{4}\right\} \\
& \leq \text { const. } n^{-\eta} r\left\{n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right\} \hat{A}_{1}(n),
\end{aligned}
$$

where $\hat{A}_{1}(n)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}_{1}(n)^{s}\right\}<\infty$, for each $s \geq 1$, and the last inequality was obtained by using the fact that $E\|\hat{g}-g\|^{2 s}+E \widehat{\Delta}^{2 s}=O\left(n^{-s}\right)$. Therefore,
if $\mathcal{G}$ holds for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r} T_{2 j}^{2} \leq$ const. $n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+\right.$ $\left.b_{r}^{2}\right) \hat{A}(n)$, where $\hat{A}(n)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty$ for each $s \geq 1$.
I.2.6. Approximation to second term on right-hand side of (I.10). Define

$$
U_{j}=\int b\left(\widehat{\psi}_{j}-\psi_{j}\right),
$$

in which notation $\bar{b}_{j}=b_{j}+U_{j}$. Therefore,

$$
\begin{equation*}
\sum_{j=r+1}^{\infty} b_{j}^{2}-\sum_{j=r+1}^{\infty} \bar{b}_{j}^{2}=\sum_{j=1}^{r} \bar{b}_{j}^{2}-\sum_{j=1}^{r} b_{j}^{2}=\sum_{j=1}^{r} U_{j}^{2}+2 \sum_{j=1}^{r} b_{j} U_{j} . \tag{I.59}
\end{equation*}
$$

Note that, by (I.30), $U_{j}=U_{1 j}+\cdots+U_{4 j}$, where, redefining the $U_{j k}$ 's from

Section (I.2.5),

$$
\begin{aligned}
& U_{1 j}=\sum_{k: k \neq j} b_{k}\left(\theta_{j}-\theta_{k}\right)^{-1} \int(\widehat{K}-K) \psi_{j} \psi_{k}, \\
& U_{2 j}=\sum_{k: k \neq j} b_{k}\left\{\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1}-\left(\theta_{j}-\theta_{k}\right)^{-1}\right\} \int(\widehat{K}-K) \psi_{j} \psi_{k}, \\
& U_{1 j}=\sum_{k: k \neq j} b_{k}\left(\hat{\theta}_{j}-\theta_{k}\right)^{-1} \int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}, \\
& U_{4 j}=b_{j} \int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j} .
\end{aligned}
$$

We shall develop bounds for $V_{\ell m}=\sum_{j=1}^{r} U_{\ell j}^{2}$ and $W_{\ell m}=\left|\sum_{j=1}^{r} b_{j} U_{\ell j}\right|$. In view of (I.59),

$$
\begin{equation*}
\left|\sum_{j=r+1}^{\infty} b_{j}^{2}-\sum_{j=r+1}^{\infty} \bar{b}_{j}^{2}\right| \leq 4 \sum_{\ell=1}^{4}\left(V_{\ell j}+W_{\ell j}\right) \tag{I.60}
\end{equation*}
$$

First we bound terms involving $U_{1 j}$. With $s(j)$ defined as at (I.33), we have:

$$
U_{1 j}^{2} \leq s(j) \sum_{i=1}^{\infty}\left(\int(\widehat{K}-K) \psi_{j} \psi_{k}\right)^{2}=s(j) \int\left\{\int(\widehat{K}-K)(u, v) \psi_{j}(v) d v\right\}^{2} d u
$$

Therefore, using (I.33), we obtain for some $\eta>0$ :

$$
\begin{align*}
V_{1 v} & \leq \text { const. } \sum_{j=1}^{r} j^{1-\eta} \int\left\{\int(\widehat{K}-K)(u, v) \psi_{j}(v) d v\right\}^{2} d u \\
& \leq r^{1-\eta} \sum_{j=1}^{\infty} \int\left\{\int(\widehat{K}-K)(u, v) \psi_{j}(v) d v\right\}^{2} d u \\
& =\text { const. } r^{1-\eta} \widehat{\Delta}^{2} . \tag{I.61}
\end{align*}
$$

Note that by Parseval's identity $\widehat{\Delta}^{2}=\sum_{j=1}^{\infty} \widehat{\Delta}_{j}^{2}$, by which we have obtained the last identity above. Also, if $A_{j k}=b_{j} b_{k}\left(\theta_{j}-\theta_{k}\right)^{-1} \int(\widehat{K}-K) \psi_{j} \psi_{k}$, then because
$A_{j k}=-A_{k j}$, by antisymmetry and thence (I.5), for some integer $m>0$ we have

$$
\begin{aligned}
W_{1 r}= & \left|\sum_{j=1}^{r} \sum_{k=m+1}^{\infty} b_{j} b_{k}\left(\theta_{j}-\theta_{k}\right)^{-1} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right| \\
\leq & \left|\sum_{j=1}^{r} \sum_{k=m+1}^{\infty} b_{j} b_{k}\left\{\left(\theta_{j}-\theta_{k}\right)^{-1}-\theta_{j}^{-1}\right\} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right| \\
& +\left|\sum_{j=1}^{r} \sum_{k=m+1}^{\infty} b_{j} b_{k} \theta_{j}^{-1} \int(\widehat{K}-K) \psi_{j} \psi_{k}\right| \\
\leq & \text { const. }\left\{\widehat{\Delta} W_{1}(r)+W_{2}(r)\right\},
\end{aligned}
$$

where, using (I.1),

$$
\begin{aligned}
W_{1}(r) & =\sum_{j=1}^{r} \sum_{k=m+1}^{\infty}\left|b_{j} b_{k}\right| \theta_{j}^{-2} \theta_{k}=\left(\left|\sum_{j=1}^{r}\right| b_{j} \mid \theta_{j}^{-2}\right)\left(\sum_{k=m+1}^{\infty}\left|b_{k}\right| \theta_{k}\right) \\
& \leq \text { const. }\left(1+\left|b_{r}\right| \theta_{r}^{-2} r\right)\left|b_{r}\right| \theta_{r} r^{\eta},
\end{aligned}
$$

$$
\begin{aligned}
W_{2}(r) & =\left|\int(\widehat{K}-K)\left(\sum_{j=1}^{r} b_{j} \theta_{j}^{-1} \psi_{j}\right)\left(\sum_{k=m+1}^{\infty} b_{k} \psi_{k}\right)\right| \\
& \leq\left(\left[\int\left\{\int(\widehat{K}-K)(u, v) \sum_{j=1}^{r} b_{j} \theta_{j}^{-1} \psi_{j}(u) d u\right\}^{2} d v\right]\right)^{1 / 2}\left(\sum_{j=r+1}^{\infty} b_{k}^{2}\right)^{1 / 2} \\
& \leq \widehat{\Delta}\left(\sum_{j=1}^{r} b_{j}^{2} \theta_{j}^{-2}\right)^{1 / 2}\left(\sum_{j=r+1}^{\infty} b_{k}^{2}\right)^{1 / 2} \leq \text { const. } \widehat{\Delta}\left(\sum_{j=r+1}^{\infty} b_{k}^{2}\right)^{1 / 2} \\
& \leq \text { const. } \widehat{\Delta}\left|b_{r}\right| r^{1 / 2+\eta} .
\end{aligned}
$$

where we have used (I.3) to obtain the second-last inequality. Therefore, for all $\eta>0$,

$$
\begin{equation*}
W_{1 r} \leq \text { const. } \widehat{\Delta}\left(\left|b_{r}\right| r^{1 / 2}+\left|b_{r}\right| \theta_{r}+b_{r}^{2} \theta_{r}^{-1} r\right) r^{\eta} . \tag{I.62}
\end{equation*}
$$

To bound terms involving $U_{2 j}$, observe that if $\mathcal{G}$ holds and $r \leq r_{0}$ then

$$
\begin{equation*}
U_{2 j}^{2} \leq 4\left\{\sum_{k: k \neq j} b_{k}^{2} \frac{\left(\hat{\theta}_{j}-\theta_{j}\right)^{2}}{\left(\theta_{j}-\theta_{k}\right)^{4}} \sum_{k=1}^{\infty}\left(\int(\widehat{K}-K) \psi_{j} \psi_{k}\right)^{2} \leq 4 u(j) \widehat{\Delta}^{2} \Delta_{(j)},\right. \tag{I.63}
\end{equation*}
$$

where $u(j)$ is as at (I.54). In view of (I.1) and (I.54),

$$
\begin{aligned}
\sum_{j=1}^{r} u(j) \theta_{j} & \leq \text { const. } \sum_{j=1}^{r} \theta_{j}^{-1}\left(1+b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{4}\right) \\
& \leq \text { const. } \theta_{r}^{-1}\left(r+\sum_{j=1}^{2 r} b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{4}\right) \leq \text { const. } r^{1+\eta} \theta_{r}^{-1}\left(1+b_{r}^{2} \theta_{r}^{-2} r^{4}\right) \\
& \leq \text { const. } n^{\eta} \theta_{r}^{-1}\left(1+b_{r}^{2} \theta_{r}^{-2} r^{4}\right) r
\end{aligned}
$$

$$
\begin{aligned}
\sum_{j=1}^{r}\left|b_{j}\right| u(j)^{1 / 2} \theta_{j}^{1 / 2} & \leq \text { const. } \sum_{j=1}^{r}\left|b_{j}\right| \theta_{j}^{-1 / 2}\left(1+\left|b_{[j / 2]}\right| \theta_{[j / 2]}^{-1} j^{2}\right) \\
& \leq \text { const. } \sum_{j=1}^{r}\left|b_{j}\right| \theta_{j}^{-1 / 2} j\left(j^{-1}+\left|b_{[j / 2]}\right| \theta_{[j / 2]}^{-1} j\right)
\end{aligned}
$$

and then,

$$
\begin{aligned}
\sum_{j=1}^{r}\left|b_{j}\right| u(j)^{1 / 2} \theta_{j}^{1 / 2} & \leq \text { const. }\left(\sum_{j=1}^{r} b_{j}^{2} \theta_{j}^{-1} j^{2}\right)^{1 / 2}\left(\sum_{j=1}^{r}\left(j^{-1}+\left|b_{[j / 2]}\right| \theta_{[j / 2]}^{-1} j\right)^{2}\right)^{1 / 2} \\
& \leq \text { const. }\left(\sum_{j=1}^{r} b_{j}^{2} \theta_{j}^{-1} j^{2}\right)^{1 / 2}\left(2 \sum_{j=1}^{r}\left(j^{-2}+b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{2}\right)\right)^{1 / 2} \\
& \leq \text { const. }\left(\sum_{j=1}^{r} b_{j}^{2} \theta_{j}^{-1} j^{2}\right)^{1 / 2}\left(1+\sum_{j=1}^{2 r} b_{[j / 2]}^{2} \theta_{[j / 2]}^{-2} j^{2}\right)^{1 / 2}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\sum_{j=1}^{r}\left|b_{j}\right| u(j)^{1 / 2} \theta_{j}^{1 / 2} & \leq \text { const. }\left(1+b_{r}^{2} \theta_{r}^{-1} r^{2+1+\eta}\right)^{1 / 2}\left(1+b_{r}^{2} \theta_{r}^{-2} r^{2+1+\eta}\right)^{1 / 2} \\
& \leq \text { const. } r^{\eta}\left(1+\left|b_{r}\right| \theta_{r}^{-1 / 2} r\right)\left(1+\left|b_{r}\right| \theta_{r}^{-1} r\right) r \\
& \leq \text { const. } n^{\eta}\left(1+\left|b_{r}\right| \theta_{r}^{-1 / 2} r+\left|b_{r}\right| \theta_{r}^{-1} r+b_{r}^{2} \theta_{r}^{-3 / 2} r^{2}\right) r \\
& \leq \text { const. } n^{\eta}\left(1+\left|b_{r}\right| \theta_{r}^{-1} r+\left|b_{r}\right| \theta_{r}^{-1} r+b_{r}^{2} \theta_{r}^{-3 / 2} r^{2}\right) r \\
& \leq \text { const. } n^{\eta}\left(1+\left|b_{r}\right| \theta_{r}^{-1} r+b_{r}^{2} \theta_{r}^{-3 / 2} r^{2}\right) r
\end{aligned}
$$

where $\eta>0$ is arbitrary and, in each string of inequalities, the last constant depends on $\eta$. From these results, (I.63) and (I.49), we deduce that for each $\eta>0$,
for all $1 \leq r \leq r_{0}, V_{2 m} \leq$ const. $n^{-2+\eta} \theta_{r}^{-1}\left(1+b_{r}^{2} \theta_{r}^{-2} r^{4}\right) r \hat{A}(n, \eta)$,
$W_{2 m} \leq$ const. $n^{-1+\eta}\left(1+\left|b_{r}\right| \theta_{r}^{-1} r+b_{r}^{2} \theta_{r}^{-3 / 2} r^{2}\right) r \hat{A}_{2}(n, \eta)$, where the random variable $\hat{A}_{j}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}_{j}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

Next we bound terms involving $U_{3 j}$. If $\mathcal{G}$ holds then, noting that $s(j)$ is defined at (I.33), we have:

$$
\begin{aligned}
\left|U_{3 j}\right| & \leq \text { const. } \sum_{k: k \neq j}\left|b_{k}\right|\left|\theta_{j}-\theta_{k}\right|^{-1}\left|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}\right| \\
& \leq \text { const. } s(j)^{1 / 2}\left\|\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right)\right\| \leq \text { const. } \widehat{\Delta}\left\|\widehat{\psi}_{j}-\psi_{j}\right\| s(j)^{1 / 2}
\end{aligned}
$$

Hence, using (I.33), we obtain:

$$
\begin{equation*}
\left|U_{3 j}\right| \leq \text { const. } j^{1 / 2} \widehat{\Delta}\left\|\widehat{\psi}_{j}-\psi_{j}\right\| . \tag{I.65}
\end{equation*}
$$

We shall prove in Section (I.2.8) that this result implies that for each $\eta>0$,
if $\mathcal{G}$ holds then for all $1 \leq r \leq r_{0}, V_{3 r} \leq$ const. $n^{-2+\eta} r^{4} \hat{A}_{1}(n, \eta)$, and $W_{3 r} \leq$ const. $n^{-1+\eta}\left(1+\left|b_{r}\right| r^{5 / 2}\right) \hat{A}_{2}(n, \eta)$, where random vari-
able $\hat{A}_{j}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}_{j}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

Also in Section (I.2.8) we shall show that for each $\eta>0$,
if $\mathcal{G}$ holds then for all $1 \leq r \leq r_{0}, V_{4 j} \leq$ const. $n^{-2+\eta}(1+$ $\left.b_{r}^{2} r^{5}\right) \hat{A}_{1}(n, \eta)$, and $W_{4 j} \leq$ const. $n^{-1+\eta}\left(1+\left|b_{r}^{2}\right| r^{3}\right) \hat{A}_{2}(n, \eta)$, where random variable $\hat{A}_{j}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}_{j}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

Combining (I.60)-(I.62), (I.64), (I.66) and (I.67), and using (I.3) and (I.6) to simplify the right-hand sides of these formulae, we conclude that, for some $\eta>0$,

$$
\begin{align*}
& \text { if } \mathcal{G} \text { holds then for all } 1 \leq r \leq r_{0},\left|\sum_{j>r}\left(b_{j}^{2}-\bar{b}_{j}^{2}\right)\right| \leq \\
& \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n) \text {, where } \sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty \text { for }  \tag{I.68}\\
& \text { each } s \geq 1 \text {. }
\end{align*}
$$

I.2.7. Combining earlier results. First we develop an approximation to $\sum_{j=1}^{r} T_{3 j}^{2}$. Note, from the definition of $W$ at (I.7) and from (I.27) that $T_{3 j}=\theta_{j}^{-1} Z_{j}$, where

$$
Z_{j}=\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\epsilon_{i}-\bar{\epsilon}\right)
$$

and $\xi_{i j}, \epsilon_{i}, \bar{\xi}_{j}$ and $\bar{\epsilon}$ are as in Section (I.2.5). Defining $\widehat{W}=\max _{1 \leq j \leq r_{0}} n \theta_{j}^{-1} Z_{j}^{2}$, we have:

$$
\begin{equation*}
\sum_{j=1}^{r} T_{3 j}^{2} \leq n^{-1} \widehat{W} \sum_{j=1}^{r} \theta_{j}^{-1} \leq \text { const. } n^{-1} r \theta_{r}^{-1} \widehat{W} \tag{1.69}
\end{equation*}
$$

Using an argument similar to that leading to (I.43), it can be shown that for each $s \geq 1, E\left(\hat{W}^{s}\right) \leq$ const. $r_{0}$, the constant not depending on $n$. Nevertheless,
we prove it as follows. We have $\widehat{W^{s}}=\left(\max _{1 \leq j \leq r_{0}} n \theta_{j}^{-1} Z_{j}^{2}\right)^{s} \leq \sum_{j=1}^{r_{0}} n^{s} \theta_{j}^{-s} Z_{j}^{2 s}$, and then

$$
E\left[\widehat{W}^{s}\right] \leq \sum_{j=1}^{r_{0}} n^{s} \theta_{j}^{-s} E\left[Z_{j}^{2 s}\right] .
$$

Also,

$$
\begin{align*}
E\left[Z_{j}^{2 s}\right] & =E\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i j} \epsilon_{i}-\bar{\xi}_{j} \bar{\epsilon}\right]^{2 s} \\
& \leq C_{s}\left\{E\left[\left|\frac{1}{n} \sum_{i=1}^{n} \xi_{i j} \epsilon_{i}\right|^{2 s}\right]+E\left|\bar{\xi}_{j} \bar{\epsilon}\right|^{2 s}\right\} . \tag{I.70}
\end{align*}
$$

Using Rosenthal's inequality for the first term on the right-hand side of (I.70), and noting (I.4), give:

$$
\begin{align*}
E\left[\left|\frac{1}{n} \sum_{i=1}^{n} \xi_{i j} \epsilon_{i}\right|^{2 s}\right] & \leq n^{-2 s} C_{1 s}\left\{\sum_{i=1}^{n} E\left|\xi_{i j} \epsilon_{i}\right|^{2 s}+\left(\sum_{i=1}^{n} E\left|\xi_{i j} \epsilon_{i}\right|^{2}\right)^{s}\right\} \\
& =n^{-2 s} C_{1 s}\left\{\sum_{i=1}^{n} E\left|\xi_{i j}\right|^{2 s} E\left|\epsilon_{i}\right|^{2 s}+\left(\sum_{i=1}^{n} E\left[\xi_{i j}^{2}\right] E\left[\epsilon_{i}^{2}\right]\right)^{s}\right\} \\
& \leq C_{2 s} n^{-s} \theta_{j}^{s} \tag{I.71}
\end{align*}
$$

where $C_{1 s}$ and $C_{2 s}$ are constants which depend only on $s$. The second term on the right-hand side of (I.70) leads to:

$$
\begin{align*}
E\left|\bar{\xi}_{j} \bar{\epsilon}\right|^{2 s}=E\left|\bar{\xi}_{j}\right|^{2 s} E|\bar{\epsilon}|^{2 s} & \leq\left[n^{-2 s} C_{1 s}\left\{\sum_{i=1}^{n} E\left|\xi_{i j}\right|^{2 s}+\left(\sum_{i=1}^{n} E\left|\xi_{i j}\right|^{2}\right)^{s}\right\}\right] \times \\
& {\left[n^{-2 s} C_{2 s}\left\{\sum_{i=1}^{n} E\left|\epsilon_{i}\right|^{2 s}+\left(\sum_{i=1}^{n} E\left|\epsilon_{i}\right|^{2}\right)^{s}\right\}\right] } \\
& \leq C_{3 s} n^{-s} \theta_{j}^{s} \times C_{4 s} n^{-s} \\
& \leq C_{5 s} n^{-2 s} \theta_{j}^{s} \tag{I.72}
\end{align*}
$$

where $C_{1 s}, C_{2 s}, C_{3 s}, C_{4 s}$ and $C_{5 s}$ are constants which depend only on $s$. If we combine the results (I.70)-(I.72), we deduce that for each $s \geq 1, E\left[Z_{j}^{2 s}\right] \leq$ const. $\left(\theta_{j} n^{-1}\right)^{s}$. Therefore, for each $s \geq 1, E\left(\hat{W}^{s}\right) \leq$ const. $r_{0}$, where the constant does not depend on $n$. Hence, by (I.69), for each $\eta>0$,
for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r} T_{3 j}^{2} \leq$ const. $n^{-1+\eta} r \theta_{r}^{-1} \hat{A}(n, \eta)$, where random variable $\hat{A}(n, \eta)$ satisfies $\sup _{n \geq 1} E\left\{\hat{A}(n, \eta)^{s}\right\}<\infty$ for each $s \geq 1$.

From (I.29) we have:

$$
\left|\sum_{j=1}^{r} T_{1 j}^{2}\right|^{1 / 2}-\left|\sum_{j=1}^{r} T_{3 j}^{2}\right|^{1 / 2} \leq\left|\left(\sum_{j=1}^{r} T_{1 j}^{2}\right)^{1 / 2}-\left(\sum_{j=1}^{r} T_{3 j}^{2}\right)^{1 / 2}\right| \leq\left|\sum_{j=1}^{r} T_{4 j}^{2}\right|^{1 / 2}
$$

which by (I.37) and (I.73) implies that, for each $\eta>0$,

$$
\begin{align*}
\sum_{j=1}^{r} T_{1 j}^{2} & =\left(\left|\sum_{j=1}^{r} T_{1 j}^{2}\right|^{1 / 2}\right)^{2} \leq\left(\left|\sum_{j=1}^{r} T_{3 j}^{2}\right|^{1 / 2}+\left|\sum_{j=1}^{r} T_{4 j}^{2}\right|^{1 / 2}\right)^{2} \leq 2\left(\sum_{j=1}^{r} T_{3 j}^{2}+\sum_{j=1}^{r} T_{4 j}^{2}\right) \\
& \leq \text { const. } n^{-1+\eta} r \theta_{r}^{-1} \hat{A}(n, \eta)+\text { const. } n^{-2+\eta} r^{3} \theta_{r}^{-2} \hat{A}(n, \eta) \tag{I.74}
\end{align*}
$$

Thus, combining (I.73) with the above result, and using (I.6), we deduce that for some $\eta>0$ we have:
for all $1 \leq r \leq r_{0}, \sum_{j=1}^{r}\left(T_{1 j}^{2}-T_{3 j}^{2}\right) \leq$ const. $n^{-1-\eta} r \theta_{r}^{-1} \hat{A}(n)$,
where the random variable $\hat{A}(n)$ satisfies sup $n \geq 1 E\left\{\hat{A}(n)^{s}\right\}<\infty$
for each $s \geq 1$.

Combining (I.21), (I.58), (I.74) and the above result we see that, for some $\eta>0$,

$$
\begin{aligned}
\left|\sum_{j=1}^{r}\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}-\sum_{j=1}^{r} T_{1 j}^{2}\right| & \leq\left|\sum_{j=1}^{r}\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}\right|+\sum_{j=1}^{r} T_{1 j}^{2} \\
& \leq \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n)+\text { const. } n^{-1-\eta} r \theta_{r}^{-1} \hat{A}(n) \\
& \leq \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n),
\end{aligned}
$$

then, by (I.75),

$$
\begin{aligned}
\left|\sum_{j=1}^{r}\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}-\sum_{j=1}^{r} T_{3 j}^{2}\right| & \leq\left|\sum_{j=1}^{r}\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}-\sum_{j=1}^{r} T_{1 j}^{2}\right|+\left|\sum_{j=1}^{r}\left(T_{1 j}^{2}-T_{3 j}^{2}\right)\right| \\
& \leq \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n)+\text { const. } n^{-1-\eta} r \theta_{r}^{-1} \hat{A}(n) \\
& \leq \text { const. } n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n) .
\end{aligned}
$$

Thus, from the above result we see that for some $\eta>0$, if $\mathcal{G}$ holds then for all $1 \leq r \leq r_{0},\left|\sum_{j \leq r}\left\{\left(\hat{b}_{j}-\bar{b}_{j}\right)^{2}-T_{3 j}^{2}\right\}\right| \leq$ const. $n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n)$, where $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty$ for each $s \geq 1$.

Combining (I.10), (I.68) and (I.76), and noting that dependence of the function $\hat{b}$ on $m$ has been suppressed, we conclude that, for some $\eta>0$,
if $\mathcal{G}$ holds then for all $1 \leq r \leq r_{0},\left|\int(\hat{b}-b)^{2}-\sum_{j=1}^{r} T_{3 j}^{2}-\sum_{j \geq r} b_{j}^{2}\right| \leq$ const. $n^{-\eta} r\left(n^{-1} \theta_{r}^{-1}+b_{r}^{2}\right) \hat{A}(n)$, where $\sup _{n \geq 1} E\left\{\hat{A}(n)^{s}\right\}<\infty$ for each $s \geq 1$.

This property implies (I.19). To get (I.20), we have:

$$
\begin{aligned}
E\{S(r)\} & =E\left[\sum_{j=1}^{r} \theta_{j}^{-2}\left\{\frac{1}{n} \sum_{i=1}^{n} \int\left(X_{i}(t)-\bar{X}(t)\right) \psi_{j}\right\}^{2}\right] \\
& =\sum_{j=1}^{r} \theta_{j}^{-2} E\left[\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i j}-\bar{\xi}_{j}\right)\left(\epsilon_{i}-\bar{\epsilon}\right)\right]^{2} \\
& =\sum_{j=1}^{r} \theta_{j}^{-2} n^{-2} \sum_{i=1}^{n} E\left[\xi_{i j}-\bar{\xi}_{j}\right]^{2} E\left[\epsilon_{i}-\bar{\epsilon}^{2}\right. \\
& =n^{-2} \sum_{j=1}^{r} \theta_{j}^{-2} n\left(1-\frac{1}{n}\right) \theta_{j} \times\left(1-\frac{1}{n}\right) \sigma^{2} \\
& =n^{-1}\left(1-n^{-1}\right)^{2} \sigma^{2} \sum_{j=1}^{r} \theta_{j}^{-1}
\end{aligned}
$$

I.2.8. Bounds relating to $\widehat{\psi}_{j}-\psi_{j}$. It can be proved from (I.30) that $\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}=$ $\hat{u}_{j}^{2}+\hat{v}_{j}^{2}$, where

$$
\hat{u}_{j}^{2}=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \hat{w}_{j k}^{2}, \hat{v}_{j}^{2}=\left\{\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right\}^{2}
$$

and $\hat{w}_{j k}=\int\left(\widehat{K}_{K}-K\right) \widehat{\psi}_{j} \psi_{k}$. Since both $\psi_{j}$ and $\widehat{\psi}_{j}$ are of unit length, then $\hat{v}_{j}^{2}=2\left\{1-\left(1-\hat{u}_{j}^{2}\right)^{1 / 2}\right\}-\hat{u}_{j}^{2}$, which implies that

$$
\begin{equation*}
\text { for all } j \geq 1, \quad\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq 2 \hat{u}_{j}^{2}, \quad \hat{v}_{j}^{2} \leq \hat{u}_{j}^{4} . \tag{I.77}
\end{equation*}
$$

If the event $\mathcal{G}$ obtains, then so too does (I.24), and therefore,

$$
\left|\theta_{j}-\theta_{k}\right| \leq\left|\hat{\theta}_{j}-\theta_{j}\right|+\left|\hat{\theta}_{j}-\theta_{k}\right| \leq \widehat{\Delta}+\left|\hat{\theta}_{j}-\theta_{k}\right| \leq \frac{1}{2} \rho_{j}+\left|\hat{\theta}_{j}-\theta_{k}\right| .
$$

Thus, $\left|\hat{\theta}_{j}-\theta_{k}\right| \geq \frac{1}{2}\left|\theta_{j}-\theta_{k}\right|$, which means $\left|\hat{\theta}_{j}-\theta_{k}\right|^{-1} \leq 2\left|\theta_{j}-\theta_{k}\right|^{-1}$ for all $j, k$ such that $j \neq k$ and $1 \leq j \leq r_{0}$. For the same range of values of $j$ and $k,\left|\theta_{j}-\theta_{k}\right|^{-1} \leq$ $C \theta_{r_{0}}^{-1} r_{0} ;$ see (I.9). Here, $C$ denotes a positive constant not depending on $c$ in the definition of $\mathcal{G}$. Defining $\hat{x}_{i j}=\int(\widehat{K}-K) \psi_{j} \psi_{k}$ and $\hat{y}_{j k}=\int(\widehat{K}-K)\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{k}$,
we have $\hat{w}_{j k}^{2} \leq 2\left(\hat{x}_{j k}^{2}+\hat{y}_{j k}^{2}\right)$. Hence, assuming $\mathcal{G}$ holds, we have for $1 \leq j \leq r_{0}$,

$$
\begin{align*}
\hat{u}_{j}^{2} & \leq 8 \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left(\hat{x}_{j k}^{2}+\hat{y}_{j k}^{2}\right) \leq 8 \hat{a}_{j}+8 C^{2} \theta_{r_{0}}^{-2} r_{0}^{2} \hat{c}_{j} \\
& \leq 8 \hat{a}_{j}+8 C^{2} \theta_{r_{0}}^{-2} r_{0}^{2} \widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \tag{I.78}
\end{align*}
$$

where $\hat{a}_{j}=\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \hat{x}_{j k}^{2}$ and $\hat{c}_{j}=\sum_{k: k \neq j} \hat{y}_{j k}^{2} \leq \widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}$. Condition (I.4) and Lemma 2.5 imply that $n E\left(\hat{x}_{j k}^{2}\right) \leq$ const. $\theta_{j} \theta_{k}$, where the constant does not depend on $j, k$ or $n$. Moreover, by (I.1) and (I.2),

$$
\begin{align*}
& \sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \theta_{j} \theta_{k} \leq \text { const. } \sum_{k: k \neq j}\left\{\frac{\max (j, k)}{\max \left(\theta_{j}, \theta_{k}\right)|j-k|}\right\}^{2} \theta_{j} \theta_{k} \\
& \quad \leq \text { const. }\left\{\theta_{j} \sum_{k \leq j / 2} \theta_{k}^{-1}+j^{2} \sum_{j / 2<k \leq 2 j}(j-k)^{-2}+\theta_{j}^{-1} \sum_{k>2 j} \theta_{k}\right\} \leq \text { const. } j^{2} . \tag{I.79}
\end{align*}
$$

Therefore, $E\left(\hat{a}_{j}\right) \leq$ const. $n^{-1} j^{2}$. Also, for $s \geq 1$,

$$
\begin{equation*}
E\left(\hat{a}_{j}^{s}\right)=E\left[\left(\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2} \hat{x}_{j k}^{2}\right)^{s}\right] \leq\left(\sum_{k: k \neq j}\left(\theta_{j}-\theta_{k}\right)^{-2}\left(E\left[\hat{x}_{j k}^{2 s}\right)^{1 / s}\right)^{s} .\right. \tag{I.80}
\end{equation*}
$$

Using Lemma 2.5, we see that

$$
\begin{equation*}
E\left(\hat{x}_{j k}^{2 s}\right) \leq \mathrm{C}_{s} n^{-r} \theta_{j}^{s} \theta_{k}^{s} \quad \text { for all } k \neq j \quad \text { and } s \geq 1 \tag{I.81}
\end{equation*}
$$

where $C_{r}$ is a constant depending only on $r$. So, (I.79)-(I.81) imply that for each $s \geq 1$,

$$
\begin{equation*}
E\left(\hat{a}_{j}^{s}\right) \leq C_{s}\left(n^{-1} j^{2}\right)^{s}, \quad \text { uniformly in } j, \tag{I.82}
\end{equation*}
$$

where $C_{s}$ does not depend on $j$. Moreover, defining $\tilde{a}_{j}=n j^{-2} \hat{a}_{j}$, we have,

$$
E\left(\max _{1 \leq j \leq r_{0}} \tilde{a}_{j}\right)^{s} \leq E\left(\sum_{j=1}^{r_{0}} \tilde{a}_{j}^{s}\right) \leq \sum_{j=1}^{r_{0}} E\left(\tilde{a}_{j}^{s}\right) \leq r_{0} \max _{1 \leq j \leq r_{0}} E\left(\tilde{a}_{j}^{s}\right) \leq \text { const. } r_{0},
$$

where the constant does not depend on $n$ or $r_{0}$. Therefore, similarly to the argument used to obtain (I.45), with $\hat{U}=\max _{1 \leq j \leq r_{0}} \tilde{a}_{j}$ we have, for any sequence $u_{1}, \cdots, u_{r_{0}}$ and all $r \leq r_{0}$,

$$
\begin{equation*}
\sum_{j=1}^{r} u_{j} \tilde{a}_{j} \leq \hat{U} \sum_{j=1}^{r} u_{j}, \text { where } \sup _{n \geq 1} E\left(n^{-\eta} \hat{U}\right)^{r}<\infty \quad \text { for all } r \geq 1 \text { and } \eta>0 \tag{I.83}
\end{equation*}
$$

Combining (I.78) with the first part of (I.77) we deduce that if $\mathcal{G}$ holds,

$$
\begin{equation*}
\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq 16 \hat{a}_{j}+16 C^{2} \theta_{r_{0}}^{-2} r_{0}^{2} \widehat{\Delta}^{2}\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2}, \tag{I.84}
\end{equation*}
$$

for $1 \leq j \leq r_{0}$. However, by definition of $\mathcal{G}$, if that event holds then $\widehat{\Delta} \leq c r_{0}^{-1} \theta_{r_{0}}$. Hence, by (I.84), if $\mathcal{G}$ holds then for $1<j<r_{n}$,

$$
\left(1-16 C^{2} c^{2}\right)\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq 16 \hat{a}_{j} .
$$

Choosing $c$, in the definition of $\mathcal{G}$, so small that $16 C^{2} c^{2} \leq \frac{1}{2}$, we deduce that if $\mathcal{G}$ holds then for $1 \leq j \leq r_{0},\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq 32 \hat{a}_{j}$. Combining this result with (I.78), and noting the choice of $c$, we deduce that if $\mathcal{G}$ holds then for $1 \leq j \leq r_{0}, \hat{u}_{j}^{2} \leq$ $16 \hat{a}_{j}$. From this property and the second part of (I.77) we conclude that
if $\mathcal{G}$ holds then for $1 \leq j \leq r_{0},\left\|\widehat{\psi}_{j}-\psi_{j}\right\|^{2} \leq 32 \hat{a}_{j}$ and

$$
\begin{equation*}
\left|\int\left(\widehat{\psi}_{j}-\psi_{j}\right) \psi_{j}\right| \leq 16 \hat{a}_{j} \tag{I.85}
\end{equation*}
$$

Results (I.37), (I.66) and (I.67) follow from (I.1), (I.65), (I.82), (I.83) and (I.85). Using (I.55), together with the bounds at (I.33) and (I.54) on $s(j)$ and $u(j)$ respectively, plus also the bounds at (I.49) on the maximum of $\Delta_{(j)}$, and the bounds (I.83) and (I.85) on the maximum of $\left\|\hat{\psi}_{j}-\psi_{j}\right\|$, we can similarly derive (I.56) from (I.55).

## I. 1 On Validity of the Asymptotic MISE Approximation

Conditions under which (4.17) holds can be quickly deduced from Theorem 2.4, as follows. Under condition (2.1), we have $E\left\{\int(\widehat{K}-K) \psi_{j} \psi_{j}\right\}^{2} \leq$ const. $n^{-1} \theta_{j}^{2}$ (see Lemma 2.5), and also from (2.28) and (2.29) we conclude that $E(\| \widehat{K}$ -$K\left\|\|\widehat{K}-K\|_{\text {sup }}\right)=O\left(n^{-1}\right)$. From these results and (2.18) it is deduced that, for each $1 \leq j \leq r$,

$$
\begin{equation*}
E\left|\hat{\theta}_{j}-\theta_{j}\right|=O\left(n^{-1 / 2} \theta_{j}+n^{-1} \delta_{j}^{-1}\right) \tag{I.86}
\end{equation*}
$$

Recall that $\mathcal{E}$ denote the event that $\widehat{\Delta} \leq c r_{0} \theta_{T_{0}}$, where $c>0$ is chosen so small that $c r_{0}^{-1} \theta_{r_{0}} \leq \frac{1}{2} \delta_{r_{0}}$, for all $n$. We proved that $1-P(\mathcal{E})=O\left(n^{-C}\right)$, for each $C>0$. If $c$ is chosen sufficiently small, then we have $\widehat{\Delta} \leq \frac{1}{2} \delta_{r_{0}}$. Since $\delta_{r_{0}} \leq \theta_{r_{0}}$, then $\widehat{\Delta} \leq \frac{1}{2} \theta_{r_{0}}$ which implies $\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \frac{1}{2} \theta_{j}$ for $1 \leq j \leq r \leq r_{0}$. Hence, for sufficiently small choice of $c$, we have $1-P\left(\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \frac{1}{2} \theta_{j}\right) \leq 1-P(\mathcal{E})=O\left(n^{-C}\right)$. So, denoting $\mathcal{H}$ as the event $\left|\hat{\theta}_{j}-\theta_{j}\right| \leq \frac{1}{2} \theta_{j}$, provided the event $\mathcal{H}$ obtains, for each $1 \leq j \leq r$ we have:

$$
\begin{equation*}
E\left|\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right| \leq 2 \theta_{j}^{-2} E\left[\left|\hat{\theta}_{j}-\theta_{j}\right|\right] \tag{I.87}
\end{equation*}
$$

Combining (I.86) and (I.87) and summing up over $j$, and choosing $C$ large enough, we have:

$$
\begin{equation*}
\sum_{j=1}^{r} E\left|\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right|=O\left(n^{-1 / 2} \sum_{j=1}^{r} \theta_{j}^{-1}+n^{-1} \sum_{j=1}^{r} \theta_{j}^{-2} \delta_{j}^{-1}\right) \tag{I.88}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
E\left[\left|\left(\sum_{j=1}^{r} \hat{\theta}_{j}^{-1}\right) /\left(\sum_{j=1}^{r} \theta_{j}^{-1}\right)-1\right|\right] & \leq \frac{1}{\left(\sum_{j=1}^{r} \theta_{j}^{-1}\right)} \sum_{j=1}^{r} E\left|\hat{\theta}_{j}^{-1}-\theta_{j}^{-1}\right| \\
& =O\left(n^{-1 / 2}+\frac{\left(\sum_{j \leq r} \theta_{j}^{-2} \delta_{j}^{-1}\right)}{\left(n \sum_{j \leq r} \theta_{j}^{-1}\right)}\right)
\end{aligned}
$$

from which it follows that (4.17) holds, provided $r$ increases sufficiently slowly, a sufficient condition for the rate being: $\left(\sum_{j \leq r} \theta_{j}^{-2} \delta_{j}^{-1}\right) /\left(n \sum_{j \leq r} \theta_{j}^{-1}\right) \rightarrow 0$.
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[^0]:    $\theta_{j}$
    The $j$ th eigenvalue of the covariance operator $K$.

