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On pure glebal dimension of locally finitely presented
Grothendieck categories
by

Daniel Simson (Torun)

Abstract. In the paper we define and investigate a pure global dimension of any locally finitely
presented Grothendieck category. The problem of the computation of the pure global dimension
is reduced to computation of the supremum of projective dirnensions of flat objects in a certain
functor category. Categories having the pure global dimension zero are characterized. Finally,
a characterization of perfect functor categories is given.

In [13] Griffith defines the left pure global dimension for any ring R and, among
other things, characterizes commutative rings R with P.gl.dimR = 0 as artinian
principal ideal ¥ings or, equivalently, as rings R for which every R-module is a direct
sum of cyclic modules. Pure global dimension of rings has also been investigated
by Gruson and Jensen [14}, and by Kielpinski and Simson [18].

In the present paper pure global dimension P.gl.dim o/ is defined and investi-
gated for an arbitrary locally finitely presented Grothendieck category . Conditions
which reflect finiteness of P.gl.dim & are given. One of the main results is a charac-
terization of locally finitely presented Grothendieck categories o with P.gl. dim ./ =0
(see Theorem 6.3 and [31]) which asserts for instance that P.gl.dims# = 0 if and
only if o is pure-perfect, or equivalently, if of is locally moetherian and every its
object is a direct sum of finitely generated subobjects. Moreover, it is shown
that 1.P.gl.dimR = 0 if and only if the natural homomorphism

(HQ») ®RM"’1—I(Qr Q@ M)

is injective for amy family {Q,} of right R-modules and any left R-module M.

Recently Gruson and Jensen have proved that LP.gl.dimR = 0 = r.P.gl.dim R
if and only if R is left artinian and there are only finitely many isomorphy classes
of finitely generated indecomposable left R-modules. Using this interesting result,
we prove the following conjecture of Brauer-Thrall, proved in [27]: Let A be a finite-
dimensional algebra over a field &, and suppose that there are infinitely many iso-
morphy classes of finite-dimensional indecomposable A-modules. Then, for any
natural number 5, there are indecomposable A-modules of finite dimension =n.

The main method applied in the paper is the following. Let L(s#) be the category
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of all additive contravariant functors from the category fp(e#) of all finitely presented
ohjects of o to the category Ab of abelian groups, and et i.: o/ L () be the natural
extension of the Yoneda functor, It is observed that there are natural equivalences

Pexti{—, 1) = ExtL(h-. 1), n20,

and therefore .o is equivalent to the full subcategory of L(&f) consisting of all flat
objects. Then it follows that P.gl.dim.eZ = 0 if and only if every flat object in L{e#)
is projective, i.e., L{sf) is a perfect category (see [3], [19] and [39]).

The organization of the paper is as follows. The first two sections contain preli-
minary results about categories, purity and pure dimensions. Section 3 is devoted
to the study of stable and factorizable systems. In particular, a characterization of

Mittag-Leffler objects is given (cf. [26]). In Section 4 we prove that any locally

finitely presented Grothendieck category has sufficiently many pure-injective objects.
Section 5 contains a characterization of coperfect and perfect functor categories.
Section 6 is devoted to the study of categories o with P.gl.dim.s/=0. The Jast
Section 7 contains some examples.
The paper is partially based on [33]. Some results were announced in [32].
The author would like to thank R. Kielpinski for many discussions during the
preparation of this paper.

§ 1. Preliminavies. A Grothendieck category is an abelian category « which has
a set of generators and admits colimits that are exact when taken over directed sets
(cf. [6], [9] and [25]).

Let o be a Grothendieck category. An object M of o7 is of finite type if for each
directed increasing family of its subobjects M; with M = |J M; there is an j with
M = M;. M is finitely presented if it is of finite type and if, for each epimor-
phism f: N— M with N of finite type, the kernel of fis also of finite type. M is noe-
therian (vesp. artinian) if the class of subobjects of M satisfies the ascending (resp.
descending) chain condition. Finally, M is finiteif it is both artinian and noetherian.
o is locally finitely presented (vesp. locally of finite type,...)if it has a family of fini-
tely presented (resp. finite type, ..) generators.

By an additive category we shall mean a category together with an abelian group
structure on each of its Hom sets such that composition is bilinear (cf. [22]).

Let € be-u small additive category. A #-module is a covariant additive functor
from € to the category of abelian groups. The category of all ¥-modules together
with natural trensformations of functors as morphisms will be denoted by % -Mod.
- This is a natural generalization of the notion of module over a ring. ¥-Mod is a lo-
cally finitely presented Grothendieck category and #-modules of the form

K = Homg(X, —), Xe%,

form a set of its finitely presented projective generators. A @-module M is free if
itis isomorphic with a direct sum of modules A*. M is finitely generated (resp. cyclic)
if it is an epimorphic image of a finite direct sum of the modules A% (resp. of
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a module kX). A left ideal inthe category % is a %-submodule of A" for some X e %,
a right ideal in @ is a submodule of a #"-module hy = Homg(—, X), X e¥.
A two-sided ideal in % is a subfunctor of the functor

Homg,: " x&—Ab.

If Iis a two-sided ideal in % and M is a ¥-module IM is a ¥-submodule of A
such that IM(X), X e ¥, is a subgroup of M(X) generated by all elements of the
form M(f)y with y e M(Y) and fe I(Y, X) for some Y e@. It is clear that the
quotient %-module M/IM is, in a natural way, a ¥/I-module, where the quotient
category #/I has the same objects as & and

Homy(X, ¥) = Home(X, Y)/I(X, ¥).

The Jacobson radical of an additive category ¢ is a two-sided ideal J(¥) de-
fined by

J(@#)(A, B) = { fe Homgl4, B), 149/ has a two-sided inverse for every g}

(see [22]). It is not difficult to check that J($/J(¥)) = 0 and that J(¥)(X, X) is
the Jacobson radical of the endomorphism ring :

Ende X = Home (X, X)
for every object X from %. Moreover, one can prove the following
n
Lemva 1.1, Let M = @ M, and let f=(fy): MM where fip M;—>M,;.
=1 -

Then fe J{End M) if and only if fie JI¥)(M;, M) for all i and J.

A small additive category % is semi-simple if each #-module W, Xe4, is
a coproduct of simple left ideals. € is regular in the sense of von Neuntann if for
each of its morphisms f there exists a g such that /' = fgf.

PROPOSITION 1.2, Let € be a small additive category. The jollowing conditions
are equivalent:

(2) € is semi-simple.

(b) % is regular in the sense of von Newmann and the ring Endg X is semi-simple
Jor every Xe%.

(c) The endomorphism ving of any finitely generated free €-module 1s semi-simple.

Proof. The implication (a)-+(c} is obvious. )

(©)=(b). Let f: X— ¥ be a morphism in & Consider the element

B0
Since S is semi-simple, there exists a &S such that 5 = st5. Hence [ = faf for
some g and (b) follows.
Olserve that, for every X e%, there is a one-to-one correspondence between
leftideals in E = End,X generated by idempotents and direct summands of B¥ which.
is given by Eg~ImkA® Therefore (b)—(2) and the proof is complete.

§ = (0 0> el = El'ldg'_Modhx @ h}, .
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CorOLLARY 1.3. (2) ¥ is semi-simple iff € is semi-simple.

(b) If € has finite coproducts, then it is semi-simple if and only if Bnd, X is semi-
simple for each X €%.

Recall that the tensor product functor

®g: ¥°P-Mod x ¥-Mod—Ab
is defined by
N M= @ (NX ®, MX, Xe®)U,
where U is. a subgroup of @ (WX ®; MX, X' %) generated by all elements
N(y@x—y@M(f)x, where fe Homg(X, ¥), xe MX, y e NX (see [8] and [22]).
It is well known that there is a matural isomorphism
Homy(V @¢ M, L) = Homyer_yoa(N, Homgz (M (), L))

for any abelian group L. It follows that N ®e? and ? ®¢ M are right exact funclors
which commute with arbitrary coproducts and direct limits. Moreover, the
following isomorphisms hold:
hyx @ M = M(X),
(hxlhx D) ®y M = M(X)/IM(X)

for each X e % and every two-sided ideal I in %.

A %-module M is flat if the functor ? @4 M is exact. An easy generalization
of the well-known module-theoretic arguments gives the following result:

Tororem 1.4. A small additive category € is regular in the sense of von Neumann
if and only if every €-module is flat.

) Following B. Mitchell, we say that an object M is a continuouns well-ordersd
union of subobjects M, &<y, where y is an ordinal number if M, = 0, MM,
for {<t and M, = |J M, wheneyer 7 is a limit ordinal number.

<

n

The following lemma is well known (see for instance [16], Lemma 1.4):

Leva 1.5. Every infinite directed set I is a continuous well-ordered union of ifs
subobjects I, with |I]|<|I|. '

Now we formulate a resuli which is repeatedly used in the paper and which may
be proved as Theorem 4.2 in [16].

THEOREM 1.6 (Roos). For any direct system {M)} in a Grothendieck category of
and every object A there exists a spectral sequence

B = limWExt4, (M, 4) = Bxt’ {colim M, A)
P

where im is the p-th right derived Sunctor of lim (see [16]).

Throughout the paper sf denotes a locally finitely presented Grothendieck
category, % denotes a skeletally small additive category and R is an associative ring
with identity. The symbols lim and colim denote the limit and colimit functor
respectively. The cardinality of a set I is denoted by |I] and 8_; denotes any ﬁnite’
cardinal number. A colimit over a directed set will be called a direct limit.
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§ 2. Purity and fiatness. Let ./ be a locally finitely presented Grothendieck cat-
egory and let m be a cardinal number. An object M of o is m-generated (resp.
m-presented) if there exists an exact sequence '

L N->M—0
where N (resp. M and L) is a coproduct of m copies of finitely presented objects.

THEOREM 2.1. (2) 4 €-module M is flat and wm-presented iff M is a direct limit
of a system of cardinality m consisting of finitely generated free €-modules.

(b) If € has finite coproducts and cokernels, then €°*-module F is flat iff F is
a left exact funcfor.

The first part may be proved as Theorem [ in [12], and the second as Theorem 1.4
in [8].

It is not difficult to prove the following two lemmas (see [25] and [34]):

LemMa 2.2. Every m-presented object of of is a direct limit of a system of cardi-
nality wm consisting of finitely presented objects.

LuMMa 2.3. An object M is finitely presented iff Hom ,(M, —) commutes with
direct limits (i.e., colimils over directed sers).

An exact sequence .

0—>K—>N—~—fM —0
is pure if Homg(X, p) is surjeciive for every finitely presented object X. In this
case p is called a pure epimorphism and i a pure monomorphism.

LEMMA 2.4, (2) If AcB<C, A is a pure subobject of C and B[A is a pure sub-
object of CJ/A, then B is a pure subobject of C.

(b) A direct limit of pure sequences is pure.

(¢) An exact sequence of %-modules 0-—+A—B—C—0 is pure iff the induced
homomorphism M Q¢ A—M @« B is injective for any € -module M.

(a) and (b) follow immediately from the definitions. (c) is proved .in [34].

From Lemma 2.3 immediately follows

CoroLLARY 2.5. If {M), i€ L, is a divect sysiem with I directed, then the natural
epimorphism @ M,—colimM, is pure.

Recall that an object M is pure-projective (resp. pure-injective) if it is projective
(resp. injective) with respect to pure epimorphisms (resp. pure monomorphisms).

1t follows from Lemma 2.2 and Corollary 2.5 that a locally finitely presented
category o has enough pure-projectives and every its pure-projective objectis a sum-
mand of a suitable coproduct of finitely presented objects. Moreover, every object A
admits a pure-projective resolution, i.e., an exact sequence

L
=P =P, > Py M0,

where P, are pure-projective and Kerd, is a pure subobject of P, for all #. Then the
pure extension functor Pextj may be defined by

Pext’y(M, N) = H'Hom(P, N),
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where P is a pure-projective resolution of M. The pure-projective and pure-injective
dimension we define as

P.pd M = sup{n, Pesti (M, 9 # 0},
P.id M = sup{r, Pextly(?, M) 0}.
The pure global dimension of & is defined as
P.gl.dimsf = sup{P.pd M, M e &} = sup{P.id M, Me o} .

Moreover, we set
1.P.gl.dim R = P.gl.dim R-Mod

for any ring R. The projective dimension of M is denoted by pdA. Finally, the
flat dimension of a small additive category € is

fid ¥ = sup {pd M, M e ¥-Fl}

where %-Fl is the class of all flat ¥-modules.
Tt follows from Lemma 2.4(c) that pd M = P,pd M for M e €-Fl and therefore

fld ¥ <P.gl. dim %-Mod .

In the proof of the next theorem we need the following

PROPOSITION 2.6 (Auslander). If & €-module M is a continuous well-ordered
union of submodules M, such that pd M, (/M:<n for each &, then pdM<n.

Proof. Thecase n = 0 follows from [31], Lemma 1. The inductive step one can
obtain in the same way as in [1] by using the functorial natural epimorphism
P(M)—-M, where

PM)y=® @ (W); and
Xe¥ feM(X)

Tueorem 2.7 (Jensen [15). Id% = suppd M where M runs over all flat € -modules
for which pd M is finite.

Proof. Let s denote the right side of the required equality. Since fd# s,
one can assume that s is finite. Let M be a flat ¥-module. By Theorem 2.1 M is
a direct limit of a system {F,}, i e I, with F; free and finitely generated. We shall
prove by transfinite induction on |I{ that pdA{ is finite and therefore not greater
than. 5. Clearly this is true if I is finite.

Suppose that I is infinite and consider the exact sequence

(BN, =

0—+K— @ F—colimF;—0,
iel ier
which is pure by Corollary 2.5. By Lemrua 1.5 I is a continuous well-ordered union
of directed subsets I, with |I,| <|I| and therefore our sequence is a direct limit of pure
sequences
0-3K; » ® F;-colimF—0.

ielg iels
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Furthermore, K is a continuous weli-ordered union of the pure submodules K.
Hence Kpy1/K, is flat and therefore pd Kpyy/K:<s because by the inductive assump-
tion pd K is finite for each £ Then by Proposition 2.6 pd K is finite. Thus pd M is
finite and the proof is complete.

Let L(of) = fp(a/)°™-Mod where fp{#} is the full subcategory of & consisting
of all finitely presented objects. Consider a covariant functor

h.: o — L{s)

defined by hy = Hom(—, A), k; = Hom{—,f) for fe Hom (A, A"). Observe
that 4. commutes with direct limits and arbitrary coproducts. Moreover, a short
exact sequence X in & is pure if and only if the sequence hy 1s exact.

TuroreM 2.8. There are natural isomorphisms
Pext (A, B) = Bxify ik hg), 120
Proof. n= 0. By Lemma 2.2 4 = cg]imAi and B = cqlimBj where A;, B;
are finitely presented. Then, using the Yo:elda Lemma, we gJ:tJ
Pext’(4, B) = Homg(d, B) = liir?coli}nHomm(Ai, B) ‘
el Jje

= limcolim Hom g4, fis)
iel Jjeld

= Homy (s hp) = Ex‘igw)(hA, hp) -

Now suppose that n>0 and let P be a pure-projective resolution of 4. Then /1, is
a projective resolution of A, in L(#) and therefore :

Pext"(4, B) = H"Hom (P, B) = H"Hom((hip, hg) = Exthn(fa, hp) »

which completes the proof.

From Theorems 2.1, 2.8 and Lemma 2.2 we obtain

COROLLARY 2.9. The fimctor h. establishes a natural equivalence between o and
the full subcategory [p(f)™-Fl of L{sf), which is equal to the full subcategory
Lexfp(#)™ of L(sf) consisting of all left exact functors.

It is clear that the functor k. is left exact and that

R'h = Bxtt(—, *)

where R"A. is the nth right derived functor of 4.. Moreover, using Theorem 1.4 and
Corollary 2.9, one can easily prove

TreoreM 2.10, The following conditions are equivalent:

(@) h. is exact.

(b) of sasisfies- each of the equivalent conditions in (34), Theorem 4.

(© h: f—L{Z) is an equivalence of categories. ‘

(d) o is equivalent to a finctor category % -Mod where € is small additive and
regular in the sense of von Neumann.
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Remark 1. The functor k. admits a left adjoint which is exact by Ulmer’s
Flarness Criterion [38]. Then o is a quotient category of L(s#) and A. is a section
functor (see [10]).

Remark 2. In our situation fp(a#)™-Fl is a Grothendieck category, It would be
interesting to give a characterization of those small additive categories % for which
%-F1 is a Grothendieck category.

From Theorem 2.8 and Corollary 2.9 we obtain

CoroLLArY 2.11. (a) P.pdA = pdh, for every object A in o.

(b) P.gl.dimss = Adfp ().

An immediate consequence of the results of this section and Theorem 1.6 is
the following

TerorReM 2.12. (a) I {M}. i€ 1, is a direct system in s, then for any object A
in o there exists a spectral sequence

EP? = Km® Pext?,(M,, 4) = Pext(colim M, 4).
)4

(b) If |1 <x, then P.pdcolimM;<14+n+supP.pd M.

(c) P.pdM<n+1 whenever M is s, presented. In particular, pdM<n+l
if M is an s,-presented flat €-module.

(&) I M is a continuous well-ordered union of pure subobjects My in o, then
P.pd M<supP.pd My, /M. '

() P.gl.dims/ = supP.pd M where M runs over all objects in & for which
P.pd M is finite.

TreorREM 2.13. P.gl.dimsf = supP.idF where F runs over all pure-projective
objects of .

Proof. Denote by d the right side of the required equality. Since P. gl. dim &/ =d,
one can assume that d is finite. In virtue of Theorem 2.12(e) it is sufficient to prove
that m = P.pdsf <d whenever m is finite. Let

0P, ~P,_ —=.=Py—4-0
be a pure-projective resolution of 4 and suppose that d<m. Then
PextL (B, [P, Pr) = Pextiy(4, P,)
and the second member is zero by our assumption. Consequently, the sequence
0P, ~P,_ P, _[P,—0

splits, which contradicts the assumption m = P.pd 4. Then m<d and the theorem
is proved.
Applying the above arguments and using [15], Corollary 4, we also obtain

COROLLARY 2.14. If R is a ring for which w.gl.dim R is finite, then 1.gl.dim R
= supinj.dim P where P runs through all projective left R-modules.

In the next section the following result is needed:
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LemMa 2.15. Let & be a full subcategory of £ closed under pure subobjects and
pure epimorphic images, and let & be ¢ Sfamily of objects in B such that every non-zero
object of @ has a non-zero pure subobject from F. Then

(a) Eack object B of # is a continuous well-ordered union of pure subobjects By
such that Bgyq/Br€ F for each £.

(b) P.pd,B<sup{P.pd F, Fe F} for auy object B of &.

Proof. (b) follows from (a) and Theorem 2.12(d). To prove (2) we put B, = 0
and B, = |J B if 1 is a limit number and By, £<#, are defined. If By is defined

<%

and B/B;sé 0, we choose a non-zero pure subobject Xe% of B/B; and put
By = p~ (X)) where p: B-»B/B;is the natural epimorphism. From [9]2.52 and 2.54
and Lemma 2.4(a) it follows that the embeddings B;c By, ;B are pure and that
B;1f/Bs = X. This completes the proof. ‘

The above lemma will be applied in the following two cases: if # = & and if
o = %-Mod, # = ¥-FL

§ 3. Generalized stable and factorizable systems.

DermurTion 3.1. Let 1t be an infinite cardinal number or x_, and let Ibe a di-
rected set. A direct {resp. inverse) system (M, A ser 15 W~ -factorizable if for every
ie I there exists a set J;={je I, =i} of cardinality not greater than m and such
that each morphism A, k>4, admits a factorization

hye s
‘?\4',-,"“'—'9 Mk M;<— Mn
A
\h>\l lh«j (I‘CSP. ‘\k\ﬂ\ z;‘_,»)
M; M;

with jed;. (My, bykjer 18 wm-stable if for any ieI the directed set {Kerhy} =1
(resp.{Imhy;} ;5 has a cofinal subset of cardinality not greater than mm.
s_,-factorizable and s. ;-stable systems will be called shortly facrorizable
and stable, respectively. In this case one can assume that each set J; has exactly one
element. Moreover, (M, k) i8 stable'iff for any i there is an jzi such that
Kerh;; = Kerky,; (resp. Tmby; = Imh,) for all k=j (see [32]).
Observe that an inverse system of left R-modules

i 2
RéeR4-Re-...
is stable iff for each 7 the chain{Rr, ;... Fps 1} Of principal left ideals terminates.
ProposiTioN 3.2 (Laudal). If F is a countable stable inverse system in a Gro-
thendieck category B, then Lim™WF = 0.
The proposition was proved in [20] for & = R-Mod but the proof works in the
general case.
Observe that every nt-factorizable system is nt-stable. Moreover, it is easy to
prove the following


GUEST


100 D. Simson

Levma 3.3. Every m-stable inverse system consisting of projective objects is
i -factorizable.

The next proposition plays an important role in our further considerations.

ProrosiTioN 3.4, Let Fy = (Fy,fyhjer be an m-factorizable direct system
in of where F; are pure-projective. Then M = colim Fy is an m-directed union {resp.
Ro-directed union if m = ., of pure subobjects of the form N = colim F; where J is
a directed subset of I of cardinaity <mt (resp. %) If m=x,, nz —1, ther
P.pdN<n+1. :

- Proof. For each ie J fix a set J;<1 of cardinality < for which the in-~factori-
zability condition in Definizion 3.1 is satisfied. Furthermore, for every X< choose
a directed subset X such that [%] = |X| and XSX [ (see [2], Lemma I).

Let N, be an m-generated (resp. countably generated) subobject of A and let

11 @ Fi—M be the natural epimorphism. Then Ny<st( @ F;) for some Ip=f with.
iel iely

gl <m (resp. [Jo| < 1g). Let J be the union of the sequence Ly ol eL, S...defined by

Ly =TIy, Lyey= UJLvE,. '

iel,
Tt is easy to verify that

(i) J is directed,

(ii) if jeJ then J;2J,

(iii) |J|<{m if m is infinite,

8 if m=w_q.

If we put N = colimF; and denote by u: N-+M the natural limit morphism,
then Np<Imu. The proof will be finished if we show

1° P.pdN<n+1 whenever m = §,, nz—1,

2% y is a pure monomorphism.

If 220, 1° follows from Theorem 2.12(b). Assume n = —1 and consider the
speciral sequence from Theorem 2.12 for the system. F;. Since F; are pure-projective,
we get an isomorphism

Pextl (N, X) = 1im'" Hom ,(F}, X)
jed

for any object X of .o, By (ii) Fy is factorizable, and so the inverse system Hom o(F, X)
is stable. Then by Proposition 3.2 the right member in the above isomorphism is
zero, proving that N is pure-projective. '

In virtue of Corollary 2.9, in order to prove 2° it is sufficient to show that
h,t hy—hy is 2 pure monomorphism in L(ef) or, equivalently, that the induced group
homomorphism B ®g Aiy—B ®¢ by is injective for every €°"-module B, where
@ = tp{s£)™. But from the m-factorizability condition we conclude that

UKerB @ ky,, = UKerB® hy,, .
. kely

k>

Then in virtue of (i) the required result follows from
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LemmMA 3.5, Let (G, g;) = colim(Gy, gs,jer in o and let JEI be a directed set
such thar for every jeJ

.

U Kergyy = U Kergy
2%} kedy
where J;'is a subset of J. IF (G, g7) = colim(Gy; Gyt yers then the natural morphism
@i G'-G Is infective.
Proof. Since o is locally finitely presented, it is sufficient to show that every
morphism f: P—G’, with P finitely presented, is zero whenever ¢f is zero.
Assume of = 0. Tt follows from Corollary 2.5 that there is a factorization

P
. |

ol

Gj —_— G'

9}
with jeJ. Then 0 = @g;f" = g;1” and by [25], p. 59, Lemma 8.8, we have
Iinf’cKerg; = |J Kergy; = U Kergy;
Y] keT;

50 gy S = 0 for some kelJ, kzj. Hence f = g5 f' = gigiyf" = 0 and the lemma
is proved.

We say that the category o is locally w-noetherian if every subobject of a finitely
presented object is n-generated.

TreoreM 3.6. Let (M, f) = colim(F, fi) o1 where F; are finitely presented,
and let m be an infinite cardinal number. If A is locally n-noetherian, n<wm, then
(F;, i) is m-faciorizable if and only if M is-an m-directed union of m -presented pure
subobjects. :

Proof. The “only if” part follows from Proposition 3.4 because there is an exact
sequence (in the notation of 3.4)

@ F_’fnii_) @ F}_)N_‘O
Josjy jed
with Fj,;, = Fj, (see [16], p. 33). To prove the “if” part observe first that every set
I, with |T,| <m can be embedded into a directed set Je1I such that the condition
in Lemma 3.5 is satisfied and |J|<w. Indeed, by the n-noetherian condition, for
every el there is an L;cl with |L;]<n such that

UKerfy = jkiKerfﬁ .

jzi

Put I, = |J L; and I, = I, (in the notation of the proof of 3.4). Continuing in this
ielo
way, we define a sequence of sets Ielcle.. It is easy to see that their union
satisfies the required conditions, )
Now consider the natural epimorphism p: @ F;—M. Fix i and choose an
ief

'
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m-generated pure subobject Ny of M such that p(F)c N, It is clear that there

exists a directed set Iy={je I, jzi} satisfying the condition in Lemma 3.5 and such
that Nocp( @ F), |I,|<m. Continuing in this way, we define a sequence

ielg

Lelelhe..c{j,jzi} of sets with {JJ<m and a sequence Ny N, < N,<... of

w-generated pure subobjects of M such that N,cp(@ F)eN,.y, J, = U I,
iely

satisfies the condition in Lemma 3.5, |J;/<wt and ¥V = p( @ F)) is a pure subobycot
JE i

of M. We shall show that the m-~factorizability condition in Definition 3.1 is satisfied.

Let (M, £7) = coim(Fy, fiyde per,- By Lemma 3.5 the natural colimit mor-
phism ¢: M‘—M is injective and therefore it is a pure monomorphism because
Ime = N. For any k=7 consider a commutative diagram

0o M 25 Mooy MIM' 0

Noo
It N Jr
N

F, — F, - Coker f; > 0
ki

Since Coker f;; is finitely presented, there exists a morphism v such that f; = uf},
Moreover, by Corollary 2.5 we have a factorization

M'——‘ieFk

17

K}

with seJ;, s221. Hence f(tfi;—f.) = 0, and so Im(#;—f;)=Ker ! becanse ¢ is
‘a monomorphist. Since F; is of finite type, we conclude from [25], p. 59, Lemma 8.8,
that fi(tfu—1f) = 0 for an jeJ;, f>s, which completes the proof.

CoroLLARY 3.7. If R is a commutative ring which has at most x,, n3>0, principal
ideals, then fldR<n+1.

Proof. Let I, ke K, |[K|<s,, be the set of all finitely generated ideals in R
and let (M S0 = colim(F,, f;;); ;1 be a non-zero flat R-module where F, are finitely
generated free. In virtue of Theorem 2.12(c) and Lemma 2.15 it is sufficient to show
that M contains a pure s, presented mom-zero submodule N. Let i, # 0. Since
|Kl<#, and R is 8,-notherian, using the same type of arguments as in the first part
of the proof of Theorem 3.6 one can show that there exists a directed subset J of I,
with [J|<x, and i, €J, such that the condition in Lemma 3.5 is satisfied for each
system (R/Ik ®R FL! R/Ik ®R.ft])1 Jjels kek

Put ¥ = cohij and let ¢: N7 be the natural colimit homomorphism. It

je
is clear that N # 0 is w-presented and by Lemma 3.5 R/l @z ¢ is injective for
each ke K. Consequently, ¢ is injective and Torb(R/I., M fImg) = 0 for any
ke K, so M[Tmg is flat. Thus ¢ is a pure monomorphism and the proof is complete.

COROLLARY 3.8. If R is right coherent, right s-noetherian and right self-FP
infecrive (se¢ [35]), then r.AdR<n+1.

icm°®
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Proof. Let M = colim(F;, f;) be a flat right R-module where F, arc finitely
generated free. Since R is right &,-noetherian and ccoherent then (F;, f;;) is x,-stable,
and therefore it is %,-factorizable by the self-FP-injectivity of R. Then, combining
Proposition 3.4 and Lemma 2.15, we obtain the corollary.-

DeriNiTION 3.9. An object is nt-coperfect if any decreasing directed family
of its subobjects of finite type has a cofinal subfamily of cardinmality at most .

8-;-coperfect objects are coperfect in the sense of Roos [28] (see also [4]
and [5]). A ring R is said to be right m~coperfect if it ism-coperfect as a right module
over itself.

PropoSITION 3.10. If P is a projective m-coperfect object in & of finile type,
then the endomorphism vingE = End P is right m-coperfect.

Proof. Let I, = fy E+..+fi, E, fy€FE, i,jed, be a decreasing directed
family of finitely generated right ideals in E. Consider the natural coproduct mor-
phism

Wi = {Ffigs wes Fru): PO

where P® denotes a coproduct of #; copies of P. It is clear that ji implies
Imy;cImy; and by our assumptions there exists a set JyoJd, |Jo|<m, such
that each Imy;, ieJ, contains an Imy,, k € J,. By the projectivity of P, y, = ¥
for some y and hence we conclude that LI, which proves that the family I,
keldy, is cofinal in I, jeJ.

‘The next theorers contains a relation between §,-coperfectness and a projective
dimension. of flat modules, and generalizes a result in [3] and [30] (see also [14],
Proposition 2.1).

THEOREM 3,11. If every finitely generated free €°P-module is 8,-coperfect, then
AdE<n+1, nz—1.

Proof. Consider a contravariant functor

(=)' #-Mod—%*-Mod
defined by (—)*(?) =Homg_y.i — , &%) which determines a duality between categories
of finitely generated projective #-modules and finitely generated projective
#°P-modules.

Let M be a flat ¥-module. By Theorem 2.1, M can be represented as a direct
limit of a system of finitely generated free modules F;. It follows from our assump-
tions and Lemma 3.3 that the dualinvetse system of finitely generated free #°P-mod-
ules Ff is §,-factorizable; hence so is {F;}. Then, combining Lemma 2.15 and Prop-
osition 3.4, we obtain the required inequality.

DEerNiTION 3.12. A weight of a small category ¥ is the cardinality w(%) of the
digjoint union of sets Homq(X, X") where X and X’ run through a fixed set of
representatives of isomorphy classes of objects in .

It is easy to check that every finitely generated free #°°-module is w(%)-coper-
fect whenever w(#) is infinite. Tlllls/g_}l\wrem 3.11 yields
2 — Fundamenta Mathematicae XCVI Y]
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CorROLLARY 3.13, If w(¥)<x,, n20, then 8dE<n+1.
Applying Corollary 2.12, we also obtain the following generalization of a result
in [14] and [18]: -
CoroLLARY 3.14. If w(tp(&))<K,, 720, then P.gl.dim s <n+1. In particular,
r.P.gldimR<n+1 whenever [R|<¥,, n=0.
" For the second statement let us observe that w(ip (R-Mod)) < max(s,, |RD.
DEerFINITION 3.15 (see [26], p. 69). M is & Mirntag-Leffler obfect if it is a colimit
of a factorizable direct system consisting of finirely presented objects.
 The next theorem extends the results of [26], Part 2, § 2.
TEEOREM 3.16. Let Fy = (F,,fi)jer be a direct sysiem consisting of finitely

presented G-modiles and let F = colimFy. Then the following statements are equiv-
alent: : :

(2) The direct system (L Q¢ ¥y, L R4 f3) is stable for any €°*-module L.

(0) The inverse system (HomyyoalF;, N), Homg yo( £y N)) is stable for any
& -module N. .

(c) Fy is factorizable.

(d) Fis an so-directed union of countably gemerated pure-projective pure sub-
objects. :
(&) The natural abelian group homomorphism

&: ([12) ®¢ F-T1(Q, @4 )

is- injective for any fomily O, of €°°-modules.
- () F is a Mittag—Leffler object.
Proof. For arbitrary %-modules M, N and each X% we define a homo-
morphism
tx: NXOY* @z M{(X)—>Homg.yeaM, NY*
setting fx(f ® m)(h) = fh(X)m where
—*: G-Mod—%"-Mod

is a duality functor defined by M*(—) = Hom,(M(~), 0/Z) and Q/Z denoles
the abelian group of rationals modulo 1. It is easy to check that t, induce & homo-
morphism

N @y M—+Homg oM, N)*

which is an isomorphism whenever M is finitely presented. Since —* is exact and
faithiul, an inverse system of abelian groups is stable if and only if the dual direct
system is stable. From this we infer (a)-(b).

(d)—(e). Since the tensor product is right exact and &is an isomorphism when-~
ever Fis finitely generated free, it is an isomorphism for Ffinitely presented. Hence @ is
injective if Fis pure-projective and generally if Fisa directed union of pure-projec-
tives.
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The implication (c)-+(f) is trivial and (f}~+(d) follows from Proposition 3.4.
The proof of (b)—(c) and (e)—(a) for modules over a ring [26], Part 2, Prop-
osition 2.1.4 and 2.1.5, works in our situation. Thus the proof is complete.

Using the functor k., Propesition 3.4 and the above theorem, we obtain the
following result, which completes Theorem 3.6 in the case m = 8.;.

CoroLLARY 3.17. Let N = colim(P,, p;;) where P, are finitely presented objects
of . The following statements are equivalent:

(a) The system (P, p;;) is factorizable.

(b) N is a Mintag—-Leffler object.

(c) N is an sy-directed union of countably generated pure-projective pure sub-
objects. ‘

CoroLLARY 3.18. Let 0—A'»Ad—A"—0 be g pure exact sequence in o, If 4 is
a Mitiag-Leffler object, then so is A'. If A" and A" are Mittag-Leffler objects, then A is
alse a Mittag-Leffler object. .

Proof. It is clear that X is a Mittag-Teffler object in o if and only if Ay is
a Mittag—Leffler object in L(=f). Then, applying Theorem 3.16(¢), we obtain the
requited result.

§ 4. Pure-injective objects. The aim of this section is to prove the following gen-
eralization of a result in [34]:

THEOREM 4.1. Every locally finitely presented Grothendieck category of has enough
pure-injective objects.

The general idea of the proof is due to Kielpinski [17].

Let M be an object in &/. An equation scheme over M is a morphism couple

I .
{foip = (M«K->P)
where i is a monemorphism and P is pure-projective. Let j: M—M' be a mono-
morphism. A morphism g: P—M "' is called a solution of the equation scheme { f, i>
in M* when gi = jf. In this case we say that {f, i) is solvable in M'. An equation
scheme { f,i'> over M is a subscheme of ¢ f, i) if there is 2 commurative diagram

K s P
r/ l '
7 |
Mgt
where the vertical arrows are monomorphisms. Finally, we say that the equation
scheme { f, iy is finitely solvable if its every subscheme { /7, i) with K’ and P’ of
finite type has a solution in M.
LEmMA 4.2. An equation scheme {f,iy over M in &f is finitely solvable if and
only if it is solvable in a pure extension of M.
Proof. Suppose that { f, i) is finite solvable. Without loss of generality we may

assume that P is a coproduct of finitely presented objects. Thus X and P may be
2%
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represented as directed unions of subobjects K=K and P,<P, te T, such that K, is
of finite type, P, is finitely presented and i(K,)=P, for all . Let us denote by f and i,
the restrictions of f and i to K, and form a pushout diagram

K, "':‘} Py

A

M —s B,
S

for every ¢ where s, is a split monomorphism by the finite solvability of {f, >
The set T is directed if we put
(1<) «» (K,=K, and P,<=P)).

Furthermore, there are morphisms b,,: B,—B, such that the above diagrams form

a direct system. It follows that & = colims, is a pure monomorphism and therefore

u = colimu, is the required solution. Since the “if” part is obvious, the proof is
complete. .

In the proof of the next proposition we shall need the following

LeMMA 4.3, Every object of & is a directed union of n-generated pure subobjects
where n = max (s, w(fp(a))).

Proof. In view of Proposition 3.4 it is sufficient to show that every direct sys-
tem F consisting of finitely presented objects of o7 is n-factorizable or, equivalently,
that so is the inverse system #* of fp()-modules. But this follows from Lemma 3.3
since it is casy to check that every module AY, X efp(s), is n-stable.

PrOPOSITION 4.4, Let Q be an object of s£. The following properties are equiv-
alent:

(a) O is pure-injective. .

(b) Every finitely solvable equation scheme over ( is solvable in 'Q‘

(c) Every finitely solvable equation scheme

s
ity =(Q«K=PF)
with P n-generated is solvable in ¢ where v = max (w (fp (), no).
(d) Pext’y(—, 0) =0 for nx=1.

Proof. (a)—(b) follows from Lemma 4.2, (b)—(c) and (d)—(a) are obvious.
Now we prove (c)—+(d). Let X be an object of o7 and consider a pure exact sequence

with P pure-projective. Tf X is n-generated, then P may be chosen n- generated too,

and it follows from (c) that Pext}y (X, Q) = 0 for n3>1. Suppose that X is arbitrary.

Using Lemma 4.3, essentially as in the proof of Lemma 2.15, one can show that P

is a well-ordered union of pure subobjects P, such that P, = i(K), Py= {JPeiinis
s<n

icm
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a limit ordinal number and Py, /Py is n-generated for all £. Since Pextl(¥, Q) =0
when Yis n-generated, every morphism K— 0 may be inductively extended to a mor-
phism P— Q. Hence (d) follows and the proof is complete.
Now, by using Lemma 4.2 and Proposition 4.4, Theorem 4.1 may be proved
essentially as Theorem 2 in [17). Moreover, [36], Proposition 4.5, yields
COROLLARY 4.5. o has pure-injective envelopes.

§ 5. Perfect functor categories. Recall that a Grothendieck category 4 is said
1o be coperfect if its every object is coperfect (cf. [28]). 4 is perfect if each of its
objects admits a projective cover (cf. [3], [6], [19], [32], [39).

A ring R is right perfect if the category Mod-R of all right R-modules is perfect
or, equivalently, R-Mod is coperfect (see [3] and [4]).

In the next theorem we use the following notations:

re

re ro.
(R, =) = (RoR—>R-..),

.r RTINS PY
M, <) = (MeMeM<.), rnekR,

where M is a right R-module and -r denotes the right multiplication by re R.
THEOREM 5.1. The following statements are equivalent:
(a) R is right perfecr.

¥
(b) Hm“ M, «) = 0 for any right R-module M and any elements r,€ R.
-r

(¢) im"XF, «) = 0 where F is a countably generated free right R-module
and r.e R ‘ .

‘ -
Proof. Fix elements r,,7;,..€ R and put N = colim(R, —). The spectra
sequence in Theorem 1.6 gives an isomorphism :

UmY(M, —) = Exta(V, M)

for every right R-module M. Hence, if we assume (a), then A is projective by [3] and
therefore (b) follows. Now assume (¢) and consider the exact sequence

Qs Frr F5 N0

where F is a free right R-module with basis xy, X5, X3, ... and s(xy) = x;—X4( ;-
Tt follows from the above isomorphism that the scquence splits and therefore (a) is
a consequence of [3], Lemma 1.3 and Theorem A, Since (b)—(c) is trivial, the proof
is complete.

COROLLARY 5.2. Let P be a finitely generated projective €-module. If 1d% = 0,
then the ring E = BEndgaoaP is right perfect.

Proof. Let F=E®@ E® ... Fix f;, [, ... ¢ E and denote by N the colimit of

the direct system
bR I
PPy Py Py —
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with P; = P. Then, using the spectral sequence in Theorem 1.6, we obtain

o
I I(F, <) = lmO(Homy aoal?, ® P, 1)
= Bxl oalN, @ PY)=0,

The corollary then follows from Theorem 5.1.

Following Bass [3], we say that the Jacobson radical J(#) of @ is left T-nilpo-~
tent if for any sequence
f1 Sn
CCrmat=CC, .y ..

with f; € J(£)(Cy4,, C,) there exists a k such that £1 £, ... f, = 0. A right T -nilpo-
tence is defined analogously.

Lemva 5.3 (Bass). If J(&) is left T-nilpoient, then M # J(¥)M JSor each
€-module M. In particular, J(€)M is superfluous in M.

Proof, The module theoretic arguments of Bass [3} generalize,

The next result generalizes Theorem A in [3] {see also [19] and [39D.

THEOREM 5.4. Let % be a small addilive category. Then the Jfollowing condirions are
equivalent. '

(1) Every (resp. countably presented) flat €-module is projective.

(2) Every (resp. countably presented) flat % -module is ¢ Mittag-Leffler object.
(3) The natural homomorphism

([T2) ®¢ M~ T[(Q: ®¢ M)

;ozlj:;z:j e_f-)r any (resp. countably presented) flat €-module M and any family Q, of

(4) The. category %°*-Mod is coperfect.

(5) Each countable inverse system in € is factorizable.

(6) J(€) is left T-nilpotent and the endomorphism ring of any Jinitely generated
projective €°*-module is left perfect.

(D J(¥) is left T-nilpotent and %[J(%) is semi-simple.

(8) The category-4-Mod is perfect.

() Every flat (resp. countably presented Slas) €-module has a projective cover.
. tl’z;)of‘ TLet us denote by (") the countably presented version of the state-

nt (). >

(304, 'If Mo M,>My>... is a sequence of ﬁnitel}} generated " modules.
then there exists a commutative diagram '

My I My <O My ..
t 0 +

Fle— Fp e Fy «— ..
J1 T2

where the vertical arrows are epimorphisms and F, are finitely generated free. Using
Theorem 3.16 and the fupctor (—)? from the proof of Theorem 3.11, we conclulde

icm

On pare global dimension of Grothendieck categories 109

that the bottom row is factorizable, Then fifs ..fy = fifs ... for-rg for some

g: F,»F,.i, 50 M, =M, = . and (4) follows.
Tt follows from Theorems 2.1 and 3.16 that (1) (2}-(3) and (1 )(27)=(3").
Since (4)-+(1) is a consequence of Theorem 3.11 for n = —1 and (3)—(3") is trivial,

all the statements (17-(39), (1)-(3) and (4) are cquivalent. Moreover, it follows [rom
Theorem. 3.16 and the Yoneda Lemma that 2"—=(5), and (5)-+(4) follows by a simple
generalization of Bjork’s module-theoretic arguments [4], Theorem 2 and [5], §2.

(5)-+(6). Since the left T-nilpotence of J(¥) is immediate and we have
proved (4)«5(5), (6) follows by using Proposition 3.10 for m = x_,.

(6)—(7) follows from Proposition 1.2 because in view of Lemma 1.1 we have
an isomorphism

End gor poa FI (Endggos poa F) = End eseayor-soaF

where F = hy, @ ... ® hy,, F = lz, @ ... ® Fiy, and By, = Homgze(—, X))

(T)—+(8). We apply the arguments of Bass [3]. Let M be a % -module. By (7),
M{J#)M = @ L, where L} is a direct summand of an ¥ = Homg (X, =),
X e %. Furthermore, it follows from the rematk in the proof of Proposition 1.2 that
I} = ImA®™" where & is an idempotent in the ring B,/ (Ey), E; = Endg X ' Since J(¥) is
left T-nilpotent, J(E;) is a nilideal and therefore #" may be lifted to an idempotent
dekE. Put L;= ImA® and consider a commutative diagram

»
AN SN L

Lo

) ’ X!
H __?Li”"%'ﬁ

he
where the middle vertical arrow is an epimorphism. Then we have a commutative
diagram
]
M= M[J(E M
BN !
@ L
where & and t are natural epimorphisms and / is minimal by Lemma 5.3. Hence ¢’ is
surjective and, since Kerr'=Kert = J(®)(@® L), it is minimal and (8) follows.
(90-(1"). We apply the arguments of Mares [21]. Consider an exact sequence of
#-modules )
0> K—~>P-+M—0
where M is flat, P is projective and Tmi is superfluous in P. Assume K # 0 and
choose a finitely generated submodule X' 5 © of K. Since M is flat, the sequence
in question is pure and therefore there exists a t: P—X such that 1(K") = K'; so
i(K)=Ker(1—if), Since
P = Imit4$Im(l —if) = Imi+Im(1—1i)
and Imi is superfluous in P, 1—if: P—P is an epimorphism and therefore
P = P, ® Ker(1—#) with a P;cP. Thus it follows that P = P +Tmi, so P = Py
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and consequently Ker(1—if) = 0. This is a contradiction. The result is that X = 0
and therefore (1) follows.

Since the implications (8)-+(9)—(9") are trivial, the proof of the theorem is
complete. '

COROLLARY 3.5. If ¥-Mod is perfect, them any projective % -module is a coproduct
of indecomposable cyclic left ideals and any two such decompositions are isomorphic.

Proof. The first statement follows immediately from the proof of Theorem 5.4.
The seoond one is a consequence of the Krull-Remark-Schmidt-Azumaya Theorem
because by Corollary 5.2 any indecomposable finitely gencrated projective €-module
has a local endomorphism ring.

We say that the category &f is semiperfect (resp, I-semiperfect) il each of its
objects of finite type (resp. finitely presented) has a projective cover (see [19] and [39]).
It follows from [3] and [23] that R-Mod is semiperfect (resp. F-semiperfect) iff
RIJ(R) is semi-simple (resp. regular in the sense of von Neumann) and idempotents
can be lifted modulo J(R). For a functor catcgory we have the following result;

TaeoreM 5.6. Let % be a small additive caregory. The Jollowing statements are
equivalent: ]

(2} ¥-Mod is semiperfect (resp. F-semiperfect),

(b) €/J(#F) is semi-simple (resp. vorr Nevmann regular) and idempotents of € 1J(®)
can be lifted module J(%). . .

() Every finitely generated projective € -module has o semiperfect (resp. F-semi-
Pperfect) endomorphism ring.

Proof. (b)—(a) may beproved as (7)—(8) in Theorem 5.4 by using the Nakayama
Lemma instead of Lemma 5.3.

(2)~+(b). The module-theoretic arguinents of (3, p- 472] and [23, p. 297] may
be carried over verbatim,

_ (b).—>(c). ¥ # is the full subcategory of #-Mod consisting of all finitely generated
projective modules, then there is an equivalence %-Mod = #%®-Mod. Lei Pe Z
slnce EndP = Endgop pyoaftp, in vicw‘ of the isomorphism from the proof of 6)~(7)
in Theorem 5.4 (for ¥ = & and'F = hp) End(P)/J(EndP) is semi-siniple (resp.
von Neur._uann regular), and applying (2) to % = #°° we conclude that idempotents
may be lifted modulo J(EndP). )

(c)—=(b). By the isomorphism mcntlfoned above every finitely generated frec
? {I(€)-module F has .a.serm-smple (resp. von Newmann regular) endomorphism
ring. He.nce b?f .Propasmon 1.2 (resp. by the proof of {c)—+(b) in Proposition 1.2)
EII(€) s sem.i-sxml?lc (resp. von Neumann regular). Since the lifting of idempotents
modulo J(¥) is equivalent to the lifting of idempotents of End(X)//(End X'} modulo
J(EndX) for any Xe ¥, (b) follows and the proof of the theorem is complete,

_§ 6. Pureupeﬂect catego.ries. A pure epimorphisnt f: M—N in o7 is'pu rely mini-
?nal if .a morl:?hl.sm g: X ~»M is a pure epimorphism whenever s0 is fg or, equival ently,
if A is @ minimal epimorphism in the category L{s). |
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DERINITION 6.1. A locally finitely presented category & is pure-perfect if every
object 4 in 7 has a pure-projective cover, i.e. there exists a purely minimal epimor-
phism P-4 with £ pure-projective.

Now we prove the main result of this section. To formulate it we shall need the
following

DeFNITION 6.2. Let % be an additive category with coproducts. % is called
indecomposably vight T-nilporent if for any sequence in %

f1 f2
X=X, =X

with X; indecompesable and X, ¢ X; for i # f there is an index 7 such that
Fufoe1 - f1 = 0. An indecomposably left T-nilpotency is defined analogously.

TueoreM 6.3. Let f be a locally finitely presenied Grothendieck category. The
following statements are equivalent:

(1) & is pure-perfect.

2) P.gldimsf = 0.

(3) Every countably presented object of o is pure-projective.

(4) Every pure-projective object of « is pure-injective.

(5) Every pure-injective object of & is pure-projective.

(6) Every gbject of o is a Mittag-Leffler object.

(7) The category L(oZ) is perfect.

(8) The category fp(f)-Mod is locally artinian. )

(9) The category fp(f) is indecomposably right T-nilpotent and the endomorplism
ring each of its objects is left artinian.

(10) o is locally noetherian and each of its objects is a coproduct of indecomposable
noetherian objects.

Moreover, when sf = €-Mod, each of the conditions (1}-(10) is equivalent to the
Sfollowing statement:

(11) The natural group homomorphism

A(I1 @) ®e M~ (0, @e M)

is injective for any (countably presented)€-modile M and any family Q, of €*-modules .

Proof. In virtue of Corollary 2.11, Lemma 2.2 and Theorem 5.4 applicd: to
% = Ip(«#)°® the statements (1)-(3). (6) and (7) are equivalent. The equivalence .
(6)+(11) follows from Theorem 3.16, and (2)«<(4} is a consequence of Theorem 2,13.

(2)>(10). We only have to show (2}—(10) since the converse implication is casy.
Let M be an object of finite type in &7 and N iis subobject. Since, as may easily be
checked, M/N is finitely presented, N is of finite type and therefore Af is noetherian.
Hence & is locally noetherian. Then applying Theorem 5.4 and- Corollary 5.5 to
& = fp(£)°®, and wvsing the functor k.. o/ —L(s7), we obtain the required result.

(7)—(8). 1t is easy to check that the category # = fp («&#)-Mod is locally cohierent
and therefore it is equivalent to the category LexColh(#)°F of all contravariant left
exact functors from Coh(4#) to Abwhere Coh(%) is the abelian category consisting
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of all coherent object in # (see [25] and [28], p.204). Furthermore, by Theorem 5.4 4 is
coperfect and therefore (cf. [28], p. 206) Coh(4) is an artinian abelian category.
Finally, by [25], p. 379, Ex. 7, # is locally artinian,

(8)>(9). Let
1 Sz
X=X, =X~

be a sequence in fp(#) with X; indecomposable and X; ¢ X] for i # j. In virtue of
Theorem 5.4, J(fp(s#)) is right T-nilpotent and the endomorphism ring of any
X efp(#) is right perfect. Hence Bnd X is local for all i and, as may casily be
checked, f; € J(Fp(#){(X;, X;41) because f; are non-dsemotphisms.

Now let X'efp(e). Since #* is a projective and artinian fp (&f)-module, by
using the same type of arguments as in the proof of Proposition 3.10 one can show
that EndA* = (BEndX)*® is right artinian. Hence the second part of (9) also holds.

(9)—{(7). It is clear that the category L{) is equivalent to ¥°*-Mod where ¥ is
the full subcategory of fp(e?) consisting of representatives of isomorphy classes of
indecomposable objects. Then by Theorem, 5.4 it is sufficient to show that J(%) is
right T-nilpotent. Let

i Ja
Cy—Cy>Cy=r..,

be a sequence in J(%). If C, = C,; for infinitely many indexes i, then

In F LT
Cn_ycn'l-l s cn*?._’"-

may be considered as a seqﬁenc_e of elements of J(End,C,). Since End,, C, is right
perfect, we ‘get f,,...f; =0 for some m. Then without loss of generality we may
suppose that C; ¢ C; for i # j and by (9) we again have £, ... f; = 0 for some m.

(5)—>(3). Let M be a countably presented object of &#. By Theorem 4.1 M can
be purely embedded in a pure-injective object @ which is pure-projective by our
agsumption. Then one can suppose that Q is countably presented. It follows from
Lemma 2.2 that Q/M is a direct limit of a countable system consisting of finitely
presented objects and, according to Theorem 2.12(c), P.pd Q/M < 1. Hence M is
pure-projective and (3) is proved,

Since the implicationr (2)—(5) is trivial, the proof of the theorem is complete.

The equivalence of (2), (4) and (5) was proved in [31] and for module categories
in [18].

CORrOLLARY 6.4. If < is locally finite, then P.gl.dim.of = 0 if and only if ip(&f)
is indecomposably right T-nilpotent.

Proof. In this case the endomorphism ring of any finitely presented object
of o is semi-primary.

COROLLARY 6.5. 1.P.gl.dimR = 0 if and only if R is left artinian and the car-
egory pfp of all finitely presented left R-modules is indecomposably right T-nilpotent,

Proof. ¥ 1.P.gl.dimR = 0, then R is left noetherian and Ieft perfect, and so it
is left artinian.
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COROLLARY 6.6. If of is locally finite and there is an upper bound for lengths of
indecomposable objects in fp(f), then P.gl.dime = 0.

Tn virtue of Corollary 6.4 the corollary is a consequence of the following:

Levma 6.7. Suppose that € is an abelian category in which every ebject is both
noetherian and artinian and let

51 Iz

(*) My—sMy—My—...
be a sequence of indecomposable objects in € such that M; % M; Sor i s j. If there
is an upper bound for the lengths UMy, then f, ... f1 = 0 for some m.

Proof. Let { = [(*) = makl(Mi). It is clear that the lemma holds for [ = 1.
L

It I>1 and I = I(M,) for finitely many indexes i, then () may be replaced by a se-
quence (') with I(*")<I(). Hence without loss of generality we may suppose
1= I(M) for all 7. By our assuinptions there exist 0 = ny <m...<n,<..such that

Kerf, ., «Suets = Kerfi oo fyp1s
for k =1,2,3, ... Consider a sequence

J> ey s

g1 gz
[€23) N, - N,—Ny—..
where Ny = M, .y and gy = fp.,, - So+1- It is clear that Kerg, = Kerg;w19:
for all 7 and therefore
(34)

Assume that 7, ... f, # 0 for each m. Hence g, 7 0 for any » and therefore
I(Kerg,) = j,<I. We shall prove by induction on j, that this is impossible. Clearly
it is true for j, = 0. I I(Kerg,) = j+1, then I(Img,) = i~j—1 and by (¥sx)
I(Kerg,.,)<j+1. Then by the inductive assumption /(Kerg,.,) = j—1 and again
using (**+) we get a coniradiction Img, @ Kerg,.; = N,;;, which proves the
inductive step and completes the proof of the lemma.

-

Img, n Kerg,y, = 0.

CoroLLARY 6.8. The following conditions are equivalent:

(a) Ris left and right artinian and there is anupper bound for lengths of indecom-
posable objects in yfp and fpg.

®) 1.P.gl.dimR = 0 = r P.gl.dimR.

(c) R is lgft artinian and the set of isomorphy clusses of indecomposable finitely
presented lgft R-modules is finite.

Proof. The equivalence of (b) and (c) has been proved by Gruson and Jensen
(private information). Thus the statement (c) is left-right symmetric and therefore (¢)
implies (a). Since (2)-(b) is a consequence of Corollary 6.6, the proof is complete.

Remark. The implication (a)—(c) in the above corollary generalizes the follow-
ing Brauer—Thrall conjecture, proved by Roiter in [27]: Let .4 be a finite-dimensional
algebra over a field k, and suppose that there are infinitely many isomorphy classes
of finite-dimensional indecomposable 4-modules. Then for any » there are inde-
composable 4-modules of finite dimension >=#.
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As a consequence of Corollary 6.8 and [7], III, Theorem 5.3, we get
+ COROLLARY 6.9, If R is a balanced ring, then 1.P.gl.dimR = 0 = r.P.gl.dim. R.
If R is a commutative ring, then by [13], Theorem 4.3, P.gl.dim R = 0 if and
only if each R-module is a direct sum of cyclic modules. Now we give an example
which shows that a similar tesult is not true in the non-commutative case.
ExamerE ([7], p. 139). Let D be a field and let y: D—D be a ring monomor-
phism such that dim,pyD = 2. Put R = B @ D and define a multiplication by
(a, B)(c, d) = (ac, y(@)d+bc). Tt is easy to check that R is a local left and right
drtinian ring with the Jacobson radical J{R) = {(0, b), b e D}, which is sirmple as
a right ideal, and it is a direct sum of two simple left ideals viewied 4s a [eft R~module,
Then R is not quasi-Frobenius and the injective envelope E(Ry) of Ry is indecom-
posable. By [7] Ris balanced and hence 1.P.gl.dim R = 0 = r.P.gl.dim R. Moreover,
it follows from [7], Ch. II, that every left R-module is a direct sum of cyclic modules.
Finally, observe that the finitely presented indecomposable right R-module E(Ry)
is non-cyclic. In fact, if we assume that E(Rp) is cyclic, then we have a commutative
diagram

R

rv/ .

e
0 = R —> E(Ry)

;

where » is a monomorphism. Since R is local, r is invertible and hence ¢ is an iso-
morphism, But this is impossible since R is not quasi-Frobenivs.

Remark. In {14] a category D(R) = fpp-Mod is applied to an investigation
of the pure-injective dimension of left R-modules. It is shown that there exists an
equivalence of R-Mod with the full subcategory of D(R) consisting of FP-injective
objects (cf. [35]) such that pure-injective left R-modules correspond to injective
objects in D(R). Recently Gruson and Jensen have proved that LP.gl.dimR =9
iff D(R) is locally noetherian (see [14]). Thus it follows that the category R-Mod is

pure-perfect if and only if a direct sum of any family of pure-injective left R-modules
is pure-injective.

§ 7. Final examples. Let C'be a coalgebra over a field k and let us denote by
C-Comod the .category of all left C-comodules (cf. [37]). It .is well known that
C-Comod is locally finite and that finite-dimensional left C~comodules form a set
of its generators.

Tueorem 7.1. If C is cocommutative, then P.gl.dim C-Comod = O‘if and only
if C is a direct sum of finite-dimensional coalgebras having a unique compogsition Series
of subcoalgebras.

P.ro of. By [37] C'is a direct sum of irreducible coalgebras C,. Hence C-Comod
is equivalent to the product of categories«C;-Comod and therefore one can assume
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that C is irreducible. Now, if P.gl.dimC-Comod = 0, then C is ﬁnite-dimensionﬂ
and therefore .C-Comod = C*-Mod (see [37]). Consequently, the required result
is a consequence of [13], Theorem 4.3.

If |kj<8,, 70, then it is easy to check that w (fp(C-Comod)) <, and by
Corollary 3.14 we get P.gl.dim C-Comod <n+1. Hence in virtue of Theorem 7.1
we obtain :

COROLLARY 7.2. If C is an infinitely dimensional irreducible cocommuitative
coalgebra over a countable field, then P.gl.dim C-Comod = L.

Now let 5 denote the category of all commutative and cocommutative Hopf
alpebras over a field k and let & denote its full subcategory consisting of all Dieudonné
Hopf algebras (cf. [11T). Then, essentially as above, one can prove.that P.gl.dim s#
<n+1and P.gl.dim@<n+1 provided || <x,, #0. Assume that the characteristic
of kis p>0 and consider a sequence in the category & '

f1 T2
PysPy—Py—...

where P, = kix]/(x™), 4(%) =1@%+X @ 1, f(X) = % (see [11]). It is casy to
check that this sequence is not facterizable, and so by Corollary 3.17 its colimit Py, is
not pure-projective. Hence, using Theorem 2.12(b), we obtain  P.pd,, Py,
=P.pdgP, = 1 and therefore we have the following

CororLARY T.3. [f k is either finite or a countable field of characteristic p>0,
then P.gl.dims# = P.gl.dim@ = 1.

A, similar result can be obtained for the category of graded abelian Hopf algebras
over a perfect field of finite characteristic p # 2 (cf. [29]).

We do not know if the assumption in Corollaries 7.2 and 7.3 about the cardi-
nality of & is essential.
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A locally connected non-movable continuum
that fails to separate E®

by
P. R. McMillan, Jr. # (Madison, Wisc.)

Abstract, A locally connected contimwm X (Fig. 2) is constructed by tunneling into a 3-cell
in such a way that E¥— X is connected. The non-movability of JX is proven using the three-manifold
techniques of Haken and Waldhausen.

1. Introduction. K. Borsuk has introduced and studied the important shape
property of movability for compacta. Examples of movable compacta include com-
pact absolute nefghborhood retracts and compacta e¢mbeddable in 2-manifolds
(see [1], [10], and [7]). Some of the more exotic continua, such as solenoids, are not
movable ([1]). It seems especially worthwhile to seek convenient characterizations
of movable compacta in 3-manifolds. Most examples. of locally connected continua
in Buclidean 3-space F¥ that come to mind are movable (for example, locally con-
nected one-dimensional continuua are movable), but in general this is not enough
to do the job. In particular, Borsuk gave in [2] an example of a locally connected,
non-movable continuum in E*, His example separates E® info two pieces. In an
effort to focus on what does (and does not) make a continum (i.e., compact, con-
nected Hausdorff space) in E° movable, we present an example of a locally connected,
nop-movable continuum with connected complement in £ 3 (This answers the second
part of Borsuk’s Problem 5.5 in [2].) )

A compactum. X is movable if for some (and hence for every) embedding X< @
(= the Hilbert cube), the following holds: Each neighborhood U of X contains
a neighborhood ¥ of X such that for each neighborhood W of X, the final stage of
some hometopy of Vin U throws Vinto W. Of course, it can be shown that if X lies
in a nice space, such as a manifold M, then X is movable by the preceding definition
if and only if the corresponding movability statement holds for X with respect to
its neighborhoods in M. Our example is constructed from a 3-cell by an infinite
sequence of tunneling operations. (See Figure 2: any resemblance to a Christmas
tree is coincidental.)

While the example itself is easy to describe, our proof of its non-movability
seems rather elaborate. Perhaps simpler proofs andfor examples exist. We rely heavily
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