
On qualitative properties and asymptotic behavior of solutions to
higher-order nonlinear differential equations

IRINA ASTASHOVA
Lomonosov Moscow State University

Faculty of Mechanics and Mathematics
119991, GSP-1, Leninskiye Gory, 1, Moscow

RUSSIA
Plekhanov Russian University of Economics

Faculty of Mathematical Economics, Statistics and Informatics
117997, Stremyanny lane, 36, Moscow

RUSSIA
ast@diffiety.ac.ru

Abstract: We discuss the asymptotic behavior of solutions to a higher-order Emden–Fowler type equation with
constant potential. Several author’s results are presented concerning both positive and oscillatory solutions to
equations with regular and singular nonlinearities. We discuss the existence and asymptotic behavior of “blow-
up” solutions. Results on the asymptotic behavior of oscillating solutions are formulated. For the third- and
forth-order equations an asymptotic classification of all solutions is presented. Some applications of the results
obtained are proposed.
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1 Introduction
Consider the equation

y(n) = P (x, y, y′, . . . , y(n−1))|y|k sgn y, (1)

where n ≥ 2, k ∈ (0, 1) ∪ (1,∞), P is a positive,
continuous and Lipschitz continuous in the last n vari-
ables function satisfying the inequalities 0 < P∗ <
P < P ∗. Consider also a special case of (1), namely

y(n) = p0 |y|k sgn y (2)

with p0 > 0, k 6= 1. Hereafter, we put

α =
n

k − 1
. (3)

The main purpose of this article is to collect to-
gether and to present recent and new author’s results
on asymptotic properties of solutions to equation (2).

Equation (1) has been investigated by a lot of
mathematicians from different points of view be-
cause it is a generalization of the well-known Emden–
Fowler equation (see, for example, [1]–[2]). The first
asymptotic classification of solutions to the Emden–
Fowler equation of the second order appears in [3].
Asymptotic classification of solutions to equation (1)

in the case P = P (x) is presented in [4]. General-
izations of the equation of higher orders were inves-
tigated later in the book [4], [5] (see also references
in these books) and in a great number of articles of
different authors. In particular, sufficient conditions
are given for the existence of some special types of
solutions to these equations (see, for example, [4]–
[10], [13], [19]). In this article some new results on
asymptotic behavior of ”blow-up” solution and the re-
sults on the existence of oscillatory quasi-periodic so-
lutions are formulated and the methods of their obtain-
ing are done. (See also [23].) Qualitative properties of
solutions to third- and fourth-order equations of this
type were investigated in [10] – [17]. In [25] asymp-
totic classification of solutions to equation (2) is done
in the case of regular k > 1 and singular 0 < k < 1
nonlinearities as n = 3, 4. Here more precise result
for the behavior of oscillatory solutions to equation
(2) for n = 3 is done.

2 Asymptotic behavior of blow-up
solutions

Definition 1 A solution y(x) of equation (1) is said
to be n-positive if it is maximally extended in both
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directions and eventually satisfies the inequalities

y(x) > 0, y′(x) > 0, . . . , y(n−1)(x) > 0.

Note that if the above inequalities are satisfied by
a solution of (1) at some point x0, then they are also
satisfied at any point x > x0 in the domain of the
solution. Moreover, such a solution, if maximally ex-
tended, must be a so-called blow-up solution, i. e.
must have a vertical asymptote at the right endpoint
of its domain.

Immediate calculations show that equation (2) has
n-positive solutions with exact power-law behavior,
namely

y(x) = C(x∗ − x)−α (4)

defined on (−∞, x∗) with

C =

(
α(α+ 1) . . . (α+ n− 1)

p0

) 1
k−1

(5)

and arbitrary x∗ ∈ R.
For n = 1 all n-positive solutions of (2) are de-

fined by (4). For n ∈ {2, 3, 4} it is known that any
n-positive solution of (2) and even of more general
equations (1) is asymptotically equivalent, near the
right endpoint of its domain, to the solution defined
by (4) with appropriate x∗:

y(x) = C(x∗ − x)−α(1 + o(1)), x→ x∗ − 0, (6)

where C is defined by (5) with p0 equal, in the case
of equation (1), to the limit of P (x, y0, . . . , yn−1) as
x → x∗ − 0, y0 → ∞, . . ., yn−1 → ∞. See [4] for
n = 2, and [5], [11], [14], for n ∈ {3, 4}.

For equation (1) with some additional assump-
tions on the function P the existence of solutions with
power-law asymptotic behavior (6) is proved. For
5 ≤ n ≤ 11, the existence of an (n− 1)-parametrical
family of such solutions is obtained (see [5]).

2.1 Existence of positive solutions with non-
power-law asymptotic behavior

In [4], Problem 16.4, a question was posed about the
equivalence to (4), as x→ x∗, of all positive blow-up
solutions to (2) with the vertical asymptote x = x∗.
The natural hypothesis that they all satisfy (6) for any
n > 4 appears to be wrong even for equation (2). It
was proved [18] that for any N and K > 1 there exist
an integer n > N and a real number k ∈ (1,K) such
that equation (2) has a solution of the form

y = p
− 1

k−1

0 (x∗ − x)−α h(log (x∗ − x)), (7)

where h is a positive periodic non-constant function
on R. Still it was not clear how large n should be for
the existence of that type of positive solutions.

Theorem 2 [21] If 12 ≤ n ≤ 14, then there exists
k > 1 such that equation (2) has a solution y(x) with

y(j)(x) = p
− 1

k−1

0 (x∗ − x)−α−j hj( log(x∗ − x) ),

j = 0, 1, . . . , n− 1,

where hj are periodic positive non-constant functions
on R.

Sketch of the proof of Theorem 2. For investigation of
blow-up solutions to equation (2) having the vertical
asymptote x = x∗, the substitutions

x∗ − x = e−t, y = (C + v) eαt (8)

with C defined by (5) transforms equation (2) with
p0 = 1 to another one, which can be reduced to the
first-order system

dV

dt
= AαV + Fα(V ), (9)

where Aα is a constant n×nmatrix with eigenvalues
satisfying the equation

n−1∏
j=0

(λ+ α+ j) =
n−1∏
j=0

(1 + α+ j) (10)

and Fα is a mapping from Rn to Rn satisfying
||Fα(V )|| = O

(
||V ||2

)
and ||F ′α,V (V )|| = O (||V ||)

as V → 0.
The Hopf Bifurcation theorem [30] provides the

existence, for some α, of a periodic non-constant so-
lution to system (9), which can be transformed to the
solution needed in Theorem 2.

To apply the Hopf Bifurcation theorem, we need
to proof the existence of the family λα of complex
simple roots of equation (10) such that for some α̃ we
have Reλα̃ = 0 and

Re
dλα
dα

(α̃) 6= 0. (11)

All roots of equation (10) are simple, which can
be proved for any n > 1.

The existence of pure imaginary roots for some α̃
can be proved for any n > 11. To do this, consider the
positive C1-functions ρn(α) and σn(α) defined for all
α > 0 via the equations

n−1∏
j=0

( ρn(α)
2 + (α+ j)2 ) =

n−1∏
j=0

(1 + α+ j)2

and
n−1∑
j=0

arg (σn(α)i+ α+ j ) = 2π
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supposing arg z ∈ [0, 2π) for all z ∈ C \ {0}.
One can show that ρn(α)/α → 0 as α → +∞,

while σn(α)/α → tan 2π/n > 0, whence for suffi-
ciently large α we have ρn(α) < σn(α).

For sufficiently small α > 0, one can prove that
σ12(α) < 2 < ρ12(α) and, for any α > 0, that
ρn+1(α) > ρn(α) and σn+1(α) < σn(α).

So, for any n ≥ 12 there exists α̃ > 0 such that
ρn(α̃) = σn(α̃) producing the pure imaginary root
λα̃ = ρn(α̃) i of equation (10).

As for inequality (11), it was successfully proved
only for n ∈ {12, 13, 14}, and the greater is n, the
more cumbersome the proof turns out.

Remark 3 Computer calculations give approximate
values of k providing the existence of the above-type
solutions. They are, with the corresponding values of
α, as follows:

if n = 12, then α ≈ 0.56, k ≈ 22.4;
if n = 13, then α ≈ 1.44, k ≈ 10.0;
if n = 14, then α ≈ 2.37, k ≈ 6.9.

2.2 On power-law asymptotic behavior of so-
lutions to weakly super-linear Emden–
Fowler type equations with constant po-
tential

It appears that a weaker version of the I.T. Kiguradze’s
hypothesis about power-law asymptotic behavior of
blow-up solutions for higher-order equations (2) is
correct.

Theorem 4 For any integer n > 4 there existsK > 1
such that for any real k ∈ (1,K), all n-positive solu-
tions to equation (2) have the power-law asymptotic
behavior (6) near the right endpoint of their domains.

3 Asymptotic behavior of oscillatory
solutions

This section is devoted to the existence of oscillatory
quasi-periodic in some sense solutions to a higher-
order Emden–Fowler type differential equation

y(n) + p0 |y|ksgn y = 0, p0 6= 0. (12)

with n > 2 and k ∈ (0, 1) ∪ (1,∞).

Theorem 5 For any integer n > 2 and real k > 1
there exists a periodic oscillatory function h on R
such that for any p0 > 0 and x∗ ∈ R the function

y(x) = p
− 1

k−1

0 (x∗ − x)−α h(log(x∗ − x)) (13)

is a solution to equation (12) on (−∞, x∗).

Definition 6 A solution having the form (13) is called
quasi-periodic.

Sketch of the proof of Theorem 5. For 0 ≤ j < n put

Bj =
nk

n+ j(k − 1)
> 1, βj =

1

Bj
.

For any q = (q0, . . . , qn−1) ∈ Rn let yq(x) be
the maximally extended solution to the equation

y(n)(x) + |y(x)|k = 0 (14)

with the initial data y(j)(0) = qj , 0 ≤ j < n.
Consider also the function N : Rn → R and the

mapping Ñ : Rn \ {0} → Rn \ {0} defined by

N (q) =
n−1∑
j=0

|qj |Bj , Ñ(q)j = N (q)−βj qj

and satisfying N
(
Ñ(q)

)
= 1 for all q ∈ Rn \ {0}.

Next, consider the subset Q ⊂ Rn consisting of
all q ∈ Rn satisfying the following conditions:

1) q0 = 0,
2) qj ≥ 0, 0 < j < n,
3) N(q) = 1.
The restriction of the projection

(q0, . . . , qn−1) 7→ (q1, . . . , qn−2)

to the setQ is a homeomorphism ofQ onto the convex
compact subset of Rn−2 consisting of all its points
with non-negative coordinates satisfying the inequal-

ity
n−2∑
j=1
|qj |Bj ≤ 1.

Lemma 7 For any q ∈ Q there exists aq > 0 satis-
fying yq(aq) = 0 and y

(j)
q (aq) < 0 for 0 < j < n.

Note that aq is not only the first positive zero of
yq(x), but the only positive one.

To continue the proof of Theorem 5, consider the
function ξ : q 7→ aq taking each q ∈ Q to the first
positive zero of the function yq. Due to the implicit
function theorem, the function ξ is continuous.

Consider the C1 “solution” mapping

S : (q, x) 7→=
(
yq(x), y

′
q(x), . . . , y

(n−1)
q (x)

)
defined on a domain including Rn×{0} and the con-
tinuous mapping S̃ : q 7→ Ñ (−S (q, ξ(q))) , which
maps Q into itself.

By the Brouwer fixed-point theorem, there exists
q̂ ∈ Q such that S̃ (q̂) = q̂. In other words, there exists
a non-negative solution ŷ(x) = yq̂(x) to equation (14)

WSEAS TRANSACTIONS on MATHEMATICS Irina Astashova

E-ISSN: 2224-2880 41 Volume 16, 2017



defined on a segment [0, a1] with a1 = aq̂, positive on
the open interval (0, a1), and such that

λ−βj ŷ(j)(a1) = −ŷ(j)(0), 0 ≤ j < n, (15)

with

λ = N (S (q̂, ξ(q̂))) =
n−1∑
j=0

∣∣∣ŷ(j)(a1)∣∣∣Bj
> 0.

Since ŷ(x) is non-negative, it is also a solution to
the equation

y(n)(x) + |y(x)|k sgn y(x) = 0.

Due to property (15), the solution ŷ(x) can be
smoothly extended onto some segment [a1, a2], then
onto [a2, a3], etc., as well as in the opposite direction,
with the following relation between the lengths of the
neighboring segments and the values of ŷ(x) at their
points:

as − as−1
as+1 − as

= b = λ
k−1
nk ,

ŷ(x) = −bα ŷ (b(x− as) + as−1) ,

where x ∈ [as, as+1], b(x− as)+ as−1 ∈ [as−1, as].
It can be proved that b > 1 whenever k > 1,

which yields a∗ =
∞∑
s=0

<∞, and that the function

h(t) = etα ŷ
(
a∗ − et

)
is just a periodic function needed for Theorem 5.

Corollary 8 For any integer n > 2 and real k > 1
there exists a periodic oscillatory function h on R
such that for any p0 ∈ R satisfying (−1)np0 > 0
and any x∗ ∈ R the function

y(x) = |p0|−
1

k−1 (x− x∗)−α h(log(x− x∗))

is a solution to equation (12) on (x∗,∞).

Theorem 9 For any integer n > 2 and real positive
k < 1 there exists a non-constant oscillatory periodic
function h such that for any p0 with (−1)np0 > 0 and
any real x∗ the function

y(x) = |p0|
1

1−k (x∗ − x)|α|h(log(x∗ − x)),

is a solution to equation (12) on (−∞, x∗).

Part of these results are included in [23], its appli-
cation can be found in [26].

4 Asymptotic classification of solu-
tions to the third- and fourth-
order Emden–Fowler type differ-
ential equations

For equation (12) in the cases n = 3 and n = 4,
p0 > 0 and p0 < 0, for regular nonlinearity k >
1 and singular nonlinearity 0 < k < 1 asymptotic
classification of all solutions is given. Sketch of proof
is done. Detailed proofs for some of the cases listed
in this classification see in [5], [22], [24].

4.1 Regular nonlinearity (k > 1)

Theorem 10 Suppose k > 1 and p0 > 0. Then all
non-trivial non-extensible solutions to the equation

y′′′(x) + p0 |y|k−1 y(x) = 0 (16)

are divided into the following five types according to
their asymptotic behavior.

1–2. Defined on semi-axes (b,+∞) Kneser (up to the
sign) solutions:

y(x) = ±C3k (x− b)−α,

where

C3k =

∣∣∣∣3(k + 2)(2k + 1)

p0 (k − 1)3

∣∣∣∣
1

k−1

. (17)

3. Defined on semi-axes (−∞, b) oscillatory, in
both directions, solutions having the form

y(x) = (b− x)−α h ( log(b− x) ) (18)

with some oscillatory periodic function h.

4–5. Defined on bounded intervals (b′, b′′) oscillatory
near the right boundary and non-vanishing near
the left one solutions satisfying

y(x) = ±(x− b′)−α (C3k + o(1))

as x→ b′ + 0 and∣∣y(x′)∣∣ = ∣∣b′′ − x′∣∣−α (C̃3k + o(1)), (19)

with some C̃3k at their local-extremum points x′

tending to b′′ − 0.

Remark 11 The case p0 < 0 can be reduced to the
above one by the substitution x 7→ −x.
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Remark 12 Theorem 10 gives a more precise de-
scription of the behavior of |y(x′)| in comparison with
[25]. Note that if y(x) is a solution to equation (2),
then the function z(x) = ±λαy(λx + c) with arbi-
trary constants c and λ > 0 is also a solution to this
equation. So, we can choose among the solutions of
(16) oscillating on the whole domain a solution Y (x)
with a resonance asymptote at x = 1 and a local max-
imum at x = 0. Note that Y (x) is a quasi-periodic so-
lution to (2) and its existence follows from theorem 5.
If x′ is any other local-extremum point of Y (x), then
|Y (x′)| = Y (0) (1 − x′)−α. We can prove that the
constant C̃3k in (19) is equal to Y (0).

Theorem 13 Suppose k > 1 and p0 > 0. Then all
non-trivial non-extensible solutions to the equation

yIV(x) + p0 |y|k−1 y(x) = 0 (20)

are divided into the following three types according to
their asymptotic behavior.

1. Defined on semi-axes (−∞, b) oscillatory solu-
tions. The distance between their neighboring
zeros infinitely increases near the left boundaries
of the domains and tends to zero near the right
ones. The solutions and their derivatives satisfy
the relations

lim
x→−∞

y(j)(x) = 0,

lim sup
x→b

∣∣∣y(j)(x)∣∣∣ =∞
for j = 0, 1, 2, 3. At the local-extremum points
x′ the following estimates hold:

C1

∣∣x′ − b∣∣−α ≤ ∣∣y(x′)∣∣ ≤ C2

∣∣x′ − b∣∣−α (21)

with positive constants C1 and C2 depending
only on k and p0.

2. Defined on semi-axes (b,+∞) oscillatory solu-
tions. The distance between their neighboring
zeros tends to zero near the left boundaries of the
domains and infinitely increases near the right
ones. The solutions and their derivatives satisfy
the relations

lim
x→+∞

y(j)(x) = 0,

lim sup
x→b

∣∣∣y(j)(x)∣∣∣ =∞
for j = 0, 1, 2, 3. At the local-extremum points
x′ estimates (21) hold with positive constants C1

and C2 depending only on k and p0.

3. Defined on bounded intervals (b′, b′′) oscillatory
solutions. All their derivatives y(j), with j =
0, 1, 2, 3, 4 satisfy

lim sup
x→b′

∣∣∣y(j)(x)∣∣∣ = lim sup
x→b′′

∣∣∣y(j)(x)∣∣∣ =∞.
At the local-extremum points x′ sufficiently
close to any boundary of the domain, estimates
(21) hold respectively with b = b′ or b = b′′ and
the positive constants C1 and C2 depending only
on k and p0.

Theorem 14 Suppose k > 1 and p0 < 0. Then all
non-trivial non-extensible solutions to equation (20)
are divided into the following thirteen types according
to their asymptotic behavior.

1–2. Kneser (up to the sign) solutions on semi-axes
(b,+∞) :

y(x) = ±C4k (x− b)−α,

where

C4k =

(
4(k + 3)(2k + 2)(3k + 1)

|p0| (k − 1)4

) 1
k−1

.

(22)

3–4. ”Left” Kneser (up to the sign) solutions on semi-
axes (−∞, b) :

y(x) = ±C4k (b− x)−α.

5. Periodic oscillatory solutions on (−∞,+∞).
All of them can be received from one, say z(x),
by the relation

y(x) = λ4z(λk−1x+ x0)

with arbitrary λ > 0 and x0. So, there exists such
a solution with any maximum h > 0 and with
any period T > 0, but not with any pair (h, T ).

6–9. Defined on bounded intervals (b′, b′′) solutions
with the power-law asymptotic behavior near the
boundaries of the domain (with the independent
signs ±):

y(x) ∼ ±C4k (x− b′)−α, x→ b′ + 0,

y(x) ∼ ±C4k (b
′′ − x)−α, x→ b′′ − 0.

10–11. Defined on semi-axes (−∞, b) solutions which
oscillate near −∞ and have the power-law
asymptotic behavior near the right boundary of
the domain:

y(x) ∼ ±C4k (b− x)−α, x→ b− 0.

For each solution a finite limit of the absolute val-
ues of its local extrema exists as x→ −∞.
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12–13. Defined on semi-axes (b,+∞) solutions which
oscilate near +∞ and have the power-law
asymptotic behavior near the left boundary of the
domain:

y(x) ∼ ±C4k (x− b)−α, x→ b+ 0.

For each solution a finite limit of the absolute val-
ues of its local extrema exists as x→ +∞.

4.2 Singular nonlinearity (0 < k < 1)

While studying the asymptotic behavior of solutions
in the case of regular nonlinearity, k > 1, only max-
imally extended solutions are usually considered be-
cause solutions can behave in a special way only near
the boundaries of their domains. If k < 1, then some
special behavior can occur also near internal points
of the domains. This is why a notion of maximally
unique (MU) solutions is introduced.

Definition 15 A solution u defined on (a, b) with
−∞ ≤ a < b ≤ +∞ to any ordinary differential
equation is called a MU-solution if the following two
conditions hold:
(i) the equation has no other solution equal to u on
some subinterval of (a, b);
(ii) either there is no solution defined on another in-
terval containing (a, b) and equal to u on (a, b), or
there exist at least two such solutions not equal to
each other at points arbitrary close to the boundary
of (a, b).

Theorem 16 Suppose 0 < k < 1 and p0 > 0. Then
all MU-solutions to the equation

y′′′(x) = p0 |y|k−1 y(x) (23)

are divided into the following five types according to
their asymptotic behavior.

1–2. Constant-sign solutions with the power-law be-
havior on (b, +∞) :

y(x) = ±C3k (x− b)|α|,

3. Oscillatory, in both directions, solutions on
(−∞, b) having the form

y(x) = (b− x)|α| h(log(b− x))

with some oscillatory periodic function h.

4–5. Defined on (−∞,+∞) solutions oscillating near
−∞, having the asymptotically power-law be-
havior near +∞ :

y(x) = ±C3k x
|α|(1 + o(1)), x→ +∞,

and having no point x0 with y(x0) = y′(x0) =
y′′(x0) = 0. At their local-extremum points x′
they satisfy∣∣y(x′)∣∣ = ∣∣x′∣∣|α| (Ĉ3k + o(1)) (24)

as x′ → −∞ with some Ĉ3k.

Remark 17 The case p0 < 0 can be reduced to the
above one by the substitution x 7→ −x.

Remark 18 Theorem 10 gives a more precise de-
scription of the behavior of |y(x′)| in comparison with
[25].

Theorem 19 Suppose 0 < k < 1 and p0 > 0. Then
all MU-solutions to equation (20) are divided into the
following three types according to their asymptotic
behavior.

1. Oscillatory solutions defined on (−∞, b). The
distance between their neighboring zeros in-
finitely increases near−∞ and tends to zero near
b. The solutions and their derivatives satisfy the
relations

lim
x→b

y(j)(x) = 0, lim sup
x→−∞

∣∣∣y(j)(x)∣∣∣ =∞
for j = 0, 1, 2, 3. At the local-extremum points
x′ the following estimates hold:

C1

∣∣x′ − b∣∣|α| ≤ ∣∣y(x′)∣∣ ≤ C2

∣∣x′ − b∣∣|α| (25)

with positive constants C1 and C2 depending
only on k and p0.

2. Oscillatory solutions defined on (b,+∞). The
distance between their neighboring zeros tends
to zero near b and infinitely increases near +∞.
The solutions and their derivatives satisfy the re-
lations

lim
x→b

y(j)(x) = 0, lim sup
x→+∞

∣∣∣y(j)(x)∣∣∣ =∞
for j = 0, 1, 2, 3. At the local-extremum points
x′ estimates (25) hold with the positive constants
C1 and C2 depending only on k and p0.

3. Oscillatory solutions defined on (−∞, +∞).

All their derivatives y(j), j = 0, . . . , 4 satisfy

lim sup
x→−∞

∣∣∣y(j)(x)∣∣∣ = lim sup
x→+∞

∣∣∣y(j)(x)∣∣∣ =∞.
At the local-extremum points x′ the estimates

C1

∣∣x′∣∣|α| ≤ ∣∣y(x′)∣∣ ≤ C2

∣∣x′∣∣|α| (26)

hold near−∞ or +∞with the positive constants
C1 and C2 depending only on k and p0.
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Theorem 20 Suppose 0 < k < 1 and p0 < 0. Then
all MU-solutions to equation (20) are divided into the
following thirteen types according to their asymptotic
behavior.

1–2. Defined on semi-axes (−∞, b) solutions with the
power-law asymptotic behavior near the bound-
aries of the domain (with the same signs ±):

y(x) ∼ ±C4k |x||α| , x→ −∞,

y(x) ∼ ±C4k (b− x)|α|, x→ b− 0,

where C4k is defined by (22).

3–4. Defined on (b,+∞) solutions with the power-
law asymptotic behavior near the boundaries of
the domain (with the same signs ±):

y(x) ∼ ±C4k (x− b)|α|, x→ b+ 0,

y(x) ∼ ±C4k x
|α|, x→ +∞.

5. Defined on the whole axis periodic oscillatory
solutions. All of them can be received from one
such solution, say z(x), by the relation

y(x) = λ4z(λk−1x+ x0)

with arbitrary λ > 0 and x0. So, there exists such
a solution with any maximum h > 0 and with
any period T > 0, but not with any pair (h, T ).

6–9. Defined on (−∞,+∞) solutions having the
power-law asymptotic behavior near −∞ and
+∞ (with all sign combinations admitted):

y(x) ∼ ±C4k |x||α| , x→ ±∞.

10–11. Defined on (−∞,+∞) solutions which oscillate
as x→ −∞ and have the power-law asymptotic
behavior near +∞:

y(x) ∼ ±C4k x
|α|, x→ +∞.

Each solution has a finite limit of the absolute
values of its local extrema as x→ −∞.

12–13. Defined on (−∞,+∞) solutions which oscillate
as x→ +∞ and have the power-law asymptotic
behavior near −∞:

y(x) ∼ ±C4k |x||α|, x→ −∞.

Each solution has a finite limit of the absolute
values of its local extrema as x→ +∞.

4.3 Method of Proofs.

To obtain the above results on asymptotic classifica-
tion of all maximally extended solutions to the equa-
tion

y(n) + p0|y|k sgn y = 0, p0 6= 0, (27)

with k > 1 and all MU-solutions to equation (27) with
0 < k < 1, an auxiliary dynamical system is investi-
gated on the m-dimensional sphere Sm with

m = n− 1

(see [14]; [5], Ch.5–7; [22] for regular nonlinearity,
[24] for singular nonlinearity).

Note that if a function y(x) is a solution to equa-
tion (27), the same is true for the function

z(x) = Bαy(Bx+ C), (28)

where B > 0, and C are any constants satisfying

|A|k−1 = Bn. (29)

Now, any non-trivial solution y(x) to equation
(27) generates the curve

(
y(x), y′(x), . . . , y(m)(x)

)
in Rn \{0}. We can define an equivalence relation on
Rn \ {0} such that all solutions obtained from y(x)
by (28)–(29) generate equivalent curves, i.e. curves
passing through equivalent points (may be for differ-
ent x). We assume the points (y0, y1, y2, . . . , ym) and
(z0, z1, z2, . . . , zm) in Rn\{0} to be equivalent if and
only if there exists a positive constant λ such that

zj = λα+j yj , j = 0, 1, . . . ,m.

The quotient space obtained is homeomorphic to
the m-dimensional sphere Sm ⊂ Rn defined by the
equation

m∑
j=0

y2j = 1

and having exactly one representative of each equiva-
lence class since the equation

m∑
j=0

λ2(α+j)y2j = 1

for any (y0, y1, . . . , ym) ∈ Rn \ {0} has exactly one
positive root λ.

Now, equivalent curves in Rn \ {0} generate the
same curves in the quotient space. The last ones
are trajectories of an appropriate dynamical system,
which can be described, in different charts covering
the quotient space, by different formulas using differ-
ent independent variables.
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For example, consider the chart that covers all
points corresponding to positive values of solutions
and has the coordinate functions uj , j = 1, . . . ,m,
defined by

uj = y(j)y−γj , γj = 1 +
j

α
.

On this chart the dynamical system can be written as

du1
dt

= u2 − γ1u21,

duj
dt

= uj+1− γju1uj , 1 < j < m,

dum
dt

= −p0 − γmu1um

with the independent variable

t =

∫ x

x0
y(ξ)1/α dξ.

Qualitative properties of the trajectories of the dy-
namical system on the sphere do not depend essen-
tially on whether k in (27) is greater or less than 1.
However, the properties of the related solutions to
equation (27) differ according to the case, regular or
singular, considered.

Globally, the dynamical system can have some
fixed points, which depends on the sign of p0 and the
parity of n. They correspond to the solutions with the
power-law behavior, which can be defined by explicit
formulas, namely,

y(x) = ±C |x− x∗|−α

with arbitrary x∗ and C defined by (17), (22), or sim-
ilar formulas for n > 4.

In the regular case, these solutions, if maximally
extended, have a vertical asymptote at one of their do-
main boundaries (which is finite) and tend to zero near
another one (which is infinite). In the singular case,
the related MU-solutions vanish with all their n − 1
lower-order derivatives at one of their domain bound-
aries (which is finite) and become unbounded near an-
other one (which is infinite).

The dynamical system on the sphere can also have
non-constant periodical trajectories. They are gener-
ated by oscillatory solutions to (27) that can be writ-
ten by using some periodic functions, but can be non-
periodic themselves. Their extrema and the lengths of
their constant-sign intervals behave in different ways
according to the sign of p0, the parity of n, and the
regular or singular case considered.

Investigation of stability of the fixed points and
periodical trajectories gives information on the rest of

the solutions to equation (27), which appear to have,
near the boundaries of their domains, asymptotically
the same behavior as that of the solutions mentioned
before.

5 Some applications of these results

Equation (2) it is a model of nonlinear equations.
Methods developed for its research can be applied to
study of more complex non-linear equations of the
form (1). (See [4], [5]). Asymptotic properties can
be used for researches of boundary value problems to
partial differential equations. (See for example [27]–
[29].) The equation of type (1) also appears in inves-
tigation of some spectral problems (see [5] IV).

6 Open problems connected with
equation (2)

1. Does positive blow-up solution with non-power law
asymptotic behavior exist for 5 ≤ n ≤ 11 and n ≥
15? 2. Does positive blow-up solutions with different
from power-law (6) and non-power law (7) behavior
exist for n ≥ 4?
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[27] M. F. Bidaut-Véron, Local and global behaviour
of solutions of quasilinear elliptic equations of
Emden-Fowler type. Arch. Rat. Mech. Anal.,
107, (1989), 293–324.

[28] V. A. Kondratiev, On qualitative properties of
solutions to semi-linear elliptic equations. Trudy
of I.G.Petrovskiy seminar, 1991, 16, 186–190
(Russian).

[29] Mitidieri E., Pohozhaev S. I., A priori esti-
mates and the absence of positive solutions
to non-linear partial differential equalities and
inequalities. M.: Nauka, 2001, Trudy MIAN
im. V. . Steklov, 234, 383 pp.

[30] Marsden J.E., McCracken M., The Hopf Bifurca-
tion and Its Applications. New York-Heidelberg-
Berlin. Springer-Verlag. (1976). XIII.

WSEAS TRANSACTIONS on MATHEMATICS Irina Astashova

E-ISSN: 2224-2880 47 Volume 16, 2017


