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The object of this paper  is to obtain existence and uniqueness theorems for (weak) 

uniformly Lipschitz continuous solutions u(x) of Dirichlet boundary value problems as- 

sociated with non-linear elliptic differential-functional equations of the form 

[aj(grad u)]x~ + F[u](x) = 0, (0.1) 

where, for a fixed x, F[u] (x) is a non-linear functional of u. The results to be obtained can 

be considered as generalizations of some theorems of Gilbarg [5] and Stampacchia [14] 

in the case F [ u ] ~ 0  and of some theorems of Stampacchia [14] in certain cases F[u] ~0 .  

Par t  I deals with the functional analysis basis for the proofs. I t  gives existence theorems 

for the solutions of certain non-linear, functional inequalities. By  a weak solution of (0.1) 

on a domain ~ is usually understood a function u(x) having a gradient u x in some sense 

and satisfying 

f~{a~(ux)~j-F[u]~}dx=O (0.2) 

for all continuously differentiable ~(x) with compact support  in E2, i.e., ~eC~(~).  Par t  I 

will imply existence and uniqueness theorems for functions u(x), to be called quasi solu- 

tions, satisfying 

fa{a,(u~)~x,-F[u]v]}dx>~O (0.3) 

for ~ in certain subsets of Co1(~) depending on u. A particular case of this situation arises, 

for example, if one seeks the solution of a variational problem 

rain +...} 
J a  

(1) This research was partially supported by the Air Force Office of Scientific Research under 
Contract AF 49 (638)-1382 and Grant AF EOAR 65-42. 
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in a convex set of functions u. I f  the minimum is attained a t  an interior point u of the 

convex set, one expects u(x) to be a weak solution of the corresponding Euler  equation, 

say (0.2), for all ~ E C~(~). But  if the minimum is at tained at  a boundary point of the convex 

set, one can only expect to obtain inequalities of the type (0.3) for a more restricted class 

of test  functions. 

Professor H. Lewy called our at tention to the technique of his paper  [9]. In  the varia- 

tional case, this involves the consideration of the desired solution as a limit, as K~oo, 

of a minimizing function for the case when the competing functions arc restrained to be 

uniformly Lipschitz continuous with a Lipschitz constant not exceeding K. This idea is 

the motivation for our introduction of quasi solutions; cf. also [15]. 

Par t  I I  will deal with a priori estimates for quasi solutions. The methods will be similar 

to, but  simpler than, those of [14]. One of the main simplifications (which permits the 

avoidance of results of De Giorgi [4] and their extension to the boundary) arises from an 

adaptat ion of an idea of Rado [12], p. 63; cf. the proof of Lemma 10.0 below. A similar 

use of Rado's  device occurs in Miranda [11]. 

The first two sections of Par t  I I I  give existence and uniqueness theorems for Dirichlet 

boundary value problems associated with (0.3). One of the novel features of the results be- 

low is the fact tha t  the equations considered involve non-linear functionals, ra ther  than  

functions, of the unknown u. The last section is concerned with the regularity (beyond 

tha t  of Lipschitz continuity) for solutions. The results of De Giorgi and their extensions 

are used only in the last section. 

Part I. Functional  analysis 

t .  An ex i s t ence  t h e o r e m .  Let  X be a reflexive Banach space over the reals and X' 

its strong dual (=conjugate  space). The pairing of X' and X will be denoted by  (u',u). 

Le t  Y be a closed linear manifold in X. Suppose tha t  Y is also a Banach space with 

a norm I1" I[ r which may  be different from tha t  of I1" I[ x. By the closed graph theorem, there 

exist constants 0 < 01,03 ~< 1 such tha t  

O llyll < IlyllY< llyll lO,, for yE Y. (1.1) 

The pairing of Y' and Y will be denoted by  (y ' ,  y).  

I f  S is a subset of X and ~EX,  then S + ~  will denote the translation of S by  ~; i.e., 

S + ~ =  {u: u = s  +~ ,  seR}. 

In  the theorems of Par t  I ,  ~ will denote a closed convex subset of X with the property 

tha t  
va, u z e ~  ~ ua--u2e Y. (1.2) 
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This  is t he  case if and  only  if the re  exists  a closed convex set  ~o in Y, 

O E ~ o ~  Y, (1.2') 

and  an  e lement  ~ E X  such t h a t  ~ = ~o + ~ .  I t  is c lear  t h a t  ~ = ~o + ~  has  t he  p r o p e r t y  (1.2); 

conversely ,  if ~ E ~ ,  t hen  ~ 0 = ~ - ~  has  p r o p e r t y  (1.2') a n d  ~ = ~ o + ~ .  

THEOREM 1.1.(1) Let X ,  Y be as above, ~ a closed convex set in X satis/ying (1.2). For 

every uE~ ,  let A(u) be a bounded linear/unctional on Y, with the metric induced by X ,  and 

let A(u) have the/ollowing Troperties; 

(i) i/ M is any linear mani/old in Y with d i m M < c o  and q)E~, then (A(u),v) is a con- 

tinuous/unction o / u , v / o r  u E ~  N (M § vEM;  

(ii) A(u) is monotone, i.e., 

(A(u2)-A(ul) ,  u~-ul)>~O /or ul, u~E~;  (1.3) 

(iii) when ~ is not bounded, A(u) is coercive in the sense that there exists some ~OoE~ 

satis/ying 

(A(u)-A(~o) ,U-~o) / l lU-~ol l~-~ as llull   , ue . (1.4) 

Let u -> C(u) be a mapping/rom ~ to Y'  which is completely continuous (i.e., is continuous/rom 

the weak topology o / ~  X to the strong topoloffy o/ Y') and which is bounded, 

[IC(u)ll~,<i /or uE~ ,  (1.5) 
JL constant. 

Then there exists at least one u o E ~ satis/ying 

(A(%), v-uo)>~(C(%), v - u o )  /or vE~.  (1.6) 

Remark. Since v - u  o occurs l inear ly ,  i t  follows t h a t  (1.6) holds for  a l l  v in t he  cone 

{v:v =uo+tw , w E ~ - - %  and  t>~0} wi th  ve r t ex  u 0. This  cone contains  ~ and  becomes Y §  o 

when 0 is an  in te r io r  po in t  of t he  sube t  ~ - %  of Y. I n  the  l a t t e r  case, equa l i t y  holds  

in (1.6). 

Theorem 1.1 contains ,  as  a special  case, t he  ma in  resu l t  of [15]. W e  h a d  or ig ina l ly  

fo rmu la t ed  th is  t heo rem wi th  a m o n o t o n y  condi t ion  s t ronger  t h a n  (1.3). The  quest ion of 

t he  v a l i d i t y  of t he  theorem,  as s t a t e d  above,  was sugges ted  to  us b y  J .  L. Lions.  

(1) Added in proof (Jan. 18, 1966). After this paper was submitted for publication, the authors 
rece ived  a preprint of the  a r t i c le  F. BROWDER, ~TVon/~near moF~,ol~one OpcTatoTs and convex, set8 ~n Banach  

spaces, which has now appeared in Bull. Amer. Math. ~oc. 71 (1965), 780-785. This article contains 
Theorem 1.1 with C(u) - O. Our proof is similar to Browder's in that it involves first the case dim X < co 
and then a passage to a limit. In  contrast to our Lemma 3.1, Browder's proof in the finite dimen- 
sional ease uses the monotony of A(u} (and hence requires C(u)--0). 
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Actually, in this theorem, there is no loss of generality in assuming that  II" ]ix = H" H r 

and ( - , . ) =  ( - , .  ~; cf. the part  (a) of Section 4. The formulation of the theorem involving 

two norms for Y is suggested by  applications. 

In  order to illustrate the significance of the different assumptions and the way that  this 

theorem will be applied, let X=HI '~(~)  for some bounded open ~ c  E n and Y=H~'~(~); 

cf. Section 7 for definitions. Let  W(x) be a function which is uniformly Lipschitz continuous 

on • and ~ = : ~  the subset of HL~(~) consisting of uniformly Lipschi~z continuous func- 

tions u(x) with a Lipschitz constant not exceeding K and satisfying u(x)=q)(x) for x Ea~. 

If K is as large as the Lipschitz constant of ~(x), then ~(x)E:F~ and ~ 0 = : F ~ - ~  satisfies 

(1.2'). In this case, ~ = ~  is bounded and so, no coercivity condition (1.5) is needed. Let  

A(u) be defined by 

(A(u) ,  v) = joa,(u,)v , dx 

for uE:~fp, vEH~'2(~), where u~=gradu=(u ....... ux,). In  this ease, the continuity condi- 

tion (i) holds if at(p)=a~(pl ..... p,), for i =1 ..... n, are real-valued, continuous functions of 

p in the Euclidean sphere ]p[ ~< K. The weak ellipticity condition 

[a~(p) -a~(q)] (p~-q~) >/0 

implies the monotony (1.3). 

I t  will be clear from the proof tha t  if ~ is unbounded (so tha t  (1.4) holds), then (1.5) 

can be relaxed to 

sup IIc(u)ll x < (1.7) 

II o(, )II ,,.llu-v011 , l (A (u )  - A(q~), u -q~o) ->0, (1.8) or even to 

COROLLARY 1.1. Assume the conditiqns o/ Theorem 1.1. Let ul, u 2 .... be elements o / ~  

such that uo=u m satisfies (1.6) /or r e = l , 2  . . . . .  Ler um~uoo weakly in X as m ~ .  Then 

uooE~ and Uo=Uoo satisfies (1.6). 

This assertion is a consequence of Lemma 2.3 below. For, by this lemma, (1.6) is equi- 

valent to 

(A(v), v-uo)>~(C(uo), v - u o )  for vE~.  (1.9) 

Since ~ is convex and closed, it is weakly closed, so tha t  u~ E ~. I t  is clear tha t  u 0 can be 

replaced by Um in (1.9), and letting m-~oo gives the corresponding relation with uo=u~o 

(since C(u) is completely continuous). 
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COROLLARY 1.2. I/,  in Theorem 1.1, A(u) and O(u) satis/y 

(A(u~)-A(ul),  u2-us)>(C(us) -G(ul )  , u~-ul~ /or ul, %( r  (1.10) 

then u o is unique. 

Condition (1.10) holds, for instance, if G(u)~--y' is independent of u and A(u) satisfies 

(A(us) - A (ul), u S - ul) > 0 for Ul, us( =~ Ul) E ~. 

In  order to prove the last corollary, let Uo, U 1 be two solutions of (1.6), so that  

(A(uo) ,  u I - - U o ) ~ ( C ( U o ) ,  u 1 - U o ~  , (A(ui), Uo-Ul)~> (C(Ul), Uo-Ul). 

Adding these inequalities gives 

CA(uo) -A(ul) ,  u o - u l )  < (V(Uo) - C(ul), u o - u ~ .  

Hence Uo-=U 1 by (1.10). 

The proof of Theorem 1.1 will be given in two parts: first, the case where Y is a finite 

dimensional manifold (Section 4) and, second, a limit process (Section 5). The second part 

depends on an application of arguments of Minty generalized by Browder (cf., in partic- 

ular, the proof of Theorem 4 in [3]). 

2. A pr ior i  bounds .  In what follows, ~0 denotes a fixed element of ~, chosen so as 

to satisfy (1.4) if ~ is unbounded. 

LE~MA 2.1. L~t X, r ,  ~, A(u) be a~ in Theorem 1.1 and ~ y ' e r ' ,  D'II~.<L. Then 

there exists a constant R = R(L) such that any solution uo G ~ o/ 

(A(%), v-uo)>~(y' , v -uo~ /or vE~  (2.1) 

satis/ies I1%]1 x ~< R. (2.2) 

Proo/. Let v =~o in (2.1) and rewrite the resulting inequality as 

(A(uo), Uo -qJo) < (Y', Uo-CPo~. 

Hence (A (Uo)- A(~o), Uo-~o) ~< (Y', u 0 - ~ o ~ -  (A(~o), Uo-~o). 

The right side is majorized by LHUo-q%[]x/Os§ HA(co)[[. [[Uo-~0]] x by (1.1). Thus 

(A (%) - A (qJo), Uo - q~o) <~ (L/Os + [[A (~0)[Dl[u0 - ~o [I x. 

If ~ is bounded, the lemma is trivial. If  R is unbounded, the assertion follows from (1.4). 

LEMMA 2.2. In  the proo/ o/ Theorem 1.1, there is no loss o/generality in assuming that 

is bounded; e.g., that ~ is rel~laced by ~ N (]luH:~ <~r), where r > R(L) and R(L) is given 

in Lemma 2.1. 

This is a consequence of Lemma 2.1 and the Remark following Theorem 1.1. 
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LEMMA 2.3. Let X, Y, ~, A(u) be as in Theorem 1.1 and y'E Y'. Then uoE~ satis]ies 

(2.1) if and only i/ 

(A(v),V-Uo)>~(y' ,V-Uo) for vE~.  

The proof depends on a device introduced by  Minty [10]. 

Proof. The inequality (2.1) implies (2.3) by  the monotone condition (1.3). In  order to 

deduce the converse, assume (2.3). Let  w E ~ be arbitrary.  Then 

V=Uo +t(W-Uo) =tw + (1 - t )  u o 

is in the convex set ~ for 0~<t~<l. Thus, (2.3) gives 

t (A(uo+t(w-uo)) ,w-%)>~|<y ' ,w-%> for wE~.  

Dividing by  t > 0  and letting t -~0 gives (2.1) by  virtue of the continuity condition (i). 

This proves the lemma. 

COROLLARY 2.1. In  Lemma 2.3, the set of solutions u o of (2.1) is convex. 

3. Fini te  d i m e n s i o n a l  case.  In  this section, we shall prove the finite dimensional 

analogue of Theorem 1.1. Actually, no monotony assumption is involved. 

LEMMA 3.1. Let ~ be a compact convex set in E n and B(u) a continuous map of ~ into 

E ~. Then there exists u o E~ such that 

(B(uo),V-Uo)>~O for vE~,  (3.1) 

where (., �9 ) denotes the scalar produc~ in E n. 

Proo I. I f  ~ is a point, the lemma is trivial. I f  ~ is not a point, then it can be supposed 

tha t  ~ has interior points for otherwise, without loss of generality, E n is replaced by  a 

suitable subspace of E n containing ~. Since a translation of the space E n does not affect 

the assumption or assertion, it can be supposed tha t  u = 0  is an interior point of ~. 

Let  u 0 E ~ .  Then (3.1) holds if and only if there is a hyperplane :z through %, supporting 

such tha t  if N 4= 0 is a vector orthogonal to ~ and pointing into the half-space not con- 

raining ~, then B(uo)= - t N  for some t ~>0. 

Case 1. a~ is of class C 1. Assume tha t  (3.1) fails to hold for all u0E a~. We shall show 

tha t  
B(u) =0 (3.2) 

has a solution u0E~ (which satisfies (3.1) trivially). 

Let  N(Uo) be the outward, unit normal vector a t  u 0 E a~. Then 

B(%, 0 = ( 1 - 0  B(uo) + tN(%), 0 <t  < 1, 
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is a deformation of the vector field B(%), u o E ~  , into the vector field N(%). The assump- 

tion that  (3.1) does not hold for u 0 E ~ implies that  B(%, t) :~ 0 for u 0 E a~, 0 ~<t ~< 1. Hence 

the indices of the vector fields B(uo) , 2V(uo) with respect to u = 0  are identical. 

There is a deformation D(uo, s)~(1-s)N(%)+suo, O<~s<~l , of N(Uo) into u o and 

D(uo, s) =~ 0 since u = 0  is an interior point of ~. Since the vector field %, u o ES~, has index 

1 with respect to u =0, the index of N(uo) and, hence, of B(uo) is 1. This proves that  (3.2) 

has solutions in ~. 

Case 2.8~ is not of class C 1. By a theorem of Minkowski (cf. [1], pp. 36-37), there exists 

a sequence of compact convex sets ~ 1 ~  ... such that  ~ is the closure of the union 

~ U ~ U ... and 8~m is of class C ~. By Case l, there exists u~ E ~m satisfying 

(B(um),v-U,n)>~O for v E ~ .  

After a selection of a subsequence, it can be supposed that  %=limum exists. Then, by 

continuity, it follows that  

(B(uo),V-Uo)>~O for vE~ m, 

m= 1,2 . . . . .  This implies (3.1) and completes the proof. 

4. P roo f  of T h e o r e m  i . i .  According to Lemma 2.2, it can be supposed that  ~ is 

bounded. 

(a) Without loss of generality, it can be supposed that  A(u)E Y' and we can write 

(A(u),v) in place of (A(u),v) for vE Y. (This only affects the norm assigned to A(u)). 

Let ~0E~ be fixed and ~ o = ~ - ~ 0 ,  so that  ~o is a closed, bounded, convex set in Y 

containing 0 and ~ = ~o + ~. Let M be a linear subspace of Y with ra = dim M < c~, j: M -~ Y 

the injection of M into Y, j*: Y' -~M' the dual map, and 

~ = R 0  N M c R - ~ .  

I t  will be shown that  there exists an element yME~M satisfying 

(i*A(yM+qO), Z--yM) >~(j*C(y~+qO), Z--yM) for ZE~M, (4.1) 

or, equivalently, (A(yM+~)--C(yM-b~) , Z--yM~/O for zE~M. (4.2) 

Introduce bases e 1 ..... em on M and/1 ..... /m on M'  such that  (/l, ej) = Oij. For YM, Y, Z E ~M, 

write 
lrn 

~ 1  t ~ l  t = l  

]*[A(y + ~) - C(y + ~)] = ~ B,(y)],. 

18- -662945  Acta mathematica. 115. I m p r i m ~  le 15 m a r s  1966. 
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Thus (4.1) is equivalent to 

B~(yM)(z~--(y~)t)>~O for z =  zte~E~M. (4.3) 
| = I  ~ 1  

This shows tha t  the desired result (4.3) does not depend on the norm on M. Thus 

we can suppose tha t  M carries a Euclidean norm and write (4.3) as (3.1), where 

B(y) = (BI(y) ..... Bin(y)) 

is a continuous function from ~ M ~ M  to M. Hence, the existence of a yME~M satisfying 

(4.3) follows from Lemma 3.1. 

(b) Put  ~ ( M ) = ~ M + q ~ c ~  and UM=YM+q~E~(M). Then (4.2) becomes 

(A(UM) , V--UM)>~(C(~M) , ~)--UM~ for vE~(M).  (4.4) 

By the monotony condition (1.3), 

( A ( v ) ,  ~)--UM)~(C(UM) , $)--UM) for vE~(M).  (4.5) 

(c) For vE~,  let 

S(v) = {u: ue~, (A(v), v-u) >~(C(u), v-u)}.  

The sets S(v) are closed with respect to the weak topology on X. For ~ is closed and convex, 

hence weakly closed, while the complete continuity of C(u) shows tha t  

(A(v), v-u)-(O(u), v-u~ 

is a continuous function of u E ~ from the weak topology on ~ ~ X to the reals. 

The collection of sets (S(v)}, vE~,  has the finite intersection property.  For  if 

vl,...,vmE~ and M is a finite dimensional manifold of Y such tha t  v I ..... vmE~(M), then 

uMES(vl) N ... N S(vm). Since X is reflexive, the set ~ is weakly compact. Thus S ( v ) c ~  

implies the existence of an element % such tha t  

%E n s ( v ) c ~ .  

This element satisfies 
(A(v) ,v -uo)>~(C(u) ,v -%~ for vE~.  

By virtue of Lemma 2.3, % is a solution of (1.6). This proves Theorem 1.1. 

5. A n o t h e r  e x i s t e n c e  theore~a.  The result of this section is a theorem related to 

Theorem 1.1 and is a generalization of results of Browder [3] and of Leray and Lions [8] 

concerning the equation A u  =0.  

T r~ OR EM  5.1. Let X,  Y , ~  be as in Theorem 1.1 and, in addition, assume that X is 

separable. For u E ~ ,  let A (u) be a bounded linear/unctional on Y (considered as a subspace 

o / X )  and satis/y the continuity condition (i) and the coercivity condition (iii) o/ Theorem 1.1. 
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For u, vE~, let A(u,v) be a bounded linear/unctional on Y, considered as a subset o/ X,  

satis/ying 

(to) A(u, v) is bounded on bounded subsets o / ~  • ~; 

(iio) /or fixed u E ~, A(u,. ) ks a continuous/unction on every line segment in ~; 

(iiio) A(u, v) satisfies the monotony condition 

(A(u, u ) - A ( u ,  v), u-v)>~O /or u, vE~;  (5.1) 

(iVo) i / u l , u  ~ .... E~ satis/y, as m->oo, 

um->u o wealdyin X,  (5.2) 

(A(um, u,~)-A(um, Uo), u , , -Uo)~  O, (5.3) 

then (A(um, v), w)->(A(uo, v), w) /or vE~,  wE Y; (5.4) 

(Vo) I / u l ,  u s .... E ~ satis/y (5.2) and 

(A(um, v), w)-> (y', w~ /or wE Y (5.5) 

and some/ixed v E ~ and y' E Y', then 

(A(u,,, v), v -urn) -> (y', v -Uo~; (5.6) 

(Vio) A(u)=A(u,  u)/or uE~.  

Then there exists u o E ~ such that 

(A(uo), V-Uo)>~O /or vE~.  (5.7) 

Illustrations of the conditions of this theorem in the theory of non-linear elliptic partial 

differential equations are given in [3] and [8]; see Section 12 below. The formulation of 

conditions (i0)-(vi0) follows [SJ. 

If C(u) satisfies the condition of Theorem 1.1, the assertion (5.7) can be replaced by 

(1.6). But this fact is contained in Theorem 5.1 if one replaces A(u, v) by the linear func- 

tional on Y defined by (A(u,v),y) - (C(u) ,y~  for yE Y. 

COROLLARY 5.1. Assume the conditions o/ Theorem 5.1. Let umE~ , r e = l , 2  ..... and 

let Uo=U m satis/y (5.7) and um-+uoo weakly in X as m ~ .  Then uooE~ and uo=uoo saris- 

ties (5.7). 

This will be clear from the proof of Theorem 5.1; of. the arguments leading from (6.2) 

to (5.7) below. 

6. Proof  of T h e o r e m  5.t .  By the coercivity condition (iii) of Theorem 1.1 and Lemma 

2.1, there is no loss of generality in supposing that  ~ is bounded and, hence by (i0) , that  

A(u, v) is bounded, say 
[(A(u, v), y)[ <~cl[yHx for y E Y .  (6.1) 

18"  -- 662945 Acta mathematica. 
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Let M 1 c M ~ c  ... be a sequence of finite dimensional subspaces of Y such that  U M,n 

is dense in Y. Let  ~ E ~  be fixed. Lemma 3.1 implies that ,  if ~ 0 = ~ - ~ ,  then there exist 

umE(~0 N Mm) +~ such that  

(A(um, Um),w-u,,)~O for wE(~ 0 N M~)+~;  (6.2) 

cf. parts (a), (b) of Section 4. Thus (6.1) and (6.2) show tha t  

(A(u,~,u,~),,,-u,~)>~-c~llv-w][~ for ve~,  (6.3) 

where the infimum refers to wE (~o N Mm)+% By the monotony condition (5.1), 

(A(um, V), V-Um)>~ - c i n f l l v - w l l x  for vE~.  (6.4) 

After a selection of a subsequence, it can be supposed that  there exist u o E~ and 

y 'EX'  such that,  as m-~oo, (5.2) holds and 

(A(u,,, uo), y)->(y', y ~ for yE Y. (6.5) 

By (v0) , it follows tha t  

(A(um, Uo) , u o - u r n ) - ~ ( y ' ,  O) = 0 .  (6.6) 

From (6.3), with v = u  0, and the monotony (5.1), 

(A(um, Uo), Uo -urn) >1 (A(um, u,,), u o -urn) ~ - c  inf Hu0- wll . 

The extreme members of this inequality tend to 0, the first because of (6.6) and the 

last because U Mm is dense in Y. Consequently 

(A(u,,,u,,),Uo-Um)~O as m-~c~. 

Thus, by (6.6), the limit relation (5.3) holds and so, (5.4) holds by (iv0). This fact, together 

with (v0) , gives 

(A(um, v), v-um)-~(A(u o, v ) , v - u  o) for vE~;  

cf. (5.6). Thus, by (6.4), 

(A(uo, V), v -uo)~O for vE~.  

An analogue of the argument of Lemma 2.3 completes the proof of Theorem 5.1. 

Part II. A priori bounds 

7. U n i f o r m l y  ell iptic l inea r  equa t ions .  Let  n >/2, E n Euclidean n-space, and ]x], 

]p[, [~] the Euclidean norms of points x=(xx,...,xn), P=(Pl ..... Pn), ~=(~1 ..... ~n) in En. 

In  what follows, f2 is a bounded open subset of E ' ,  ~f2 its boundary, ~ = f 2  U 9f2 its 

closure, and [ ~ [ its Euclidean measure. 

If  m >~0, Cm(~) [or Cm([~)] denotes the set of functions having all continuous partial 
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derivatives of order ~<m on ~ [or ~]. C~(~) is is the subset of functions in Cm(~) vanishing 

near ~ .  For ~>  1, the L~(~) norm of u(x)EL~(~)  will be denoted by llu]la or ]lulls, a. 

The completion of Cm(~) [or C~(~)] with respect to the norm 

0~<1t I~<m 

will be called H m" ~(~2) [or H~' ~(g2)]. In the last display, 

D'u=~'~ul~,...~,, IJl = j ,+ . . .+ j , .  

For ~ = 2, we write Hm(~) or H~(~)  in place of H m' ~(~2) or H~'2 (['2). I f  u(x) E H 1' ~(~2), then 

we write u~ for u~=gradu(x )=(u~  ..... ,u~,) and I[%l]~ or [[u~]]~. a for the L'(~2) norm of the 

Euclidean length lug] of u~ E E ~. Similarly, for any vector valued function 

t(x) = ( h ( x )  . . . . .  s 

the L~(~) norm of I/(x) l is denoted simply by II/ll~. The norm on H~(~2) will be taken to 

be Ilu, ll~.-. 
If 1 ~< ~ < ~o, then ~' denotes the HSlder conjugate exponent, 1/~ + 11cr = 1. If 1 ~< ~ <n ,  

then ~* denotes the Sobolev exponent 

1/~* =l /~-] /n.  

LEMMA 7.1 (Sobolev). Let l < - ~ < n  and uEH~'~(~2). Then there exists a constant S~ 

depending only on ~, n but not on ~ ,  such that 

Ilull~.<S~llu~ll~. (7.1) 

We shall make occasional use of the following simple lemma which is an analogue of 

the Case 1 of Lemma 2.1 of [14]. 

LEMMA 7.2. Let ~(t) be a non-negative, non-increasing ]unction on t >~0 such that ~(t)-~0 

as t--->oo and 

(t-  c[ (k)r (7.2) 

/or 0 <~ k < ~ ,  where c > O, 7 > 1 are constants. Then 

p(t)=O /or t>~ciQ(O)]r-~/(7-1 ). (7.3) 

Proof. Define the function H(k), 0 ~<k< c~, by  
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since the existence of the integral in (7.2) implies tha t  t~(t)-~0 as t-~oo. Thus, by (7.2), 

H ' ( k )  = - ~ ( ~ )  < - [ H ( k ) / c ]  1'~'. 

Hence a quadrature gives 

0 ~ 7 H  1-1/~'(k)1(7 - -  1) ~ 7H ~- 1/Y(0)/(7 - -  1) -/~/c ~/~. 

Consequently, H ( k ) = 0  for some k ~ko, 

ko =rc'~H 1-11~(O)l(r - 1 ); 

in which case, 0(t) =0  for t >~/c o by (7.4). Since H(0)~<c~7(0) by (7.2) and (7.4), (7.3) follows. 

A function uEHI.~(~) is said to be bounded from above on ~ by  a constant �9 if 

there exists a sequence {urn} of functions in C1(~) such that  um-~u in HI'~(~) and um~<O 

on a~. The least such (I) will be called maxu(x) on 0~. The minu(x) on ~ is similarly 

defined. 

Let afj(x), where i , i = l  .... ,n, be bounded and measurable functions on ~ such that  

there exists a number ~ > 0 satisfying 

a,,(x) ~,~, ~>,,l~l ~'. (7.5) 

By  a weak subsolution [or supersolution] of 

[(a~j(x)ux,)~j - hxj] = 0 (7.6) 
t=1 

is meant a function u E HI(~)  satisfying 

fa(atj(x)uz,-5)~jdx <.O for 0~<vE HI(~).  (7.7) [o r~0]  

L~.MMA 7.3 (Maximum principle). Let /(x)=(/1 .... ,/~)eL~(~), cr and u(x) satis/y 

(7.7). Then 

u(x) < max u + ($1,)II ! II~ l a l ' ' '-~'~, (7.8) 

[~(~) ~> rain ~ - (st,,)II i I1= I ~ I ~''-~'~, (7.9)] 

where S=[(1 + 1 / ~ - 1 / : 0 / ( U ~ - 1 / ~ ) ] ~  S~ and the i n l i m ~  i~ ~}.en o,,~r the ra.qe 

1 <<.~ <~2, ~ < n .  

This result is due to Stampacchia; el. [14], pp. 387-388. For  the sake of completeness, 

a variant of the proof of [14] will be given here. 

Proo/. We shall only prove (7.8), as (7.9) is a consequence of (7.8). I t  is sufficient to 

suppose that  (I) =0,  where (I)= maxu  on 0~. For  otherwise, we replace u(x) by the function 
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v(x) =max(u(x)--(I),0) and/j(x)  by the function which is/j(x) or 0 according as v(x)>0 

or v(x) =0 (i.e., in (7.7), we consider only ~(x) with support on the support of v(x)). Then 

v(x) is a subsolution of the resulting equation and maxv(x) =0 on a~.  

Let k>~0 and A(]c) = (x: u(x) >~]r Then the choice ~(x) =max(u(x)  -It ,0) in (7.7) gives 

Then, by (7.5) and Schwarz's inequality, ,(ll~ll~. ~,~,)~ < II/ll~. ~,~,ll~ll~. ~(~,, so that  

vii ~ l k  A(~, <- I l t lk  ~,~,. (7.10) 

Let 1 < T < 2  if n > 2  or 1-<<T<2 if n = 2 .  Then ttSlder's inequality applied to both sides of 

(7.10) gives 

,, I1,~ I1~. ~,~, < ll/ll~.~(~,lA(k)l ''~-~'~. 

Applying Sobolev's lemma to the function max(u(x)-It ,0) ,  we see that  the left side is 

not less than (v]S~)]]u - ]clt~. ' A(k). The exponent T* can be reduced to 1 by HSlder's inequality. 

Thus II ~ -  k II1. A,,, -< ~ IA(k)p, (7.11) 

where r  S, II/II,.oI~, ~,= l + l /n-1]o~> l. (7.12) 

Write (7.11) in the form 

fA(,o (u - k)d:~ .< c I A(k)I:' (7.13) 

- ] :  I-<o or, equivalently, as (7.14) 

Thus, by Lemma 7.2 with ~(t) = I A(OI, I A(t) I = 0 if t >1 c7~'-1(0)/(y - 1); i.e., 

l u(~) I <~r~7-1(O)l(r- 1), 

where ~(0)= I~] .  Hence (7.8) follows from (7.12). 

Remark. For applications below, it is important to note that,  for the validity of (7.8) 

[or (7.9)], it  is sufficient to know only tha t  (7.7) holcls for the functions 

V(x) = max (u(x) - lr 0 [or ~(x) -- - min (k + u(x), 0] (7.15) 

for k>~maxu [or k~<-minu]  on 0~. (7.16) 

In fact, it  is sufficient to have the inequality (7.10) for A(k)={x: u(x)~>k} [or A(/~)= 

{x: u(x)< -k}] for k in (7.16). 
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8. Quas i  so lu t ions  and  a mAY4mll~n pr inc ip le .  Let  ~ =:)~(~) denote the set of uni- 

formly Lipschitz continuous functions u(x) on s (or, equivalently, on ~). If u(x)E~,  let 

~(u) denote its best Lipschitz constant 

2(u) = sup I u(xl) - u(x~ I/] xl - x~ for x ~ x 1E ~.  (8.1) 

Let  ~0(x) be a function defined only on ~ and uniformly Lipschitz continuous there. We 

shall also use the notation 

~ (~)=sup[~(x l ) -~ (x~176  for x ~  (8.2) 

Let  Y,~ be the set of functions u(x)EX for which u(x)=~(x) on 3~. For a given K~>0, let 

be the set of functions u ( x ) E ~  satisfying ~(u)<K.  The sets Y~o, ~ correspond, of 

course, to ~0(x)--~--0. 

By a quasi or K-quasi solution of 

[aj(ux)]xj + F[u] (x) = 0 (8.3) 

will be meant a function u ( x ) E ~  satisfying 

f[aj(ux)(v- u)xj F[uJ(v u)]dx v (8.4) 0 for E I 

The object of this section is to obtain a maximum principle (i.e., an a priori bound) for 

K-quasi solutions under suitable conditions on a~(p) and F[u] (x). 

(A t )  Let  a(p)= (al(p) ..... an(p)) EC~ '*) and satisfy 

aj(p) pj~>~lPl ~ - N ,  (8.5) 

where /~>0, 1 ~<a<n, N are constants. 

(A 2) Let  u -*F[u] be a mapping of ~ into La(g2) such that  

, II u (8 .6)  
i=1 

where c ~ 0 ,  ~(i)~>1, fl(i)>~O, y(i)>~l, ($(i)>~0, and 

a(i) <~*, fl(i) +7(i) +($(i) <at. (8.7) 

A simple example of an admissible .Flu] is one which has the form 

Flu] (x) = a[u]  g(:~, u, uz), (8.8) 

where G[u] is a non-linear, real-valued functional of u satisfying 0 <~G[u] <~ ~(1) 

g(x,u,p) e C~ • E 1 • E n) satisfies ug(x, u,p) ~< cl l u] v(~)ip[ ~~ For example, ff one con- 

siders a variational problem of the form 
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then the corresponding Euler  equation is of the form (8.3) 'Mth aj(p)=[pj(p) and. F[u] of 

the type (8.8) with 

G[u]=[f,h(x,u(x))dx] and g(x,u)=flh~,(x,u), 

independent of ux. 

The reason tha t  the right side of (8.6) has been chosen as a sum rather  than  as one 

te rm is, not to obtain greater generality but, to illustrate the fact  tha t  two different situa- 

tions occur according as fl(i) +7(i) +~(i) < a or fl(i) +7(i) +~(i) = ~. In  the first case, there 

will be no restriction on the constant c~ [and, in fact, ct can be replaced by  a function 

ct(x) G L~(~ for a suitable e(i)]; in the second case, smallness conditions will have to be 

imposed on c~. 

In  order to make this specific, let a denote a number  satisfying 

max[(z(i),~,(i)]<a<or for i = l  ..... m; (8.9) 

cf. (8.7). Put  A = A(a, ~, ~ )  = i n f ~  for u e Ho~'~(~). (8.10) 

For  example, if a=o:*, then A(~*,~,~)>~I/$~; if ~ = a = 2 ,  then A2(2,2,~) becomes the 

first eigenvalue for Au +2u  = 0  on ~ ,  u = 0  on ~ .  In  any case, Sobolev's inequality implies 

tha t  

A ~  1/SeL[~'~[ lla-ll~*. 

The smallness condition on certain c~ mentioned above will be the following: 

(A 3) Let  the coefficients c~ in (8.6) satisfy 

/~ _ ~ ,  c~A~(O-,, ] ~ ](1-r162 (1-~5(f)/~)+fl(i)/g(t) > 0, (8.11) 

where Z '  is the sum over the indices i for which/5(/) +7 ( i )+~( i )=~ .  

The following conditions will not be used in this section but  will be stated here for 

reference later. 

(A 4) For every number  M >0,  there exists a number  g(M) such tha t  

[u(x)[ < M  on ~ ~ [F[u](x)[ <<.z(M)(l+lu,(x)[~(~ 

where 0 <~(0) < x -  1. 

(A 5) I f  ua(x) G:K~ for h =0,1  .... and ua(x) ~ uo(x) in HI(~) as h -+0% then F[uh](x) -; 

Flu0] (x) in measure on ~ as h-->c~. 
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This holds, for example, if F[u] has the form (8.8), where g(x,u,p)EC~ • E 1 • E") 

and G[uh]-~G[uo] as h-*oo; cf., e.g., [3], [7]. 

If ?[u] (x) depends essentially only on u(x) and not on its gradient ux(x) (as in the 

case in (8.8) when g(x,u,p)=g(x,u) does not depend on p), then (AS) can be replaced by 

the simpler condition: 

(Ah') If  u a ( x ) E ~  for h=0,1  .... and uh(x)~uo(x) uniformly on ~ as h-+oo, then 

F[ua] (x)~F[u0] (x) in measure in ~ as h ~ .  

Remark. Assumptions (A4) and (AS) [or (Ah')] imply that  the map u -~$'[u] is contin- 

uous [or completely continuous] from ~ c HI(~) to the conjugate space of H~(~), where 

F[u] is interpreted as the linear functional 

fo F[u](x)~l(x)dx for G H~(~). 

THEOREM 8.1 (A priori bound). Assume (A1), (A2) and the inequality (8.11) in (A3). 

Let ~F=max]~(x)l on ~ .  Then there exists a constant T, depending on the parameters 

n, o~, l~, 2r I~1, ~ ,  and c~, :r fl(i), ?(i), ~(i) /or i=l , . . . ,m (but not on K), such that i/u(x) 

is a K-quasi solution o/ (8.3), then 

[ u ( ~ ) [ < T  o n  ~ .  ( 8 . 1 2 )  

The proof of this theorem will depend on modifications and simplifications of the 

proofs of Theorems 6.1 and 6.2 in [14]. For related results, see [7], [13]. 

Proo]. In the proof, T will denote a constant (not always the same) depending on the 

parameters mentioned in the theorem. By T(e) will be meant a constant depending on an 

additional parameter e. 

(a) The first step in the proof will be to obtain an inequality of the form ]]u[[~, ~< T. 

To this end, we shall first majorize Iluxll .A, where A is the set A = {x: lu( )l > ~ }  

Define the function U(x) to be u(x) -~F, O, or u(x) +~" according as u(x) >~"~J*, [u(x) [ <~F, 

or u(x)<<. -W.  Then U(x) =0 on ~ - A  and U(x)E~.  Define v(x) by the relation 

v ( z )  - u ( x )  = - U ( x ) ;  

in other words, v(x)=~', u(x), - ~ l  according as u(x)>~P', ]u(x)] ~<~F, or u(x)<~ -~l .  This 

makes it clear that  v(x) E ~ .  Thus (8.4) gives 

L a~(ux)u~,dx <<- f aP[ul U dx. 

Since ~F~>0, sgnU=sgnu. Consequently, by (8.5) and (8.6), 
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I - o, Ii, lL :  v i d e .  

Since JUt ~ lu] on A, the last  integrand can be replaced by  I~l~<"luxl '(', and so, Hblder 's  

inequal i ty  gives, as a majoran t  for  this integral,  

a u (8.13) 

a(i) =7 ( i )  ~ / (~  - ~(1)) < ~. (8.14) 

Using H61der's inequali ty again, i t  is seen t ha t  the  right side of (8.13) does not  exceed 

U },(t)a Uz I[~, A I ~x($( t )  J p,(t)(llo(O-11o) 

B y  a similar use of Hblder 's  inequal i ty  for  II u II,),, and I A I < I n ] ,  

t ' t  I I  ~ l l a  I I  '- ' ,zl la, A I aa  [ , 
| = 1  

T(i) =~(i) [1[=(i) - I /a] + 1 - ~(i)/=-~,(1)[a. (8.16) 

Note  that ,  for any  number  a > 0, 

Also, if e > 0 is arbi t rary,  there  is a n u m b e r  c = c(s,a) such t ha t  

fA (i U I +  ~F)adx ~ ( 1 + e ) ~ l U l " d x + c ( ~ , , ~ ) ~ l ~ l ,  

since ( I u I + ~ ) ~  < (1 + ~)o[ u I ~ + (1 + 1 /~ )~o  as can be seen by  considering the  two pos- 

sibilities ~ ~< s I V i or ~F >/e i U i" Consequently,  if e > O, there  is a number  T(e) such t ha t  

m 

II v~ II: <- (1 + ~) ~ ~, II v I1~ ('>+~(,, II v~ll~,, In  I "<', + T(~) (~ + ~" II v~tl~<')), 
i = 1  

where ~"  is a sum over indices i for which f l ( i )+y( i )>0,  so that ~(i)<~r 

Since U(x)E:/{0c//~(~), (8.10)gives 

~11 ~ A :  < (1 + ~) ~ ~,A-"<"-~"> II uxll~("+~<"+~<" I ~ I'<" + T(~)(1 + ~" II Uxll~"'). 
t ~ 1  

From (8.16), T(i) = (1 - a/a)(1 -~(i)[o~) +p(i)l~(1) when fl(i) +:y(i) +~(i) = a. Hence (8.11) 

shows t ha t  there  exists a constant  T such t ha t  

II =,ll,. ~--11 u~ll~ < T. (8.18) 
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By Sobolev's inequality, IIuIk.<TS~. Finally, the analogue of (8.17), with a=~*,  

implies the existence of a constant T such that  

I['aH~.<T. (8.19) 

(b) This result and (8.6) show that  

F[u] (x) sgn "a(x) 4 T ~. [ u(x) Iv(')-x ] "az(x) [oco. (8.20) 
t=1 

(c) We now show that  if a >/a*, then there exists a constant T(a) such that  

II'aHa ~ T(a). (8.21) 

To this end, let k>~F and A(k) = {x: u(x) >~k}. Determine v by the relation 

v- 'a= - max (u(x) - k,0), 

so that  v(x)=k or v(x)='a(x) according as u(x)>~k or u(x)<~k. Thus v6~(~ and (8.4)gives 

s  a~(uz)uxjdx<~ s E[u](u- k) dx. 

By (8.5) and (8.20), 

/~ s (~ , u~ ,~ dx <~ N , A ( k ) , + T t ~x s (k) "a'(i) l u~ ,'(t) dx. (8.22) 

From the inequality 

Io~1 < leal'/"+ Iblel"l", 1/,-+1/,-' =1, (8.23) 

applied to r = ~1~(i), a = l uz [ 6(~), er/r =/~12T, b = u y(t), we get 

~(~)lu, pd~< TIA(k)l + T ~l~(~)'aO") d~; (8.24) 

cf. (8.14), (8.18) and A(k)cA. 
From the relation 

and obvious integration by parts, (8.24) gives 

fA,~ (u-,F)~luzpdx<T fa, (u-~e)~dx+Tt~,f~,~ ('a-'e)"a~ (8.25) 

whenever fl >/0 and the right side is finite. In  this case, Sobolev's lemma applied to 

max [(u-~F)l+#/~,0] gives 
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fA(r)- ~F)~*(l+a~)dx < + ~/~)S~F*{...}~*~, (u [(1 (8.26) 

where {...} denotes the right side of (8.25). 

From this last inequality, it follows that,  for a ~> ~*, there is a T(a) satisfying 

[[ max (u -~F, 0)[[a < T(a). (8.27) 

In fact, the choice f l = ~ * - ~  in (8.26), where fl+a(i)~<~*, gives such an inequality for 

a=(cr162162 *. If (8.27) holds for some a>~*, the choice f l = a - a  in (8.26)gives (8.27) 

when a is replaced by r162 This proves (8.27). Similarly, one obtains [[min(u+~F,0)[[a~< 

T(a). Hence (8.21) follows. 

(d) Completion o/the proo]. Choose a=2n, so that  a(i)/a<~/a<.~]2n. Then, by (8.24) 

and H61der's inequality 

An application of Sobolev's inequality on the left, followed by H61der's inequality to reduce 

the exponent from ~* to 1, gives 

fA (u -k )dx< 'T lA(k ) l " '  ~ , = l + l / 2 n > l ,  
(k) 

for k >~F; el. the deduction of (7.11). An application of Lemma 7.2 shows that  u(x) <<.~ + T 

on ~. Similarly, one obtains -u(x)<~T" + T. This proves Theorem 8.1. 

9. Lipschi tz  constants  of quas i  solut ions.  The object of this section is to obtain an 

a priori bound for the best Lipschitz constant ~(u) of a quasi solution u(x). For this purpose, 

we shall have to impose additional conditions on ~,  at(p) and ~(x). 

(B1) Let a(p) = (al(p) .... ,an(p)) EC~ n) satisfy 

a(0) =0, (9.1) 

[aj(p) -- aj(q)](pj -- qj) >~ %[1 + max (I P[~, I ql~)]~lP-- q l ~, (9.2) 

where % >0  and - 1/2 <v ~<0 are constants. 

Remark 1. Condition (9.1) is no loss of generality, for the replacement of a(p) by 

a(p)-a(O) does not affect (8.4). 

_Remark 2. Conditions (9.1), (9.2) imply (8.5) with/x =v0 and ~=2(1 +~), for q =0 in 

(9.2) gives 

aj(p) pj >~ Vo[1 -k IT l,],~ [p l~ >~ ~, o lp l~ + 2, - .N. 
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Remark 3. I f  the  functions a~(p)ECa(En), then  (9.2) is equivalent  to  

~-~--~) ~:~:j >~ ~o(1 + IplS)~l~] 2. (9.3) 

In  order  to  see t ha t  (9.2) implies (9.3), let  q = p - t ~  with t > 0 ,  use the  mean  value theorem 

for the  difference aj(p)-aj(q) ,  divide the  resulting inequal i ty  by  t s, and let  t -+0 to  obtain 

(9.3). In  order to  deduce (9.2) f rom (9.3), note  t ha t  

f l  aaj(tp + (1 
aj(p) - aj(q) = Jo ~ - t)q) (p~ _ qi)dr. 

B y  (9.3), 
[aj(p) - aj(q)] (pj - qj)/> vo[1 + m a x  lt p + (1 - t)q Is]" [P - q I s, 

O~<t~l 

so t ha t  (9.2) follows from [ tp+(1  - t ) q  I < m a x ( I p  ] , [q]). 

(BI') Let  as(p) be as in (B1) with (9.2) replaced by  

[aj(p) - aj(q)] (p~-  qj)/> u] p - q l 3, ~ > 0. (9.4) 

(B2) Le t  a~(/~) ECI(E ") sat isfy 

~0(p) I ~ I s < ~ ' ! P )  ~,~, < ~ ( ~ )  I ~ I s, (9.5) 

~0(p)/> ~o(1 + ] p 19", - 1/2 < ~ < o, (9.6) 

~,(p)/~o(p) <~,(1 + Ipls)~, 0 >/0, (9.7) 

where vo, vl are positive constants.  

I f  2o(p)= Vo(1 + [p ]2)~, this condition takes the form: 

(B2') Le t  aj(p) e CX(E n) sat isfy 

where %, vl are positive constants  and - �89 < ~ ~< 0, v ~ ~> 0. 

(B3) The funct ion ~(x), xE ~ ,  satisfies a bounded slope condition with constant  Ko: 

for  every  x0E~f2 , there  is a pair  of linear functions g'~(x)=~:(x~-x~o)+q~(Xo) 

of x satisfying, for x ~ ~ ,  

~7(~  - ~o) + ~(xo) < ~(x) < ~+(x ~ -  ~o ~) + ~(Xo), 
(9.8) 

1=1 

When n = 2, this is equivalent  to  the  classical 3.point  condition. I f  ~0(x) is the  restric- 

t ion to 8~2 of a l inear funct ion of x, t hen  ~(x) satisfies (B3). When  ~(x) satisfies (/33) and 

is not  the  restrict ion of a linear function to  ~f2, then  f~ is necessarily convex. 
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(m) The function ~(x), xE ~,  satisfies a generalized bounded slope condition with 

constants Ko and Q:: for every x~ E ~ ,  there is a pair of functions g ~ (x) E C L ~(~) 

(i.e., g~(x)ECl(~) and its partial derivatives are uniformly Lipsehitz con- 

tinnous) such that  

7e~(Xo) =~(Xo); (9.9) 

the best Lipschitz constants of g~ and its partial derivatives satisfy 

2 (~)~<K o and 2(g~)~<Q (9.10) 

for i = 1, ...,n; finally, 

~z-(x)<~ef(x)<~z+(x) for x E ~ .  (9.11) 

When Q=0,  this condition reduces to the bounded slope condition (B3). A sufficient 

(but not necessary) condition that  ~0(x) satisfy (B4) is the following. 

(B4') ~(x) is the trace of a function of class C1'1(~), i.e., there exists a function 

~2"(x)ECl'l(~2) such that  ~ (x )=~(x)  for x E ~ .  (In this case, ~z~(x)=~F(x) for 

each x o E ~ ,  K o = 2(~), and Q = max (2(~Fx,) ..... 2(~Fx,)) are admissible.) 

If ~ E C 1'1 is uniformly convex, then (B4') implies (B3). Conversely, if ~ E C 1'~1 is convex 

(but not necessarily uniformly convex), then (B3) implies (B4'); see [6]. 

THEOREM 9.1. Let ~ be convex, aj(p) satis/y (B2) with 

0 ~<0 < 1/2, (9.12) 

and q)(x) satis/y (B4) [e:g., (B4')]. Let /~[u] satis/y conditions (A2), (A3), (A4) o/Section 8 

with ~ =2 § 2v, # =%. Then there exists a constant T 1 (depending on the parameters speci/ied 

in Theorem 8,1, on 8(0) in (A4), and on ul, ~) with the property that i /u (x )  is a K-quasi 

solution o/(8.3), then 

2(u) <.T, where T = 3 K o +  TI[1 +Q+Q1/(1-2a)] (9.13) 

As to the choice ~ = 2 + 2 ~  and/z =%, see Remark 2 following (B1) above. This type of 

result, in which v~ > 0, is permitted, seems novel. If Q = 0 (so tha t  ~(x) satisfies (B3)), then 

the condition on as(p) can be reduced from (B2) to (B1). 

THEOREM 9.2. Let ~ be convex, as(p) satis]y (B1), and q~(x) satis]y (B3). Let F[u] be 

as in Theorem 9.1. Then there exists a constant T 2 (depending on the "parameters speci/ied in 

Theorem 8.1 and on 8(0) in (A4)) such that i/ u(x) is a K-quasi solution o/(8.3), then 2(u) <~ T, 

where T = 3K o + T 2. 

l~or the variational case, Stampaeehia [14] derived a similar a priori bound for 2(u) 

under the additional condition that  ~ is uniformly convex. Theorem 9.2 can be used to 
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reduce the assumption that  ~ is uniformly convex to the assumption that  ~ is convex in 

theorems of [14]. 

The convexity assumption on ~ in Theorem 9.1 can be relaxed if condition (9.12) is 

strengthened to v~ = 0. 

THEOREM 9.3. Let a,(p) satis/y (B2) with l~=O; ~v(x) satis/y (B4) [e.g., (B4')]; and 

have the property that/or every x o E ~ ,  there is closed sphere Y~(Xo, R) o/radius R (independent 

o/Xo) outside o / ~  such that the intersection ~ N Z(x0, R) is the point x o. Let F[u] be as in Theo. 

rem 9.1. Then there exists a constant T3 (depending on the parameters specified in Theorem 

8.1, on ~(0) in (A4), and on R, vl) with the property that i /u(x)  is a K quasi solution o/(8.3), 

then ~(u) <~ T, where T =3K § T3(1 +Q). 

A part  of the condition (B4) can be stated as follows: ~z• E/~'~176 and the norms of 

~z+(x) in//s.or are uniformly bounded with respect to the parameter x0E0g2. By a dif- 

ferent technique, it will be shown that  if (B2) is strengthened to (B2'), then Theorem 9.3 

remains correct if the space H s'~ (~)) is replaced by Hs'~(~), x > n(n + 1)/2, and that  the same 

is true of Theorem 9.1 if the "convexity" of ~ is replaced by "uniform convexity". Instead 

of formulating an analogue of (B4), we shall merely use the following relaxation of (B4'): 

(BS) ~0(x), xE a~), is the trace of a function ~(x),  x E~ ,  which is uniformly IApsehitz 

continuous and of class //s.x(~) for some x > n ( n + l ) / 2 .  Let  K0=~(tF) and 

If  ~ satisfies a cone condition, then tFEHS'~(~) implies tha t  tFECI(~). In this case, 

the assumption that  ~F is uniformly Lipschitz continuous is redundant.  

(B6) ~ is a bounded, uniformly convex domain; i.e., there exists a number m0>0 

such that  through every point xoE ~f2, there passes a supporting hyperplane 

of ~) satisfying dist (x, ~)~> m 0 ]X-Xol2 for x E 0~. 

If ~ is smooth, this means that  the curvatures of the 2-dimensional sections of ~ 

are bounded away from zero. 

TI~EOR~.M 9.4. Let aj(p), q~ and ~ satis/y (B2') with O < l ]2, (B5)and (B6), respectively. 

Let $'[u] be as in Theorem 9.1. Then the c o n c l ~  o/ Theorem 9.1 remains valid, but T 1 

also depends on ~ in (B5) and m o in (B6). 

Remark. If  (B6) is replaced by the condition tha t  ~ is convex Theorem 9.4 remains 

correct provided that  the assumption ~ < 1]2 is strengthened to 

v~ < 1/211 + ( n  - 1) (1 + 2in - ll,~)l(n + 3)]; 

cL the Remark following Lemma 10.4 a below. 

TH~,OR~.M 9.5. Theorem 9.3 is valid i/condition (B4) on q) is relaxed to (BS), but T a 

depends also on u. 
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tO. P roo i s .  The proofs of Theorems 9.1-9.5 will be given in this section and will be 

based on several lemmas. The first of these (Lemma 10.0) depends on a device of Rado 

and shows that  it is sufficient to derive a priori bounds for the Lipsehitz continuity at 

points of ~ ) .  We then state and prove Lemmas 10.1-10.3 and derive Theorems 9.1-9.3, 

respectively, from these. Theorem 9.4 will be proved with the use of Lemmas 10.4 and 

10.4a. Finally, we indicate the proof of Theorem 9.5. 

LEMMi 10.0. Let aj(p)EC~ ") satis/y (9.4) in (BI'), ~0(x) be a uni/ormly Lipschitz 

continuous/unction on OR, and g(x) EL~(~). Let u(x) E ~  satis/y 

f [aj(ux)(v-u)xj-g(x)(v-u)]dx>~O /or v E : ~ ,  (10.1) 

]u(xo)-u(xO) I <g~lxo-xo I /or xoe~R, x~ (10.2) 

Then the best Lipschitz constant 2(u) o /u  satisfies 

~(u) <El  + 2$1R[ltn]]gH ~[Y, (10.3) 

where $ is the constant in Lemma 7.3 with cr = co. 

This lemma involves no convexity assumption on R. 

Proo]. I t  has to be shown that  (10.2) remains valued if "x o EO~" is replaced by "x o E R" 

and K 1 by the constant on the right of (10.3). For the sake of simplicity, it will be supposed 

that  x~ is in the direction of the xl-axis. Let  x~ A=Ael . Introduce the 

notation 
ua(x ) = u(x + Ael) -- u(x). (10.4) 

Let  R-A denote the translation R - A e  1 of R, so that  (10.4) is defined on ~ A ~-A. 

Note that  if x in (10.4) is on ~(~ A ~)-A), then one of the two points x or x+Ae 1 is on 

D~. Hence, by (10.2), 

lu (x)l <EllA[ for xE~(~ nR_n). (10.5) 

Let U(x) =max(uA(x) - k , 0 )  for x ER A ~)-a and U(x) =0  for x E R - ~ _ a .  Thus U(x) E:IQ if 

k>~maxua(x) on a(~ fl ~-a) .  (10.6) 

Determine v(x) by the relation 

v(x) - u(x) = U(x); 

i.e.: v(x)=u(x+Ael)-k  if ua(x)>~k, x E ~  A R - a  and v(x)=u(x) otherwise. Thus, in the 

case (10.6), v(x)E:~ and (10.1) gives 

fA [aj(ux)u~x~(x) g(x) (ua (x) -  k)]dx >~ O, (10.7) 
(k, A) 
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where A(k,A) = {x: x E ~  N ~-A,  UA(X) >~k). (10.8) 

Similarly, let V(x)= - m a x ( u a ( x - A e l ) - k , 0 )  for x E ~  N ~ a  and V(x) =0 otherwise, where 

k>~maxua(x-Ael)  for xEO(~ N ~A (10.9) 

Defining v by v -  u = V(x), we get 

- fBe,. ~o {aj(u~(x))ut~(x - A e l )  - g ( x )  [ U A ( X  - -  A e l )  - -  k]} dx >~ O, (10.10) 

where B(k, A) = (x: x e ~ N ~a,  u ~ ( z -  Ael) >~ k}. 

Note tha t  A(k,A) f f iB(k ,A) -Ae  v If  x--Ae  1 is introduced as a new integration variable in 

( lO . lO) ,  

f,4 [aj(ux(x+ A e l ) ) u ~ ( x ) - g ( x +  Ael)(UA(X)-k)]dx<'O" (10.11) 
(k. A) 

Subtracting (10.11) from (10.7), 

fA(~. ([aj(uz(x + - - ga(x) (uA(x) - k)}dx < O, (10.12) Ael) )  aj(uz(x) )]uA.~(x) 
A) 

and using (9.4), 

f A(~. - - k)Jdx < O. (10.13) O,[~A, ga(x) (ua 
A) 

Let gA(x) = 0 for x ~ Q N ~ - a  and let ~ N ~_~ be in the half-space x 1 >/c. Pu t  

l~(x) = gA(t, x~ . . . . .  ~ ) d t ,  t~ = . . .  = f~ = O. 

Then, for x E ~ N f~-A, 

t~(:~) = J~§  g(t, x 2 . . . ) d r -  eft ,  x~ . . . .  )dr.  

Hence I[~(x) l < 2zl~l. Integrating the last term of (10.13) by parts gives 

fA(~. I I ~ + h(x)u~,] dx <~ O. Iv UAz 
A) 

Thus the proof of Lamina 7.3 and the Remark following it show that, for x e ~ N ~-A, 

ua(x)<~ max un(x)+2sln['"zlhl/v. (10.14) 
0(f~ f l  f l - A )  

Similarly, we obtain a lower bound for uA(x). Thus, by (10.5), 

I ua(x) l <" (KI + 2sin l A l 

for x E ~ N ~-n .  This proves (10.3). 
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LEM~A 10.1. Let aj(p) ,~,9 satisfy the conditions o/ Theorem 9.1 and let g(x) EL~176 

Then there exists a consent S - S ( ~ ,  %, Yl, T, O) with the property that if u ( x ) e ~  satisfies 

(10.1), then 

~(u) < 2K0 + S[Q + Q1,<1-~.)+ IIg[l~ + H g [[2(1+~'>] �9 (lO.15) 

Proof. Let  v, v* denote the constants 

v = %[1+ i~(u)] ", v* = ~1[1 + t2(u)]a; (10.16) 

so that  for [p[, [q[ ~<t(u), 

~lp-ql*<~[aj(p)-aj(q)](pj-q~);  10(p)<v; tl(p)/1o(p)<~v*. (10.17) 

By (9.5), + ~ I-~ 2~1(p). (10.18) 
epj 

�9 ~ TJ I 

Let X o 6 ~ .  Consider a closed sphere ~(xo, R ) of radius R, outside of ~,  and inter- 

secting ~ only in the point x o. Let  r = r(x) be the distance of a point x from the center of 

Z(x0, R). Define ~(x) by 

~(x) = 1 - e ~(a-~), (10.19) 

where k, a, R are positive constants to be determined so that  

f n  [aj(~+ + k ~ ) ~ j -  g~]dx ~> 0 0~<~ E:~o, (10.20) for 

g = [[g]l ~ and u + =u+(x) is a function occurring in (B4). (Actually, in this proof, we shall 

let a = l  and choose ]c, R suitably. The number a is inserted in (10.19) to facilitate the 

proof of Lemma 10.3.) 

Integration by parts of the first term of (10.20) shows that  a sufficient condition for 

(10.20) is that  -Daj(~+~ +k(~x)/~xj >~X, i.e., 

Since [ ~ , ]  ~< Q and (10.19) show that  

~z = aea(R-r) X] r, (~z~ = -- [(a + 1/r)x~x~/r ~ -- ~/r]ae a(~-~, (10.21) 

it is easily seen that  (10.20) holds if 

ka[ toa - n,~/r ] e ~(~-~) >~ Z + n~Ql~ (10.22) 

for x 6 ~,  where to and 11 are evaluated at p = ~+ + ]c~. Let  d = d(~) satisfy 0 < r -  R ~< d 

for x ~  and let a= 1. Then (10.22) holds if R~2nt~ / to  (so that  ~o-nt~/r>~ �89 and 

k ~> 2[~/ro + n~Q~/lo] e ~. (10.23) 
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Thus if R = 2n~* and k =2[Z/~+n2Qv*]e d, (10.24) 

then 00.22) holds provided that  [:~+ + k0~ I ~< Ko + k ~< ~(u). On the other hand, if A(u) < 

K o + k, then the end of the proof will show that  the lemma is correct. 

Determine v(x) by the relation 

v - -  u = - -  m a x  ( u  - - g +  - -  ]cO, 0 ) .  

Then u ~<z+ on ~[2 implies that  v - u  =~v on ~[2 and 2(v)<m in (K,2(:~ +) +k2(0)). Thus if 

2(7I +) +k2(0) ~<K, (10.1) and IIgH~ =g  give 

f Aa,(ux) (u - Te+ - kO)zjdx <'-. X, f A (u - z~ + - kO)dx, 

where A = (x: u - :~+ -/cO >/0}. By  the choice ~ = max(u - g§ -/c(~, 0) in (10.20), 

--fAa,(~++lcO~)(u--:z§ d x < - Z ~ ( u - ~ z + - ] c ~ ) d x .  

Adding these two inequalities and using (10.67, 

~. l  (u -  ~+ - k~)~ [~dx < 0. (10.35) 

Thus u<ze++k5 on/2.  Similarly, we obtain u~>z~--k0 on s 

Since 2(z• o and 2(3)~< 1, by (10.21) and a = 1, we have for x o e ~D, x ~ E D, 

[u(xo)--u(x~ < [x , -x~ Ko + k). 

Consequently, by Lemma 10.0, 

2(u) < Ko + k + 2 S l ~ l ~/"Z/~. (10.26) 

From (10.16), (10.247 and (10.26), it  follows that  )~ =2(u) satisfies an inequality of the form 

2 ~<K o + SoQ(1 + 22~) + S~Z(1 + A-2~), (10.377 

where So=So((2,vl, v~), SI=(~,vo,  z ). By 3 0 <1 ,  - 2 v < 1 ,  and the inequality (8.23) for the 

arithmetic-geometric means, there exist constants So, S~ (depending on the same para- 

meters, respectively) such that  

Thus Lemma 10.1 follows. 

L ~ M A  10.2. Let aj(p), ~ ,  ~ satis/y the conditions o~ Theorem 9.2 and let g(x)eL~(~). 
Then there exists a constant S =S([2, v0, v) with the property that i/ u(x) e ~  satis/ies (10.1), 

then 
~(~7 < 2Ko + S[l[all~ + II all~"§ (10.387 



ON SOME N O N - L I N E A R  E L L I P T I C  D I F F E R E N T I A L - F f f ~ C T I O N A L  E Q U A T I O N S  2 9 7  

Proo]. Suppose first that  aj(p)ECI(E~), so that  (9.3) holds. In this case, Lemma 10.2 

follows from the proof of Lemma 10.1 if it is noted that  Q =0  implies tha t  the second term 

in (10.23) vanishes, so that  no estimate for 21/~o is needed. 

In  order to show that  the extra assumption aj(p)ECI(E ~) is unnecessary, note tha t  

there exist sequences {a~m(p)}, r e = l , 2  ..... a functions of class CI(E ~) such that  ajm(p)-~ 

aj(p), m-~oo, uniformly on bounded p-sets and (alto(p), '..,anm(P)) satisfies condition (B1), 

say, with v o replaced by Vo/2. Theorem 1.1 and the remarks following it show that  there 

exist functions u ~ ( x ) e ~  satisfying 

n[ajm(u~x)(v-u~)x~-g(v-u~)]dx>~O for v e ~ .  

Since ajmEC 1, the function u=um satisfies (10.28), where S=S(~,vo/2,7:). Hence, after a 

selection of a subsequence, it can be supposed that  l imum=u o exists uniformly on ~ and 

weakly in HI(~). Consequently, u=uo(x ) satisfies (10.28). Furthermore, a variant of the 

proof of Corollary 1.1 shows that  u=%(x)  satisfies (10.1). Since the function u(x) satis- 

fying (10.1) is unique by Corollary 1.2, u(x) =Uo(X ). This completes the proof of Lemma 10.2. 

LXMMA 10.3. Let at(p), ~ ,~  satis/y the assumptions o] Theorem 9.3 and let g(x) EL~ 

Then there exists a constant S=S(~,vo, vl,T,R ) such that i / u ( x )EK~  satis/ies (10.1), then 

+ (10.29) 

Proo/. This proof is identical with that  of Lemma 10.1 except that ,  in order to satisfy 

(10.22), choose a = l  § and determine ]c so that  

]ca ---: (zlv § n2Qv *)ead, 

where R is given. 

Proo] o] Theorems 9.1-9.3. The function u ( x ) E ~  satisfies (10.1) with g(x)=F[u](x). 

By Theorem 8.1, there is a constant T such tha t  lu(x) l <~ T on Z- Hence, by (A4), llgll~ ~< 

z(T) (1 +2~(~ 2=2(u).  If this is substituted in (10.15), (I0.28), or (10.29), the respective 

Theorems 9.1, 9.2, or 9.3 follow from ~(0) < ~ - 1 = 1 § 2v < 1. 

LE~MA 10.4a. Let ~ be a bounded, uni/ormly convex domain and x0, ~, m o as in (B6). 

Let ~,(xo, R ) be the closed sphere o/radius R outside o / ~  and tangent to ~ at x o. Let: r=r(x) 

be the distance ]rom x to the center o/ Z(x0,R ). Then there is a number L=L(s,mo,~),  in- 

dependent o / x  o E ~ and R > O, such that ~(x)= 1 - e  ~-~ satis/ies 

f S-~(x)dx<L< ~ i/ s<(n+l)/2. (10.30) 

19 - 662945 Acts  mathematica. 115. I m p r i m ~  le 15 m a r s  1966. 
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Remark. I f  Q is convex (not necessarily uniformly convex), then (10.30) can be re- 

placed by 

nO-'(x)dx<<.LR~-l<oo i/ l < s < ( n + l ) / 2  

and R ~> 1, where L =L(s, ~); cf. the proof of Lemma 10.5a below. I t  will be clear from the 

proof of Theorem 9.4 that  this inequality can be used to prove the Remark following 

Theorem 9.4. 

Proo/. If  d>~r-R,  then O(x)>~e-~(r-R) and r-R>~dist(x ,~) .  Hence Lemma 10.4a 

follows from [14], p. 404; cf. also the proof of Lemma 10.5a below. 

L~MMA 10.4. Let aj(p), q), Q satis/y the conditions o/ Theorem 9.4 and let g(x) EL~(~). 

Then there exists a constant 8 =S(~ ,  %, ~'i, v, tg, x) with the property that i/ u(x) G ~  satisfies 

(10.1), then (10.15) holds. 

Proo]. Let  xoGOQ and Z(xo, R ) be as in Lemma 10.43. Let  u,v*, d,z=l]gll ~, r, 5 ( x ) =  

1 - e  n-r, and R =2nu* be as in the proof of Lemma 10.1. Let  ~" be the function given in 

(B5). Choose k o to be 

ko= 2eaz]~,, (10.31) 

so that  - l~xj~,(~aj(~trx + lcOz)/~p~) >~ Z if k >1 k o. 

The beginning of the proof of Lemma 10.1 shows that  

where J ( x ) =  ~ ~ IIF,,,,(x)l. 
1=1 kffil 

Letting ~ = max(u - xF - kO, 0) gives 

where A(]c) = (x: u - ~F ~> k~). 

Let  b be on the range 

]c o ~< k ~< 2 ( u )  - -  K o, ( 1 0 . 3 3 )  

where, without loss of generality, it can be supposed that  2(u)~> K o § k o. Since 2(~F-~/c0) ~< 

Ko+b,  the last inequality shows that  v=u-max(u-UL' - lcO,  O) is in ~F~. Thus, by (10.1), 
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f A(k)at(ux) (u -- ~F -- k~)x, dx ~ )~ f A(k) (u -- vl~ -- kO)dx. 

This relation, (10.32), and (10.17) show that  

f l ( u - "r - ), l' dx . *  f A (~) J ( u - "Z - kO ) dx .  

From Sobolev's and ttSlder's inequalities 

where 112" = 1]2 + 1]n. ttSlder's inequality applied to both sides gives 

v]l u - ~F - k8 II,. h(k) ~< SRW* Q I A(k)1 l+a'~-''~, (10.34) 

since II J I1~, A,~, < II J H~, ~ = Q. 

From u > n ( n +  1)/2, the last exponent satisfies 

1 § 2In - 1 / z  > 1 § 2 / (n  § 1) = (n § 3)/(n + 1). 

Thus there exists a number 0 less than, but near to, (n + 1)/(n + 3) such that  

y=O(l  + 2 ] n - 1 ] z ) >  l and s=O/(1-O) ,<(n + l)]2. (10.35) 

From (10.34) and 

L (L we get [(u - ~ ) ] ~ "  k](~dx <~ c ~(x)d , (10.36) 
(k) (k) 

c = S~Q~*L (1-~ (10.37) 

and L is given by (10.30). 

The inequality (10.36) can be written in the form (7.2), where ]c is on the range (10.33) 

and 

Q (t) = JA[(t) 8 (x) dx, 

Thus Lemma 7.2 implies that  

u - ~ F < k ~  on f~ if k=ko+c[~(ko)]~'-ly/(y-1),  

provided that  this value of k satisfies (10.33). Since ~(x)~<l shows that  9(ko) 4 [ff~[ and 

since 2(~)~<1 and 2(~F)=Ko, there is an So=So(f~,u ) such that  k~<ko§ hence, 

u( xo) - u(x~ <" ( Ko § ko § So Q~' * ) I xo - x~ I 
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for x o e ~ ,  x o E ~ ,  provided tha t  the coefficient of I x0 - x~ satisfies (...} ~< ~(u). Obviously 

this last proviso is unnecessary. 

We can obtain a similar lower bound for u(xo)-u(x~ Hence, by  (10.31), 

lu(xo)-u(~)l < {go+ 2e~Z/~+So~*)lxo-x~ 

for X o E ~  , x~  By Lemma 10.0, the same inequality holds for Xo, X~ if the coefficient 

of IXo-X~ I is increased by  2$1~l'/nZ/u. The arguments used a t  the end of the proof of 

Lemma 10.1 can be used to complete the proof of Lemma 10.4. 

Proof of Theorem 9.4. I t  is clear tha t  this theorem follows from Lemma 10.4 in the 

same way tha t  Theorem 9.1 follows from Lemma 10.1. 

LE~MA 10.ha. Let ~ and Y~(x0,R ) be as in Theorem 9.3, r=r(x)  the distance from x 

to the center o / Z  (x o, R), and ~(x) = 1 - e a(n-r), a > 0. Then there exists a constant L =L(a,  R,  s, g2) 

such that 

f ~ - S ( x ) d x < ~ L < ~  i/ (10.38) 8 .~ (~ ~1) /2 .  

Proof. By replacing R by R/2, if necessary, it can be supposed tha t  there is a closed 

sphere Y~(x0,2R ) of radius 2R, containing Y_,(xo, R), tangent  to it at  x0, and lying out- 

side of ~ .  

Choose a coordinate system such tha t  x 0 = 0 and the center of •(x 0, R) is (0, 0,..., 0, - R). 

We can suppose tha t  ~ lies in the half-space xn >~- R/2, for the contribution of 

N (x~ < - R / 2 }  to the integral in (10.38) can be estimated trivially. 

First, make the change of integration variables x~-~r and introduce polar coordinates 

on the hyperplane x~ = 0. Then, at  x E ~ ,  

dx = rQn-~(r ~ - Q~) -~12dr dQ do), (10.39) 

where ~ = ](xl,...,xn_l,0) [ and o is the surface of the unit sphere in x n =0.  In  fact, (10.39) 

follows from r ~ = (x, + R) 2 § so tha t  ~r/~x, = (x, § R)[r = (r ~ -e~)l/2/r. 

Le t  y=y(x )  be the point where the line joining the center of Z(Xo, R ) a n d  x E ~  meets 

the hyperplane x~ = 0. Let  a = l Y[" Thus R/a  = (x, § R)[Q, hence 

e = ar/( R~ + a~) lt~, 8~/aa = rR~/(R ~ + a~) ~ 

and a=Re(r~-e~) -~. Thus (10.39)implies tha t  

dx ~- Rr~-~an-~( R ~ + a~)-'~drdqdeo. 

For  x e ~  and d > ~ r - R ,  

Rra-~( R ~ + a ~)-'~ <~ (1 + d/R)  "-  ~. 
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Since r)(x) >~e-~ R) and x~Z(xo,2R), 

f.~-~(x)dx<L~ f~ a'-~da JR~R§247 ~o, ( r -  R)-Sdr' 

where L o =Lo(s,d,a , R), D = D(d,R) and e =e(R)>0 .  This implies Lemma 10.15a. 

I t  is clear from the proof of Lemma 10.4 that  one can derive an analogous lemma 

leading to the proof of Theorem 9.5. 

t t .  T h e  c a s e  F[u](x)~---O, A priori bounds for [u[ and X(u) are particularly easy in 

this case. 

(Gl) Let  a(p) = (al(p) ..... a,(p)) E C~ n) satisfy 

a(0) =0,  (11.1) 

[aj(p)-aj(q)](p~-q~)>O if p4=q. (11.2) 

LEMMA 11.1. Let a(p) satis/y (C1) and u ( x ) E ~  8atis/y 

~ aj(ux)(v-u)xjdx~O /or vEX~.  (11.3) 

Then,/or x E ~, min ~p < u(x) < max 9- (11.4) 
0~  0ffl 

Proo/. Let (I) = max ~(x) on a~  and v - u = max(u - (I), 0). Then (11.3) gives 

f ~u>~q~iaj(ux)ux~dx <~ O. 

By (11.1) and (11.2), it follows that  the function max(u(x) - O , 0 )  is a constant. This gives 

the last inequality in (11.4) and the first is obtained similarly. 

LE~MA 11.2. Let a(p) satis/y (C1), ~ be convex, q~(x) satis/y a bounded slope condition 

with constant K o (c/. (B3) in Section 9). Let u E ~  satis/y (11.3). Then 

2(u) < K  o. (11.5) 

Proo/. Let  xoE ~ and ~i(x) the linear functions of x in (9.8). Then 

~-(x)<.u(x)<.~+(x) for xE~;  

cf. the derivation of (10.25) with (~ =0,  g =0.  Thus 

lu(xo)-u(x) [ <Kolxo-:~l (11.6) 

if XoE ~f~ , xEfL 
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Repeating the arguments in the proof of Lemma 10.1, one obtains 

f ~(k. a) [aj(u=(x + Ael) ) - aj(u=(x)] (u(x + Ael) - u(x))~j dx <~ 0 

in place of (10.12). Hence (11.2) implies tha t  m a x ( u ~ ( x ) - k , 0 ) ~ 0  on ~ fl ~ if (10.6) 

holds. This proves (11.6) with xo, xE~  , hence (11.5). 

Pa r t  H L  Existence theore]0118(1) 

12.  T h e  g e n e r a l  c a s e .  Let  ~ c  E n be a bounded open set, ~(x) a function on a ~  which 

is uniformly Lipschitz continuous, and 2(~) the Lipschitz constant defined at  the begin- 

ning of Section 8. 

L E P T A  12.1. Let a(p) =(al(p) ..... an(p)) be continuous/or ]Pl <~K and 8atis/y 

[aj(p) - aj(q)] (pj - qj) >i 0. (12.1) 

Let K >~ t(qD). For every u ( x ) E : ~ ,  let F[u](x) be a measurable/unction satis/ying (A4), (A5') 

in Section 8. Then there exists at least one u E ~ such that 

f [aj(u~)(v u)~ F[uJ(v u)]dx /or v (12.2) 0 E 3f~. 

Proo/. Let X =  HI(~), Y = H~(~), ~ = :K~, and 

f aj(u~)w~fdx for wE Y, (A(u),w)= 

fnF[u](x)w(x)dx for wE Y. (C(u),w)= 

The remarks following Theorem 1.1 show tha t  X, Y,~,  A(u) satisfy the conditions of this 

theorem. Also, the Remark  following (AS') in Section 8 shows tha t  u-+ C(u)from ~ X 

to Y' is completely continuous. Hence Lemma 12.1 follows from Theorem 1.1. 

COROLLARY 12.1. Let A(u), C(u) in the last display satis]y (1.10), e.g., let a(p) satis]y 

(11.2) and let 

f {~[~=] F[ul]} (u, u~)dx /or u~.u. 9(~. 0 E 

then the solution u(x) E ~  o/(12.4) in Lemma 12.1 is unique. 

This is a consequence of Corollary 1.2. 

(x) Added in proof (Jan. 18, 1966): More general results can be obtained using the same methods; 
see P. H A ~ ,  On quasi linear elliptic functional-differential equat!ons, Proceedings o~ the Inter. 
national ~ymposium on Di]]erential Equations and Dynamical ~ystems, Puerto Rico, 1965. 
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LEMMA 12.2. Let a(p)=(al(p) ,...,an(p)) be continuous for IP[ <~K and sa$is]y 

[aj(p)-a~(q)](pj-qj)>~v]p-q] ~ /or ]p[, Iq] <~g, (12.3) 

v > 0  constant. Let K >~ ~(rp). For uETK~, le~ F[u](x) be a ~u'_~surable /unction satis[ying (A4) 

and (A5) in Se~ion 8. Then there exists at leazt one u E ~  satis/yinq (12.2). 

Proo/. This will be deduced from Theorem 5.1 with the choice X =HI(~),  Y=H~(~) ,  

=~(~, and 

(A(u, v), w) = I "  [aj(v~) w~j - F[u]w]dx 
Jn  

for u, v E :K~ and w e Y. 

The remarks following Theorem 1.1 and (A5') in Section 8 show that  A(u)=A(u,u)  

is continuous from ~ c  X to Y'. Since :g~ is bounded, no coercivity is required and (i0), 

(if0) in Theorem 5.1 follows from (A4), (A5). The monotony condition (5.1) holds; in fact, 

(A(u,u)-A(u,v),u-v)>~vHu-v]]~r for u, v e ~ .  

In order to verify (iv0) , let the conditions (5.2), (5.3) hold. Then the last inequality 

implies that  um-->u o in X as m - ~ .  Hence, (5.4) is a consequence of (A4), (A5); i.e., of the 

continuity of the map u~F[u]  from : F ~ c X  to Y'. This gives (ivo). 

In order to verify (Vo) , it has to be shown that  if (5.2) holds and there is a y'E Y' 

such that  

f F[um](x)w(x)dx~(y ' ,w)  w Y, (12.4) for E 

f a  F[um] (v - um)dx~ (y', v - uo) for v G ~ .  (12.5) then 

Since {F[u~](x)} is uniformly bounded on ~ by (A4), there exists an increasing sequence 

of positive integers {m'} and a function y'(x)eL2(~) such that  

F[u~,]-*y'(x) weakly in L~(f~), 

um, -* u o uniformlyin ~.  

Thus if {m} is replaced by {m'}, (12.4) takes the form 

I t  also follows that 

f F[um,] (x) urn, (x) dx ~ f a  y'(x) u o (x) dx. 
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This gives (12.5) if {m) is replaced by {m'}. Clearly, (12.5) follows from this. Thus Lemma 

12.2 is a consequence of Theorem 5.1. 

LEMMA 12.3. For every K>O, assume the conditions o/Lemma 12.1 [or I, emma 12.2 

with v=v(K)]. Let K(1)<K(2)<. . .  and K(m)--*c~ as m->~.  Let u = u , ~ ( x ) E ~  <') satis]y 

(12.2) with K=K(m) ,  1(u,~)< T independent o[ m, and um(x)~uo(x ) uni/ormly ar~ ~ as 

m->~.  Then u=uo(x) ,atis/ies 

fn[a~(ux)~xj - = 0 6 H~(~). (12.6) F[u]~]dx ~or 

Proo[. After a selection of a subsequence (if necessary}, it  can be supposed that  urn-> % 

weakly in X=H~(E2) as m-~co. Since u =u,n(x) satisfies 

fn[aj(ux) - - - u)]dx >~ 0 for v e ~ (12.7) (v U )xi F[u] (v 

when K(m) >~K, it follows from Corollary 1.1 [or Corollary 5.1] and the proof of Lemma 12.1 

[or Lemma 12.2] that  u = u  o satisfies (12.7) for all K > 0 .  Consequently, u=uo(x ) satisfies 

f[aj(ux)~?zj-F[u]~] x>~ 0 for ~0- (12.8) yE 

This proves the assertion. 

THEOREM 12.1. Let a(p),~,q~(x) satis/y the conditions o/Theorem 9.1, 9.2, 9.3, 9.4 or 9.5. 

Let F[u](x) satis/y conditions (A2)-(A5) o/Section 8 with a = 2 + 2 v , / ~ = % .  Then there exists 

at least one /unction u(x), uni/ormly Lipschitz continuous on ~2, satis/ying (12.6) and the 

boundary condition u(x) =q~(x) on ~ .  

Proo/. Let T be the constant supplied by Theorem 9.1-9.5. Let max (t(~), T)~<K(1)< 

K(2)< ..... K(m)~r as m - ~ .  Then, by Lemma 12.2, there exists um(x)fi:~ (~) such 

that  u=um(x) satisfies (12.2) with K=K(m) .  By Theorem 9.1-9.5, 1(urn)<~T, independent 

of m. I t  can be supposed that  {u~} has a uniform limit uo(x ) on ~.  Then, by Lemma 12.3, 

u = uo(x ) satisfies the assertion of the theorem. 

i3 .  T h e  h o m o g e n e o u s  c a s e .  The last theorem involved the ellipticity conditions 

given in either (9.2) in (B1) or (9.5)-(9.7) in (B2) or (9.5') in (B2'). In the homogeneous 

case (F[u] (x)~0 for all u), we obtain existence theorems under the mild ellipticity condi- 

tion 
[aj(p) - aj(q)] (pj - qj)/> 0 (13.1) 

and uniqueness when 

[aj(p)-aj(q)J(pj-qj)>O if p # q .  (13.2) 
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TEEOR]~M 13.1. Let a(p)=(al(p),...,a~(p) ) E C~ n) satisfy (13.1). Let ~ be a bounded 

convex set in E ~ and let q~(x) satisfy a bounded slope condition with constant K o on ~ (cf. (B3) 

in Section 9). Then there exists at least one function u(x), uniformly Lipschitz continuous on 

~,  satisfying 

f a~(u~)~7~jdx=O for ~EH~(~2) (13.3) 

and the boundary condition u(x)=V(x) on ~ ;  in/act,  u E ~ ,  K = K  o. The set o/solutions 

u E ~ v  of 13.3 is convex. I f  (13.2) holds, then there is exactly one u E ~ v  satisfying (13.3). 

Proof. Under the assumption (13.2), the existence s ta tement  and 2(u)~<K o can be 

obtained by  the same proof used for Theorem 12.1 except tha t  one uses the a priori esti- 

mate  2(u)~<K 0 supplied by Lemma 11.2 in place of Theorem 9.1-9.5. Uniqueness in this 

case follows from Corollary 12.1. 

In  order to obtain existence under the condition (13.1), let m = 1,2 .... and pu t  

aym(p)=at(p)+pJm for i = 1  .... ,n. (13.4) 

Then [aim(P) -aim(q)] (PJ-qJ) >~ I p - q l  2/m. (13.5) 

Hence, by  the first par t  of this proof, there exists aum E ~ ,  K = K0, satisfying 

faaj,~(u,nx) (v um)xj for v um (~). (13.6) dx i 0 E H~ 

After a selection of a subsequence, it can be supposed tha t  

u o = lim uz exists weakly in HI(~) .  (13.7) 

Then u o E ~ ,  K = K o. By (13.5) and (13.6), 

na~m(V)(V-U,n)xjdx~O for V-umE:K o. 

I t  is clear from (13.4) and (13.7) tha t  a term-by- term integration of the last relation 

is permitted,  

~n aj(v)(v-uo)~jdx>~O for V - U o E ~  o. 

This is equivalent to 

fa aj(uo) (v - uo)xj dx >~ 0 for v - u o E :~o; 

ef. Lemma 2.3. Since this, in turn, is equivalent to (13.3), the existence proof is complete. 

The convexity of the set of solutions follows from Corollary 2.1. 

The proof of the last theorem suggest the following 
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THEOREM 13.2. Let tip) =/(Pl ..... Pn) be a real-valued, convex/unction/or all p. Let 

be a bounded, convex set in E n and q)(x) satis/y a bounded slope condition on O~ with constant 

K o. Then in the class 3(~ o/uni/ormly Lipschitz/unctions on f2 satis/ying u(x) =~v(x) on af2, 

there exists at least one u = Uo(X) such that 

min f /(ux)dx= f /(uo~)dx (13.8) 

(and u o E ~ ,  K=K0).  The set o/solutizns uoEY(~ o/(13.8) is convex. The /unction UoeT,~ is 

unique i / / (p)  is strictly convex. 

When, in addition, 

](p)EC 2 and /p, vj~t~j>0, (13.9) 

Stampacchia [12], p. 395, has shown that  any minimizing function u(x)EC1(~)n H2(f2) 

satisfies 2(u) ~<K o. This a priori estimate can be obtained from I~mma 11.2 for any mini- 

mizing u(x) E ~ ,  without the assumption u E CX(f2) fl H~(~). In fact, a minimizing function 

satisfies the Euler equation 

f lp l (u~)~dx=O for EH~((2. 

Miranda [10] uses the a priori bound 2(u) ~<K 0 to prove Theorem 13.2 for strictly convex 

/(p) E C ~. We shall use it in a similar way. 

Proof. Assume first that  (13.9) holds. By lower semi-continuity (cf. the arguments 

leading to (13.12) below), mini[u],  where 

I [ u ]  = fol(uz)dx, 
is attained on the set of functions ~ ,  which is not empty for K >/K 0, and is compact under 

uniform convergence. The set : ~  is convex and I[u] is strictly convex, so that  the mini- 

mizing function Uo(X ) is unique and, by Lemma 11.2, 2(%)~<K0, independent of K. Thus 

uo(x ) minimizes I[u], u E~. 
When/(p)  does not satisfy (13.9), let/I(P),/~(P) . . . .  be a sequence of functions satis- 

fying (13.9) for all p and/re(P)-+/(P) uniformly on every bounded T-set, as m-~oo. I t  can 

also be supposed that  for any R >0, there is an re(R) such that  

/(P)</m(P) for ] p l < R ,  m>-m(R). (13.10) 

Let U=Um(X) be the unique minimizing function for 

f/.,(u~) dx 
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in the class ~ .  Then 2(Um)~<K 0. After a selection of a subsequence, it can be supposed 

tha t  u o =limu m exists weakly in HI(f~) and uniformly on ~ .  Then, by  a well-known theorem, 

there exist numbers N(m) and 2mj, ]=m .... ,N(m), such tha t  

N(m) 

lmi>~O and ~ imj=l, 
f~ra 

N(m) 
lml'/tj'-~U 0 in HI(~) ,  m o  co. 

1=m 

Consequently, as m-~ oo through a suitable subsequence, 

N(m) 
lmjUsx~Uox almost erverywhere. (13.11) 

i=m 

Let  v 6 2~.  Then, by  the convexity o f / ,  

ff~ /N(m) ~ N(ra) 
[ t  ~=m2m.iU# dx~  ]~m'~m]L/(Ulx) dx" 

For large m, (13.10) shows tha t  this is a t  most  

~(~) /- N ( . )  /- 

i ~  ~ml L/t(ulx)dx~ 1~  am13./'(~3x)dg8' 

where the last inequality follows from the minimizing proper ty  of u s. Thus 

fC~ [N(m) "l N(m) l" 
/t]~=m~m'Utz) dx~ ~=m~m.~Lf'( q3z)"x" 

By (13.11)and 2(u~)<.~Ko, we get 

fn/(uo )dx< f /(v.)ax; (13.12) 

i.e., uo(x ) minimizes I[u], u6~r 

This proves existence in Theorem 13.2. The convexity of the set of solutions follows 

from the convexity of I[u], and uniqueness from the fact tha t  I[u] is strictly convex if 

](p) is strictly convex. 

i4 .  R e g u l a r i t y  of so lu t ions .  The existence theorems of the last  two sections were 

obtained without the use of the regularity theorems of De Giorgi and their extensions. I f  

we use these results, we can show tha t  additional conditions on the given data  a(p), f2, ~0(x), 

F[u] imply more smoothness for the solutions. The first two theorems of this section deal 

with the homogeneous case of Section 13 and the last two with the case of Section 12. 

Before stating the results, we recall some definitions. A function u(x) defined on 
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[or ~ ]  is said to  be of class C~'~(~) [or C~'a(~)], where m = 0 , 1  .... and 0 < ~ < 1 ,  if it  is 

of class C~(~) [or C~(~)] and its ruth order  part ial  derivat ives are uni formly H61der con- 

t inuous of order ~ on compacts  in ~ [or on ~] .  The boundary  ~ of ~ is said to  be of 

class C ~ [or C ~" ~] if, for  every  x o ~ ~ ,  the  subset of ~ in some neighborhood of xo has a 

parametr ic  representat ion x = x(t~ ..... t~_l), where x(tl ..... t~_l) ~ C ~ [or C ~' ~] on I t~ ] ~ +. . .  + 

]tn_~ ] ~ < 1 and the  rank  of the Jacobian mat r ix  of x~, ...,x~ with respect  to tl .... , t~_~ is n - 1. 

In  this case, a funct ion ~(x), x ~ ,  is said to  be of class C ~ ( ~ )  [or C ~ ' ~ ( ~ ) ]  if, in 

terms of local coordinates tl, ..., tn_l, the  funct ion ~(x) = ~(x(tl, ..., t~_~)) is of class C ~ [or C ~" ~]. 

THEOREM 14.1. Let a(p) EC~(E ~) satis]y 

~a~ 
~pf f ,~ t>O /or O#~f iE  ~, (14.1) 

a bounded open convex set, and q~(x) a/unction on ~ satis/ying a bounded slope condition. 

Then the unique solution u(x)~ca o/ (13.3) supplied by Theorem 13.1 has the ]ollowing 

properties: 

(i) u(x)EH~(~o) /or every open ~ o , ~ o ~ ;  

(ii) u(x) satislies 

almost everywhere on ~; 

Dat(uz) O2u 
- -  = 0 ( 1 4 . 2 )  

@t ~x~Oxj 

(iii) u(x)eCl.~(~) /or every ~t, 0 < ~ < 1 .  

I/, in addition, ~'] EC 1'1, then u(x)EH2(i]) fl C1'~1(~)/of every ~, 0 < ~ < 1 .  

Proo/. Condition (14.1) implies (13.2), so t ha t  Theorem 13.1, including its uniqueness 

assertion, is applicable. Since u(x )E~ ,  ux(x) is bounded. Consequently,  (14.1) implies the 

existence of positive constants v, vl such t ha t  

~a~)s~r  for  x E ~ ,  ~EE',  (14.3) 

I 
/~P~ [~<v 1 for x E ~  (14.4) 

The arguments  in the  proof of the  first pa r t  of Theorem 3.1 in [14] give properties (i), (if). 

Le t  ~0 be on open sphere, ~ 0 ~ G  and h = l  ..... n fixed. If,  in (13.3), ~ is replaced by  

~/~xh for ~ E C~ (flo), then  v = au/~x, satisfies 

f Oaj(uz) ~v ~ dx= 0 for (14.5) 
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Hence, De Giorgi's theorem implies that  there is some 2, 0 <2  < 1, such that  v satisfies a 

uniformly H61der condition of order 2 on compacts in ~)0. Thus, u E C x" a(~). 

In particular, u~(x)~C~ and so, the coefficients in (14.2) are continuous. Conse- 

quently, u E C ~' a(~)) for every 2, 0 < 2 < 1; cf. [2]. This gives (iii). Note that  the conditions 

~ E C a'~ and q(x) satisfies a bounded slope condition imply that  ~0(x)E CX'l(0~) and is the 

trace of a function ~F(x)eCx'~(E"); see Corollary 4.2 and the Remark following it in [6]. 

Hence, the proofs of the last parts of Theorems 3.1 and 3.2 in [14] give the last part of 

Theorem 14.1. 

THEOREM 14.2. Let the conditions o/ the /irst part o/Theorem 14.1 hold. I/ ,  in addition, 

a(p)EC~'~(E ~) /or some m>~l and 0 < 2 < 1 ,  then u(x)EC'~+I"~(~). Moreover, i/~s "+L~ 

and q~(x) e C '~ + L ~(~2), then u(x) E C m + ~" ~(~). 

This is a consequence of Theorem 14.1 and the usual boot-strap arguments involving 

Schauder estimates; cf. Theorem 3.3 in [14]. 

THEOREM 14.3. Let a(p) E CI( En), F[u], ~ and q~ satis/y the conditions o/ Theorem 12.1. 

Then a solution u(x) ETKv o/ (12.6) has the properties: 

(i) u(x)EH2(~)0) /or every open ~o, ~o ~ ~;  

(if) u(x) satis/ies 

~a~(u~) ~2u 
Jr F[u] (x) = 0 (14.6) 

~p~ ~x~xj 

almost everywhere on ~;  

(iii) u(x) E C 1" ~(~) /or every 2, 0 < 2 < 1. 

I / , in addition, ~ E C 1'1, then u E H~( ~ ) N C 1" a(~)/or every 2, 0 < 2 < 1. 

Since (A4) and u ( x ) E ~  imply that  F[u] (x)EL~(~), the proof follows from those of 

Theorems 3.1 and 3:2 in [12] and from the remarks above in the proof of Theorem 14.1. 

THEOREM 14.4. Let the conditions o/ the/ irs t  part o/ Theorem 14.3 hold. In  addition, 

assume that a(p) E C m" ~( E n)/or some m >~ 1 and 0 < 2 < 1 and that 

V(~) E ~tr +1, ) . (~)  :~ /~[V] (X) E Cr'x(~) (14.7) 

/or r=O,1 ..... m - 1 .  Then a solution u ( x ) E ~  o/ (12.6) is o/ class cm+l"~(~). Moreover, i/ 

~ E C re+l" ~ and qD(x) E C re+l" ~(~) ,  then u(x) E C m+l" ~(~). 

The proof is similar to tha t  of Theorem 14.2. One can obtain analogous theorems by 

replacing Schauder estimates by L ~ estimates and (14.7) by an assumption of the type 

v(x) EHr+I(~'~) :~ Fly/(x) E Hr(~'2). 
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