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Abstract. In this note we treat the stability of nonzero critical
points of the differential equation ẋ = x2 in a commutative real nonasso-
ciative algebra. As our first result we prove that if a critical point lies in
some Peirce subspace with respect to a nonzero idempotent, it cannot be
stable. This improves a previously known result due to Kinyon and Sagle.
As a second result we show that there exists 2-dimensional algebra, with
a nonzero critical point and a nontrivial idempotent, such that the critical
point is stable, so that the additional assumption in our first result cannot
be completely lifted.

1. Introduction

One possibility for approaching polynomial systems of autonomous dif-
ferential equations in Rn is via the theory of commutative (nonassociative in
general) finite dimensional algebras. It seems that this idea originated with
Markus in [Mar]. A standard reference for the state of art in 1990, with many
references to older papers, is [Wal1]. Some last decade papers of importance
are [GW, Hop, KS1, KS2, Myu, Wal2].

For every autonomous polynomial system of ODE it is possible to con-
struct a homogeneous quadratic system of ODE such that the original so-
lutions can be read off the new solutions. For detail of this construction
the reader should consult [Wal1, KS2]. The quadratic form in the quadratic
system ẋ = Q(x) can be interpreted as the diagonal of a bilinear form, i.e.
Q(x) = B(x, x). Defining x ·y = B(x, y) we can interpret the obtained system
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of ODE as a quadratic equation ẋ = x2 in a finite dimensional algebra. As
an example we note that the system

ẋ = ax2 + 2bxy + cy2

ẏ = dx2 + 2exy + fy2

can be viewed as a quadratic equation corresponding to the algebra whose
multiplication table is given by

· i j
i ai+dj bi+ej
j bi+ej ci+fj

Under this interpretation critical points correspond to nilpotents of order two,
i.e. n2 = 0, while ray solutions correspond to idempotents, i.e. p2 = p. For
applications of these and other algebraic concepts in the theory of ODE we
again refer to the above mentioned references.

The topic of stability of critical points of the quadratic equation ẋ = x2

was taken up in [KS1] which is also a starting point for the present investiga-
tion. Among other things Kinyon and Sagle proved

• if algebra has a nonzero idempotent, then 0 (which clearly is always a
critical point) is not stable;

• the critical point 0 can never be asymptotically stable;
• if p is an idempotent and a (nonzero) critical point lies in the Peirce

subspace A 1
2
(p), then it is not stable.

The last result (Corollary 3.8 of [KS1]) is a direct motivation of the present
paper and we intend to show that the spectral value 1

2 can in fact be replaced
by an arbitrary real λ while the conclusion still remains true. As an interesting
remark we note that it was proved a long time ago by Röhrl and by Kaplan
and Yorke independently that every finite dimensional real algebra contains
at least one nonzero idempotent or nilpotent (see [KY, Roh]).

2. Critical points lying in Peirce subspaces

Let A be a finite dimensional real commutative algebra, which is not
assumed to be associative. Let p ∈ A be a nonzero idempotent and n ∈ A
a nilpotent of order 2. As we mentioned in the introduction, n is a critical
point of the quadratic equation ẋ = x2. If n = 0, it was already proved by
Kinyon and Sagle that n is not stable, so we assume in the sequel that n is
also nonzero.

If λ is a real constant, we can define

Aλ(p) = {x ∈ A : p · x = λx}
which can be viewed as an eigenspace of the multiplication operator Lp :
x 7−→ p · x. For almost all values of λ we shall have Aλ(p) = {0} . If this is
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not the case, we can call λ the eigenvalue of p and Aλ(p) is the Peirce λ−
subspace. The reader is perhaps familiar with the theory of Jordan algebras,
where one of the crucial results states that the only possible eigenvalues are
0, 1 and 1

2 . In general algebras this is not true as any value of λ can occur.
The only generally valid remark (trivial) is that p ∈ A1(p), so 1 is always an
eigenvalue. The purpose of this section is to prove

Theorem 2.1. If the critical point n belongs to the Peirce λ− subspace
for some λ, then n is not stable.

With the correct idea the proof appears to be remarkably simple.

Proof. Let ε be a positive constant. Every neighborhood of the critical
point n contains a point of the form n + εp for some ε > 0. We shall prove
that the solution of the equation ẋ = x2 satisfying the initial condition x(0) =
n + εp, where ε is small enough, goes to infinity. This clearly implies that n
cannot be stable.

Since n belongs to λ-subspace, we have pn = λn. We shall seek the solu-
tion in the form

x(t) = f(t)p+ g(t)n,

where f, g are real functions. Since n, p are nonzero, one being idempotent
another nilpotent, they are linearly independent. The equation dx

dt = x2 then
gives

df

dt
p+

dg

dt
n = (fp+ gn)2 = f2p2 + 2fgpn+ g2n2 =

= f2p+ 2λfgn+ 0,

which implies

df

dt
= f2,

dg

dt
= 2λfg,

where our initial conditions are

f(0) = ε > 0,

g(0) = 1.

It is quite easy to solve this explicitly and obtain the solution

x(t) =
ε

1− εtp+

(
1

1− εt

)2λ

n

which is well-defined on the interval [0, 1
ε ) for every real λ and even has a

finite escaping time property.
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3. Two dimensional counterexample

After the result in the previous section one might ask a natural question
whether with some additional work it may be possible to prove an even much
more general result, i.e. that in the presence of idempotents (ray solutions)
no critical point can be stable. This however is not true. Now we show that
already among two dimensional algebras containing idempotents there are
such for which the system ẋ = x2 has stable critical points.

Let a commutative real algebra A be given with the following multiplica-
tion table

· n a
n 0 -a
a -a -n

It is obvious that A contains a nilpotent n of order two which is a critical
point of the system ẋ = x2. Further we have

Proposition 3.1. The algebra A has exactly two idempotents p = − 1
2n+

1√
2
a and q = − 1

2n − 1√
2
a. They satisfy pq = − 1

2 (p + q) and both have 1, - 1
2

as eigenvalues. Furthermore

A = A1(p)⊕A− 1
2
(p) = A1(q)⊕A− 1

2
(q)

where

A1(p) = Rp, A1(q) = Rq, A− 1
2
(p) = R(p+ 3q), A− 1

2
(q) = R(q + 3p).

With respect to those idempotents the critical point can be decomposed as

n = −2

3
· p− 1

3
· (p+ 3q),

n = −2

3
· q − 1

3
· (q + 3p).

Proof. The equation

(αn+ βa)2 = αn+ βa

gives, using the above mentioned table, the system for two real variables

α = −β2,

−2αβ = β,

whose nonzero solutions are

α = −1

2
, β = − 1√

2
,

hence p and q are obtained. Then it can be directly verified that pq = − 1
2 (p+

q). The Peirce decomposition can be obtained via the equation

p(αp+ βq) = λαp+ λβq
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which implies

α− β

2
= λα,

−β
2

= λβ

whose nonzero solutions are possible when λ = 1 (β = 0) or λ = − 1
2 (3α = β).

In a similar way we find the decomposition with respect to q. The decomposi-
tion of n is then obtained from the relation p = − 1

2n+ 1√
2
a = − 1

2n+ 1
2 (p−q).

We have seen that our algebra can also be given with the multiplication
table

· p q
p p - 1

2 (p+ q)
q - 1

2 (p+ q) q

The equation ẋ = x2, written in this basis becomes

df

dt
· p+

dg

dt
· q = f2 · p+ g2 · q − fg · p− fg · q

and therefore we consider the following system (called BS in the sequel) of
ODEs

df

dt
= f2 − fg,

dg

dt
= g2 − fg.

All points of the form αp + αq are obviously critical points and we shall see
that for negative α they are stable. In order to simplify further writing we
study only the critical point n = −p− q so we are interested in the behavior
of the solutions (f, g) of (BS) in the neighborhood of the critical point (-1,-1).
Note that we choose among possible inner products on A the product in which
{p, q} is an orthonormal base. We shall prove that n is stable by showing that
for all initial conditions x0 which are not too far from n there exists a solution
of (BS) which is defined for all positive times and stays within the circle with
center at the critical point and passing through x0.

Lemma 3.2. The solutions of (BS) lie on hyperbolas fg = const.

Proof. Since

d(fg)

dt
=
df

dt
· g + f · dg

dt
=

= (f2 − fg)g + f(g2 − fg) = 0,

the result follows.
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Lemma 3.3. Every point (−γ,−γ), where γ < 0, is a critical point of
(BS) and attracts all points on the hyperbola fg = γ2 which lie in the third
quadrant.

Proof. Consider a point (f0, g0) on the hyperbola fg = γ2 with f0 and
g0 being negative. We are looking for the solutions of (BS) with this point as
initial condition. By Lemma 3.2 the first equation of (BS) becomes

df

dt
= f2 − γ2

whose general solution is

f(t) = γ
1 + δe−2γt

−1 + δe−2γt
.

In a similar way we obtain

g(t) = γ
−1 + δe−2γt

1 + δe−2γt

Solving for initial conditions

f0 = γ
1 + δ

−1 + δ

g0 = γ
−1 + δ

1 + δ

we obtain

γ =
√
f0g0,

δ =

√
f0

g0
− 1

√
f0

g0
+ 1

.

Since the absolute value of δ is obviously smaller than 1, this solution is
defined for all positive times. It is also elementary to verify that

x(t) = (f(t), g(t)) −→ (−γ,−γ)

as t→∞.

Denote by G = B(n, 1√
2
) the open ball with radius 1√

2
centered at n. It

is obvious that all points (f0, g0) ∈ G have both coordinates negative. In the
sequel we need some numerical facts about G. They are summarized below.
The proof is a rather straightforward exercise in calculus, i.e. computation of
extremal values on bounded subsets of R2, so we omit details.
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Lemma 3.4. Let (f0, g0) ∈ G. Then the following holds

(−
√
f0g0,−

√
f0g0) ∈ G,√

−f0 +
√−g0 >

√
2,

f0g0 >
1

4
.

Lemma 3.5. For all initial conditions x0 ∈ G the solution x(t) =
(f(t), g(t)) of (BS) has the property

dist(n, x∞) ≤ dist(n, x0).

Proof. We must prove that

2(1−
√
f0g0)

2 ≤ (1 + f0)
2 + (1 + g0)

2

for all (f0, g0) ∈ G. We can first expand the above inequality into

f2
0 + g2

0 + 2f0 + 2g0 − 2f0g0 + 4
√

(−f0)(−g0) ≥ 0.

and then factor it as
(
−f0 − g0 + 2

√
f0g0 − 2

)(√
−f0 −

√−g0
)2

≥ 0.

The last factor is always nonnegative, while Lemma 3.4 implies

2 < (
√
−f0 +

√−g0)2 = −f0 − g0 + 2
√
f0g0

so the first factor is positive as well.

Lemma 3.6. For all initial conditions x0 = (f0,g0) ∈ G the solution
x(t) = (f(t), g(t)) of (BS) has the property that the distance function

D(t) = dist(n, x(t))

has no local extrema. Thus, combined with the above lemma,

D(t) ≤ D(0) = dist(n, x0)

Proof. We know that the solution lies on the hyperbola fg = γ2 between
points (f0, g0) and (−γ,−γ) . We must therefore investigate the function

D(f, g) = (1 + f)2 + (1 + g)2 =

(1 + f)2 + (1 +
γ2

f
)2.

After taking derivative we obtain the following condition for extrema

(1 + f)− (1 +
γ2

f
)
γ2

f2
= 0

which can be factored as

(f − γ)(f + γ)(f2 + f + γ2) = 0.
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The first factor is always nonzero since f is negative. The second one represents
the limit value x∞ = (−γ,−γ) which cannot be attained at any finite time t.
Further, Lemma 3.4 tells us γ2 > 1

4 . This clearly implies that the equation

f2 + f + γ2 = 0

has no real solutions, and so the last factor is strictly positive even for all real
f.

All these results combined show us that for every ε > 0 we have a δ =

min
{

1√
2
, ε
}

such that when the initial condition is in δ− neighborhood of the

critical point n, then the solution stays within ε−neighborhood for all later
times. Therefore we have

Theorem 3.7. There exists a real algebra with a nonzero idempotent and
a nonzero nilpotent of order two such that the latter is a stable critical point
of the quadratic system ẋ = x2.

Remark 3.8. By the result of Kinyon and Sagle mentioned in the in-
troduction we know that this system also has a nonstable (namely 0) critical
point. Since n lies on a line wholly consisting of critical points, the point
n is not asymptotically stable. In the case of general algebras it seems that
the problem of stability of nilpotents (necessary and sufficient algebraic con-
ditions) is still wide open.
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