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§0. Introduction.

Let x,(w), t=0, be the symmetric stable process with exponent « and [ be
the open interval (—1,1). For any right continuous path function x,(w) start-
ing at some point x< 7, let o(w) be the first time x(w) leaves 7. The absorb-
ing harrier stable process with exponent « is derived from x(w) by kKilling it
at time o(w). This process, which proves to be Markovian, was investigated
by M. Kac [9] and J. Elliott [3] Kac discovered the formal expression of the
infinitesimal generator of the semi-group attached to this process and Elliott
determined the domain of the generator in case 0 <« <1. The first purpose
of this paper is to determine this generator for every a {0 <« <2), and this
will be done in §§1-2.

In §3 we shall compute the distribution of the first exit place x, and shall
obtain the following results

_ I'(a) « &y
Puls, €1, o)y =200 200 o J s ay
(2]
$(xaed5)4fs'lj‘l“42 ( 4){} IEdExl I EI >1.

These results have been obtained recently by H, Widom in a somewhat
different way. Our method consists in deriving the integro-differential equa-
tions governing these quantities and solving them.

In §4 we shall determine the generator of the semi-group of the stable
process on the space of continuous functions and shall also determine the
generator of the absorbing barrier stable process on I~ = {(-—co,0).

Elliott determined the most general boundary conditions by which the
operator

Du(x) = PJ u (y7) dy
becomes a generator of a Markov process on [—1,17. In §5 we extend this

result to the case with general «. Our boundary conditions are obtained im-
mediately from Feller’s boundary conditions for the one-dimensional diffusion
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by replacing #*(—1) and #~(1) with

5 o= lim M =1teO—u(=1)
' €lo 5322 s
5, = lim L) —ud—e)
' el0 efz{

respectively. We have the same boundary conditions at x=0 for the stable
process on the half line [~=(—o0,0]. Now path functions of these processes
can be constructed from those of the ordinary stable process. The local time
of the “reflecting barrier process” on [~ at x=0 is defined and its inverse

function is a one-sided stable process of exponent éﬁ for any «a.

In §6 we shall discuss the properties of the path functions of the stable
process. In particular, we shall prove that if Z(w) denotes the set of zero
points of the path function x(w), then, with probability one, Z(w)(0,?]
is empty if 0<a =1, while a non-countable Borel set of the Hausdorff-

Besicovitch dimension 1‘}1? ifl<a=2

The auther wishes to express his hearty thanks to Prof. K. Ito and Prof.
N. Ikeda for their kind suggestions and encouragement.

§1. The semi-group on L:,

The symmetric stable process with exponent « (0 < « =£2) is a temporally
homogenecous Lévy process x(w) (x,=0) with the characteristic function

¢R)) E(efe)=¢ 481",

In the sequel, we shall assume that all path functions are right continuous,
as we can by taking an appropriate version. A stable process induces a Mar-
kov process if we define the probability law governing the path starting at x by

1.2) PiB) = P(x+1w) € B .
Its semi-group is

(L3) TS®=Efa)={ Fit, x—yay =0,
with

(.4 P x0)= %j:e"ﬁe‘“f‘“df =- i—jomcos xée HdE.

Its resolvent operator is

1) Here B denotes a subset of the space of path functions.
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(15) Gif@={ et Trmat =" Fne—ydy >0,
with
(16) g = "ot par=-1 | e gf dE (x#0,2>0).

Hereafter we shall consider 7, as the semi-group of integral operators (1.3)
acting on L', and shall determine its infinitesimal generator.
First, if fe L, then T, f<L* and

a7 I el =170
(1.8) | T.f—fi—0  (—0).
(1.7) is obvious and so we shall check (1.8) only. Estimating | 7,f—f|, as

I == 1]~ ot XrCet-2)—r Gz | dx
=" st.[  1fGra—r@) | dx- dz

=f e[l Gra—r@de-det2 s f e 2dz,

taking & sufficiently small and then letting ¢ | 0, we obtain (1.8). Hence T; is
a semi-group on L' in the Hille-Yosida sense.

THEOREM 1.1. The infinitesimal generator 2, of T, is given as follows.

) & 1
(1.9) 2uln)= 1 dx2j EON= ylaldy 1<a<?
T 1 _
e d?f ulog Ty =l
_ ) d __sgn_(y__ x)
=L j e dy 0<a<l,
wheve
(1.10) () = %r(aﬂ) sin fgi,

with the domain

(111) DR)={u;uc ', 2ues L'}, O0<a<?2 a+l

={u;uc L,3Ifel! lim vl___ & f_NNu(y) log Wi—y‘ldy =/ (x)

Ne—co dxl

in the distribution sense}, a=1.

REMARK. If we L3, j " 1 ;t(-j;)lﬁ dy, 0 < 8 <1 is the sum of a bounded func-

tion and a function in L'. So we can define dnn j‘m u(y) dy in the distri-
dx® J . a—yle
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bution sense. Hence £,z is always defined if u <= L', a=1.
PROOF. Suppose 1 < « < 2, the proof of the other cases being similar. Put
u(x) = G f(x) for f& L. Taking the Fourier transforms of both sides, we have

A

(112) a(o)ZTﬁ‘?!a .

1 1
Put Ty(x)= TxET and Ty(x)= Tx]e

1 d? .
Then wla—1) %Z—Tl*u =T,xu (% : convolution).

Using the fact that f‘z(o)z —%a)l o |%, we get
(Towtt, $(8)) = (Ty 5 (), ()
= (%), Tay () = @), Tr.p(e (o))
= D), oo™ Y M = (), —— 5 {10 1Moo *=odo)
= (= oy @10 1% ¥(@)
This, combined with (1.12), implies

clet) d?
A= 1) d

Tl*u:f,

namely

__ ey d _
M= fa—T1) dax *u=s

Thus we have £, =Adu—f < L', so that » belongs to D{(£2,) by (L11).
Conversely let z belong to D(&,) defined by (1.11). Then f=Au—&,u be-
longs to L' and if we define »(x) by v=G,f, we have lp—Lwv=f from the
fact obtained above. Put w=wu—». Then we L' and Aw—L,w=0. Taking
the Fourier transforms, we have as above
Jw—2,(0) = (A+| 0 |9ie) =0.

Hence #(s)=0 i.e. w =0, this means that «=G,f. This proves the theorem.

2. The absorbing barrier process.

Let I be the open interval (—1,1). We consider the symmetric stable pro-

2) (T,¢) =T(¢) is the value of the functional T for a testing function ¢ € (S),

and é’)\ is the Fourier transform of ¢ i.e. @(x) =j ” e~t% (o) do.



174 S. WATANABE

cess starting at x< I which is killed as soon as it leaves I. Then we have a

Markov process on I. We define o(w) by

2.1 ow)=1inf(t; 2w & I).
Then transition probability of this process is given by
2.2 P(t, x, E) = P(x(w) € E, o(w) > 1) xel, EcCI.

P, x, E) is absolutely continuous with respect to Lebesgue measure :
(2.3) P(t,% BY={ p(t,x,»)d” ECI

Define gi(x,v) by
@24 Gz, y) = Lme‘ﬂﬁ(t, X, y)dt xel.

We often use the following lemma due to Pdlya-Szego

LEMMA 2.1 (Pélya-Szeg®). Let PXx) be the ultra-spherical polynomials de-

Jined by

Ay = PO PY @+ PP+ o PO+ o

Then if 0<a<2, a+1, vl

@5 [ s prC o T =220 ), m=0,12,-

where
« «
(2.6) 1= F(?i) r(l—T) Fnt-a—1)
' & I'a—0 T'm=+1)
In particular, taking m=0
1 A
@.7) |x—y o=y T dy=—" xel.
am
- sin 5

First we prove the following theorem which was proved by Elliott in

case 0<a <.
THEOREM 2.1. If o is defined by (2.1), then
28) Bo=$20,  xel 0<ase.

PROOF.® Define «(x) by

3) P, %) is defined to be zero if y & I.

4) In case a =2, the above proof does not apply but in this case the result
well known.

is
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@2.9) () = %@% 1%l <1
From (2.7), we have
oy & ' wy) _
(2.10) ey de ) ey Er =1 (xl<D

while it is obvious that

o) & ' uly) — bou(y)
@) s gl ey =] S erdy (x> 1),

Let F(x) be equal to —1 if |x|<1 and to the right side of (2.11) if [x]|> 1.
Then F(x) is in L' and in order to prove that £,#=F in the distribution sense,
o d ' wy) : - — i
it is enough to prove that dr j_l Ty [ dy is continuous at x=+1. This
can be done by simple calculations so » = D(2,). Then we have

w(@)= G.Lau—FI0) = Eo( [ "o *Lhuta)—F(x)]dt)
= Ex( j Oa e *Lhau(oc)—F (x)] dt) Lol u(x,)

= E( f :e‘“[ku(xt)ﬁ— 1] dt)

since x, 7 for £ <o, and x, < [
Now

o[ e at) < B[ "o Do) +11at) Gl |-+ DE9).
Letting A ] 0, we have u(x) = E.(0).
LEMMA 2.2.
Pl a=pCy. )  Zxy)=2(y %)

Proor. We prove this lemma by using the method of Hunt [4] and
Bochner’s theory of subordination.

Let W (B, P), W,(B,, P,) be two probability spaces and W(B, P) be their
product probability space. Let 8,(w,), w, = W,, be a temporally homogeneous
Lévy process (0,(w,)=0) with increasing paths given by

Efe )= %7, &>0, ¢t=0.
Let Bfw,), w, = W,, be a Wiener process given by
E(e 8Bty = gtlf12 | EeR, £=0.

Then x(w) = By,awps), w=(w,, w,) = W, gives a version of the symmetric stable
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process with exponent «.
Define By(w,), 0<s=t, by

Es(wz) = Bs(wz)“%Bt(wz) 0<s=t.

Then
(i) the process {B,w,)} is independent of B,(w,),
(ii) the process {B,(w,)} defined by

B/(w)=Bi-wy), 0=s=t
is a version of {B,w,)}.
Now?

Px,eE,0>0)=Plxxt+xwel, 0=s=t, xw)e E—x)
= P, X Px+Bywpw:) €1, 0= s =1, Byap(w:) € E—x)

= lePz(x’%’Bﬂs(wl)(wz) €1, 0=s=1, Bpapw,) € E—x)P(dw,)
=] | PistBown@ =1, 0= s = 1, Byaw(ues) = y—2)ps(0ws),5,3) dy- Pdws)

= | f PdatBowon@) =1, 0 = s <1,| Boo(ews) = y—2)ps0ia03), 5,) Pidor)-dy
1

_ fx—3
4t

where pg(t, %, v) :ﬁe
Hence we have by the definition of 5, x,»)
P x, )= JW PxtBg, €1, 0= s=¢| By, =y—x)ps(0s, %, y)P(devy)
1

Now using (i) and (ii), we.get

Pfa+Bo,=I, 0=s=t|Bj,=y—x)

= Pt B 45 Bo €1, 05 < ¢] By —=y—2)

:P2<x+ggs+-g;:-<y—x> €1, 0<s=t| By=y—%)

Os
b,

= P+ Bo,+ 7 (y—2) e, 0=s=0)

:Pz(x+Bﬁ;_as+%:(y*x) el 0=s=p

— Py+ Bayg,+ 9"0:"’5 G—y)el, 0<s<)

= 2(y+Bﬁt"0sEI: OésétlBoc_—“x——y).

5) EF—x={y;y=2—x,2zE}.
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But the following equality holds in general®;
(2.12) E(f10 w)—0w); 0=s=¢])
=E(fL0-swy); 0=s=¢D].

Thus we have

Pt %, y)= _(Wle(erBas el, 0= s=t| Bs,=y—x)ps0:, x, )P (dw)
= PAy+Bres, &1 0=s=1| Bo,=3=9)pslbe % 9P )

= [ Ply+By_, €I, 0=5=1|By,=3—3)ps00 3, )Pdwy)
1

=Py, %).
LEMMA 2.3.

(2.13) Ede ;5 € BY=c(e) | | IT%%JQT dyde ECIc.

177

ProOF. Put milx, E)=EJ e ;x, € E). We first prove that =;(x, £) is ab-

solutely continuous with respect to the Lebesgue measure.

The function «(x) in (2.9) belongs to D{2,), as we have seen above, and

satisfies u(x)= _llgrl(x, D)+ dy. Now

2ix—3) = B& N+ | milx, dDgiE—y)

holds for every x < I and almost every y. Then noting the symmetry of Zi(x, v),

we have

u(n={ " B a1 dx

= [ gt—pXau@+Dar— [ {[ s dee—}Gut+as.
On the other hand
)= g yXaulx)— () dx.
Comparing these two equations, we get
[ me—yXau©)—2u@nde = g(e—»{ Guw+Drs deas.

Since the potential determines its measutre uniquely, we have

6) It is easy to prove (2.12) if f is a tame function and then taking limits

have (2.12).
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(&)~ 2uu(E) de = | Quulx)+ Dy, dE)dx.
Taking A to be —A | % |.+1>0, we see that m(x, d¢) is absolutely continuous
with respect to Lebesgue measure d¢. Hence we can wright
mix, dE)y=rix, £)dE .
Now™ it is easy to see that if # € 9°= {u < C?, with compact support} then

(<) R S e 7. €)]
D)= ale—1) dx® j_m | x—y l““‘fdy

= J‘_O:Q[u(y)_u(x)_(y_x)u/(x)] (@) Tﬁm ‘

For any element # of 9% such that u(x)=0 for x= I, we have

uG)= | 2,06 YO~ Ll dy+ | mile, Hu&)de

= — _f_lg'a(x, y)8uy)dy+ f i, E)u(E)dE .
Hence if x <= [,

0=—{ _115’1(% N2 dy-+ [ i O .

So we have

§ moue =" 2 n2.uay

={ B0 | IO —E—)w N 1, S de dy

= [ 2| w&) 1 S s ac av

___j' %(5)0(6()-" Igz()@?;)ﬂ d df

mi(x, &)= o) | %dy-

REMARK. It is natural to conjecture that if we put x,.=Ilim Ko L then

nloe
Efe™;x,_ G E, x;€ F) —j j cla) | g‘(’éf;)ﬂ In fact this is true and we

can see from this that ¢ and x, are independent under the condition that x,-
be given.

LEMMA 24. Let fe BU)®, then

7) The following argument is due to N, Ikeda.
8) B(I)={n; bounded and measurable on I}.
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wx) = Gof () = | Blun)f ()
belongs to C(I)» and satisfies

Au(x)— Qu(x) = f (%)

where
2.14) un =P 4 j’ilﬁ(ﬁdﬂym, ca<?
= S aen L
(_ T dx P[ “(J’)*f‘dy) =1
- a(cogci)n j; ] _l |xi<yy?a:rdy
(=484 f u ﬁ%z(yylf) dy), O<a<l.

ProoF. TFrom Lemmas and 2.3, we have

() =Cof D= 20/

= po-r@as—{ q@f f B g—dudz fx

i<t { 2w [**

[ w-r@a—dwf sef IO wa.

i<y | 2—2 |“*
The first term is continuous in y since f is bounded and g is in L'. As for
the second term, we have, by [Theorem 2.1,

|Gir| = -pills -t

so if we put F(Z):C(Q)LMQ%%M’ lz|>1 then

F(z):()(m) near |z|=1

:O(ﬁ) near |z|=co

Now let y= [ and y, tend to v. We may assume |y,|<l—e for some &> 0.
Then, since g;(x) is bounded and continuous in | x| > ¢,

9) C() = {«; bounded and continuous on [},

10) The second derivative is understood in the Radon-Nikodyum sense or what is
the same in the distribution sense.
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lim [ gy P@dz={ _g(e—yF&)dz
n—o v |z |2]>1

by Lebesgue convergence theorem. This proves that «(y) is continuous on 1.
Now  u(y)=G.if(9)=Gp(y), where

o(x) = f &) xel

= —c(a)f Guf ) du xcI°.

feef <1 | x—a [+

This equality holds for all » if we define #(y) to be 0 for y=I. Since ¢ = L},
it follows from that # = D(2,) and satisfies

Qu(x)—8u(x) = ¢(x) .
In particular, we have on J
2u(x)—Qu(x) = fF(x).
LEMMA 25. Let u<=CU) and 2u=0 a.e. on I. Then u=0 on I.
PROOF.D (D) Let %= [X1, dm) where dm(y)=(1—y2 ‘dy. For fe L7
define Kf by

O e B e

Lemma 2.1 means that quz?—)(x) m=0,1,2, -, form in .£? a complete orthogo-
nal system of eigenfunctions of the operator K. Since the eigenvalues are
bounded, K is a bounded symmetric operator on [2.

(ii) Let fe r? and Kf=0 in 2 Then'

Kf= S (S, P) Pu= 30 KPw) Pr= 3 dnlf, Pa) P =0,

Since A, # 0, (f, P)=0, m=0,1,2,---. This means f=0 in L%

(i) Let w be such that w(x)(1—2) % <.* and | Tﬂ(;?“ _dy=0 on I.
~1
Then u{x)=0 a.e. on I
¢4
If we put f(x):u(x)(lﬂxz)l_f, then fe .£? and
Kf@={ M ay=0xcl. From (i) u(il—s) *

L Tx—y |7 =0 a.e.

on I. Hence w(x)=0 a.e. on L.

11) We prove this lemma only in the case a #1. If a =1, this lemma can be
proved easily using the theory of finite Hilbert transforms [13, pp. 178-1797.

((xi

N
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(iv) Let = () be such that for some ¢ and b

Lou(y) -
,f_l [Ty &1 ay = ax-+b a.e. on [.

Then #=0 on I. )
From we can take some a’, & such that o(yyer(1—3)2 " '(a’y+5")

" R ¢)) _
satisfies j_l y—x [T dy =ax+b.

Then if we put w(x)= u(x)—v(x), w(x)(l—xz)l—mg’ e 2 and

uwy)
j—1IJJ—x|"“‘ &y =9.

Hence from (iii), w(x)=0 on I: that is #(x)=e(x) on I. On the other hand,
»(x) is bounded only when @&’ =b’=0 and #(x) is bounded by assumption. So
we have ¢/ =0’ =0, u(x)=0 and a=6=0.

Now the lemma follows immediately from (iv).

LEMMA 26. Let ucsCU). If Au—0Qu=0 on I then u=0.

Proor. Put F(x)= i}(——/l)”éﬁu(x). Since || Gu ||oo<—-—/1{— 2 ||, this series

n=90

converges uniformly on any compact set in /. Hence £ is bounded and con-
tinuous on J, and satisfies F(x)—AG,;F(x)=u(x). Then, from Lemma 2.4, 2F =0.
This, in view of Lemma 2.5, implies #=0 on 7. IHence #=0 on /.

Now we can determine the generator & in the sense of [7] of the absorb-
ing barrier stable process:

8=0A—-G1) : D@ =GCG(BI)— 3I)/N
where W= {5 ; G;f =0} [71.
THEOREM 2.2. The generaior & of the absorbing barrvier stable process is
given by
Gu(x) = Qu(x)
where Qu(x) is defined in (2.14) with the domain

D®)=D2 = {u;uc CU), 2uc 3}
and
R={f; f=0a.e onl}.

PrROOF. Let w(x)=G,f(x) for fe ®(). From Lemma 24, #<C({) and
2u—Ru =1

On the other hand, if # < D(2) we put v =G;Au—2ux). Then from Lemma
24, ve C() and 2v—8@v=Au—Qu. This means that w = x—0v satisfies Qw = w
and from Lemma 2.6, w=0 on I: that is % == G,(Au—2u).

Finally if G,f=0, then f=21G,f—2G,f=0 a.e. on I.

COROLLARY. If w< (D), then for some constant M> 0
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[ (%) | < M(1—2?)7 xe].
This follows immediately from Theorems B.1 and B.2.

§ 3. Integro-differential equations for some quantities.
DEFINITION 3.1.
5’}(96) = E:c(e_m 3 Xe & I:]-: OO))
Eil(x) - Ex(e—m VX & (——OO, "—1]) .
DEFINITION 3.2.

Gu(x) = Gu(x)+ @) _u(l) | cl@) u(—1)

a (1—x* a {4+
D) = {u< CUP, Gu(x) = B} .
REMARK. If e () and #' exists such that «/ = L(J), then

By €A 1 u(y)

D=y ax ) Ty rdy ol
_ Lt w) _
= nPj_l et a=1.

THEOREM 3.1. &4%), (resp. E4(x)), is the unique solution of
(ER)) A—Pu=10

with the boundary conditions w(—1)=0, u(l)—=1, (vesp. u(—1) :_l, #(1)=0).
PrOOF. It is easy to check that &%(x) is continuous on [ and &X(—1)=0,

E)=1. We now prove that &i(x) is the weak solution of the equation (3.1).
From Lemma 2.3, we have

£l = | “mn, eyae =D | ff(f—y%) dy .

ey 1

Denoting by 7(x) the function a1y T = in case a1, we have for

every ¢ € 9(I1®,

(80, ¢ = (L TalE1) ¢) = (T[E1], ") =(8), Tg")

= (& (Tepy)= (1, )= (42 [~ 259 4y, Do)

13) C(I) =<{u;bounded and continuous on I=[—1,17}.
14) 9{{I)={p;p=C> and S(¢) ©I}. Notethat D(I) c D(2). For fec{), we
define [ f] & L1(RY) by
(f1=f on I

=0 on Ic
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1

_(clay 1 () ~
_(Ca Ay Cae(y >) (Ca -W,leso(y)—SO(y))

_ () (@ 1
= (C—‘(T e lGﬂ’(J’)) ( Ca U=y’ ?3(3’))
=G, e~ (L L o)

This proves that

At =110 38 e

_ () _&4D) (@) &1
= 284 (x)—- Ca (1—96)“_6(1{ R

i.e. &)= A,
The Uniqueness follows immediately from
COROLLARY.

(3.2) £(x) = Py(x; &1, c0)) =21 P(a) j. - 2)\‘522_1 dy

[r (-

3.3) ()= Plx, € (o0, =1 =1—E,(x).

PROOF. &,(x) is the unique solution in D(2) of £%=0, with boundary con-
ditions #(—1)=0, w(1)=1. We can easily solve this equation using (2.7) and
obtain (3.2).

It is, in fact, possible to do more than the corollary and we can ebtain
the density z(x, &) of the measure P (x, < d&).

THEOREM 3.2.

sin —5—

(34 i O=—— " (a2) ey A€l Eel.

PrOOF. From Lemma 2.3, n(x, E):c(a)jﬂ%—?f,% dy. Hence z(., &) is the
unique solution in C{J) of

5 ld+l ¢
Take, for instance, £ >1 and apply-
ing Cauchy’s theorem to the function

Qu(x) = —c(a)- E

@)= (* _12) (Z_iﬁ (real if 2> 1)

which is holomorphic in the domain
bounded by I', Iy and I’y (Fig. 1), we
have

jrlf (2)dz+- jlrzf (R)dz = f . f(2)dz ,

Fig. 1.
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and also
SiN —4—
_ 2 ! (1—372)2 dy
271:15 f(z)dz o j ly—x®t E—y
—1 2
o] f@d= =0
W { | S@dz=—(E+(a—1).
From this we have
o) d2 jl { sin% ( 1—y2 )mg‘— 1 } 1 () e
ala—1) dx? T £2—1 E—y | [x—y*? T AME— )““

Using we can prove the following theorem which has been proved

recently by H. Widom [14].
THEOREM 3.3. The O-th order Green function §x,v) is given by

2N =Fa—yD={ oz OF( -y dé

where
F@p= L 71 0<a<2, a#l
2 cos —%}-F(a)
_1 1 _
= log 7 a=1.
DEFINITION 3.3.
A e
35) nw=—2 Ut ’?_1
a[F (—2—)] (1—x)
(3.6) 7-1(x) = 7,(—x)
1
@7 i) = n(9)—2 j_lga(x, N dy
1
(38) @ =7,@ [ 8w () .
THEOREM 34. For 2=0
@) lim F% 129 _
elo c?

lim &%= s

clo 52
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G If u(x):f_llgu(x, NF(3)dy, then

8.2 = lim w1 —u(l—e)
! el0 6'(;‘

exists and is given by

Oyt = ~—f_l1m(y)f (3)dy-

Similaviy
wle—1)—ul(—1)

£2

=[2Gy

d_,2¢=1lim
el

We can prove this theorem by deriving the integro-differential equation
forj 7M(»)dy and also even more directly by using a recent result of H.
-1

Kesten.®

§4. The generator of the semi-group on C(R') and the half interval case.

In this section we consider the case of the half interval /= =(—o0,0). First
of all, we determine the generator of the semi-group (1.3) of the symmetric
stable process acting on C(R").'® It is easy to see that if fe C(R"), then T.f
= C(R"Y). Here the generator is the operator 1—Gjl

THEOREM 4.1. The generator is given as follows:

Y )y @ ¢4 u(y)
“Qu(x)ﬁilfrg ala—1) dxtJ_4|x—y T dy, ucD@),

where
D@)=(w=CRY;vA> 0, [ M dye (-4, 4) and
E(cha:)lf)* —C%i; j‘inxL_(;))Fw? dy converges at every point x to a
Sunction f(x) = C(RY) when AT oo,}
and
N={f;G,/=0}={0}.
PROOF.

Let u=G,;f, fe C(RY). We have for every A>0 and x= I, =(—A4, A®?

15) H. Kesten, Random walks with absorbing barriers and Toeplitz forms, Illinois
J. Math,, 5 (1961), 267-290.

16) C(RY) ={f; bounded and continuous on KL}

17) If we consider the absorbing barrier process on [4, we denote the generator,
green function, etc. as 24, E4(x, ¥), etc.
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wx) = f_zga(x—y)f ()dy
=|  aenrmdyt [ ot ue) de
(4 1§1>4

=) Z )N
— IWKAE,?(X, N dy+ j\;‘i\/AC(lx)j.WKA PeaGE dy - (&) dE

Just as the proof of [Theorem 3.1, we can show

A1) K~ 2u) = f ()+-oleo) | . xﬁ%{l de,  xel,.
4 u(y) .
Hence j_A iy (&1 dy e C¥HA, A) and

3 im @ @ A Wy _
lim & () =lim - 2957 y-Alx—y ar dy = Ju()—f (x).

This proves that » < D(2) and Au—Ru =7 In particular, if #=G,;f=0 then
f=Au—2u=0.

Conversely let # = D(2) and put f=Aix—LQu. We first show that # satisfies
“D. I B>Aand x= 1,

() — T ta(x) = Zu(x)—z(%igi)~— L fBW_%%X%dq~ a

_ ey @ 4wy
= G Ty aE L Tay e

— _uy)
C(a)J‘A<WI<B | x—y|*H @,

letting B 1 oo, we have (4.1). Put

o= [ st (o] 8ara)dy  xeL.

Then it is easy to see that #(x) is bounded and continuous on (—A, 4). Also
it satisfies

() —2 () =1 (x)mc(a)jlﬂﬂfﬁ%(?lfﬂ; dE on I[,.

Hence if we put w=#%—v, we have lw— w=0 and in view of it
follows that w=09, i.e.

ww=ow={" gt Orref M Eagtay o xcL.

fioa | y—E [T

Now if we put ﬁ(x):f oogl(;c—y)f(yjaly, then 4 satisfies
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i =gt {rorraaf B aztay.

Hence putting @ =wu—i, we have

i =c@ | ptn|  Uehicae.

Then
~ . 4 _ 1 ~
()| = || llooC(a)f_Agﬁ‘(x, y)j'lAbngW dé = || W ]| Ll "a)®

Letting A 1 oo, we have E (e %4)—0, proving @& =0, namely

uR) =)= gx—fGdy.
This proves the theorem.

LEMMA 4.1. Let u and f be in C(RY). Then we D(2) and Lu=f if and
only if

“.2) (utx), T&% T D) ) =@, e

e | Xy [T
for every ¢ = 9.9
Proor. First suppose that (4.2) holds for # and f in C(R*). Then by simple
caluculations, we have for every ¢ = &(—A, A)

O D ) = O e~ (| P9 0))
We see at once from this that
)t wl(y)
ala—1) J_afx—y |t

_de) @t uy)
Llynolo a(a—1) dxszlx ylaldy =f(x).

Conversely suppose # € D(&) and 2u=#. Then we have just as the proof
of Theorem 4.1,

cla) a2 4 uwlx) . u(x) _
a(a_l) dy® jl_A | x—y ld—-l dx—f(y)‘i‘c(a)jl 4 ly X laﬂ T dx y E( A, A)
Hence for o = 9(-—A', A, A’ < A

x4 Y —X
Letting AT +oo

dye C{—A, A) and

(40, o2 | e a) = (o)

—oo | Xy [

18) agalw) =inf{t;x, & 14}
19) D =A{¢;p &C~, with compact support}.
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and since A’ is arbitrary we have (4.2).
Now let I~ be the half line (—o0,0) and consider the absorbing barrier
process on I-. Then we can prove quite similarly as above the following:
THEOREM 4.2. The generator of the semi-group on C(I7) of the absorbing
barrier process on I~ derived from the symmetvic stable process is given as follows:

Gola) = lim — C@) @ " u(y) 5-
Q7 u(x) —Lllrg ala—1) de2 ) _4 x—y |n¢—Tdy we D(27)
where
- 0
D3 = {ue CI);YA> O, j_”xﬁ(%dy & CH—A, 0) and
0
a(fic—u—)l) j;z f_Alxz(;?aﬂ dy converges to a function f(x)
e CU ™) at every point x= 17},
and

R={f;Gif=0}={r=0}.
In particular, it follows from this theorem that if # € D(2-) and lu—2 u
=0 then #=0.
Corresponding to the we have
LEMMA 4.2. Let w and f be in CU™). Then uc X2 and @ u=f if and
only if
3 (40, B [ 1 D) =)

oo | X—W

for every o & $(I7).
Now define D(Z™) by

D@H)={uccI);YA>0, _f QOO dy € C((— A4, 0) and

—a| 2=y |
cla) d* ° _uly) cla)  w(0)
ala—1) dx? j_A [y [FT DT~ {—z« convergestoa

function f(x)=C{d ™) on I-,}
and for e (@), define §-u by

J-ux) = lim &9 & " ws) (@) u0)
D =l ety aw ey e S

TUEOREM 4.3. Define o~ (w) by

(4.4) o”(w)=I1nf {{; x(w) &= I} .
Then
(4.5) Ex(x) = Ee™")

is the unigue solution in D(27) of
4.6) du—Pu=0
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with boundary condition u(0)==1.
The explicit formula of the 0-th order green function is obtained by D.

Ray [12]:

(~DA(-Z) @ a_y
CONN-nEROES S, E3 T (EH y—x )T T dE

[r()T

Put
@48) @ =102 { Zitxy)n()dy
where
1 2
49) 7 = STEEE (—5
THEOREM 4.4.
M lim 2D gy 220

clo wa
() If eI and u=Gif,
w(O)—u(—e) _

&

du=lim
eld

~ (" fomnay  1>0.

§5. The boundary conditions for 0 and G-

We determine the most general boundary conditions for 2 and £~ under
which these operators become the infinitesimal generators of Markov processes.
Elliott determined them in the case @ =1 and obtained the correspond-
ing resolvent operators. This can be extended to the case with general « in
the same way. We consider also the construction of the path functions of
these processes.

For simplicity we assume the left boundary condition 2#(—1)=0.

DerFINITION 5122 For given constants ¢ =20, =0, r=0, and a given

measure z{dx) =0 such that jll(l—x)%n(dx)< +oo, define 3 as the set of all
u < D(2) for which

(.1) pu(l) = j L) —u()] nw(dx)—oQu()—18,u .

THEOREM 5.1.  The operator @ with the domain = is the infinitesimal gener-
ator of a contraction semi-group with range dense in C(I) or in the subspace
defined by

20) CoD) ={meCd),u(—1) =0}
21)  Dy(D) = {u € Co(T), Bu e Co(I)}.
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pu(1) = | Lulx)— (1) In(d)

according as o+r >0 or o+r=0.
Its vesolvent is given by

62) ux) = 2o NfHAHEDQ) 150

where
9N Jl_llézf(x)n(dx)—l—af(l)+rjjlf(x)n/}(x)dx
p+f A-eComan taoty 08

Proor. Using Theorems 3.1, 3.4 and Lemma 2.1, proof can be done in the
same way as [2].

Similarly for the interval /= =(—co,0] we have the following boundary
condition for the operator £-:

5.3) pu@ = " C— O] nld)— o T u0)—rdu

where
p=0,0=0, y =0 and n(dx) is a positive measure such that

j_o'(—x)% n(dx) < +oo and j_:n(dx) < o,

The corresponding resolvent is given by the similar formula as (5.2). In par-
ticular, if the boundary condition is reflecting, i.e.

G4o du =0
its resolvent is given by
(55) ut) = G =Cf O+ rmay,  1>0.

Now?® the path functions of this process can be constructed from those
of the ordinary symmetric stable process. Let M= (W, P,, RY) be the symmetric
stable process defined in §1. For any path function x(w), w < W, define Z(w)
by

) = 2 w) t <o (w)
= x{w)— sup txs(w) t=o (w)

where o~() is defined in (4.4). o
Put
PAB)y=Pw:; %) B for xeci-.

22) This was suggested to me by Prof, K. Ito.
23) B is a (Borel) subset of the space of path functions.
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THEOREM 5.2. The process M= (W, P,, I) obtained in this way is a strict
Markov process and its vesolvent coincides with (5.5), i.e. the process M is the
reflecting barrier process on I~ determined by 9~ and (5.4).

PrROOF. We can easily check the strict Markov property of M and so we
have only to prove that

B(f ertmdt) = Eo( [ e Hratondt)

=GO+ [ s

Now

B[, et ) =B [ etrandt)+EB.( f et uw)de)
= G+ E(e7 [ e (R dt)
= GL )+ Eu(e e By (| e () d))

= Cif(+Ede ™ E( [ e () dr)

since if @ =0 the probability law of % with respect to P, is the same as that
with respect to P,. Hence it is enough to prove that

E(f errar)= [ TEDfa.

Now
ﬁ*(t: Xy E) = .z'(xt = E, o” > t)

<x, € E, Supx < 0) .20

b=s=t

We have from this and the spatial homogeneity of the stable process, that

Pla, e E, sup %< @)=P_ (v, F—a, sup %, < 0)
=P, —a, E—a)
:j‘ ﬁ“(t: _a:y_a)dy .
E

Hence, using the symmetry of p=(¢, x, v)*®

24) For the rigorous justification, we may use below.
25) This can be proved in the same way as
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P& > b)= P(x,— sup x> )

I=s=t

o sup x; < x%,—b)

0ss=t

= [ B b—epyaz

=" b .

Now if y¢,(x) is the characteristic function of the interval (b,0), 6 <0, then
we have

E(f e tropd) = 2,6z,

By this function of % is the unique solution in D(2-) of
du—Qu=1.

On the other hand, putting wu.(x)= f gi(—¢ v)dy for ¢>0 we have,
& 2

for any testing function ¢ in @(/°), that

@) (° 9"
(”e(x): ala—1) J_.x—y |a—1‘dy>

c(@) " e"(y)
Wamty ) jay e Wy

= 1 (" g ) " 9y
— é-jQL j'_mg/l( €, X) alad—1) J_wlx—y Ioaﬁl dy dx

= [ se DTV x

52

(@) dr+ )
g2

since Yr(x) = Logo( Ndy € D(2).

By an integration by parts, the last expression is equal to

2] aiemay - [ elnray+a j —edypmdet TS

e? "% €2

Putting u(x) = li?l (%) :j 077,1(3’) dy
eid x

and noting j ’ G—eNdy= lijl(“ﬁ ,
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we have, by letting ¢! 0, that

(0, D ° Z D)= —ve [ oay ] uptmyds.

In view of it follows that #(x) € D(27) and satisfies

du—0-u=0&;.
Hence we have

0 0
G6) J_zmend=g [ ua, ie

o . 1 o
E(,(L Q—MZ(b,m(xt)dt) = ng‘_wm(y) * Xao(¥)dy .

Now from this we have for every bounded function f

Eo(fowe"“f (Rydt) = %&Ifmm(y)f (ndy

and the proof is complete.

Now we can define the local time at x=10 of this process.
First we require the following lemma.

LEMMA 5.1. If 2> 0, then

_® a0
lime' 2 fumgx(—e,y)n(y)dyzo-

elo

PROOF. Suppose a;%, then

f_omgi(—e, () dy = f:gi (—¢& )n(y)dy+ f_olgfz (=& 97(¥)dy

and the first term is bounded in &> 0.
As for the second we have

j Bi(—eym(ndy=kFk - j gi( ;)C;y)( y)%“‘

and this is also bounded in >0, since

C(“) j‘ &; /1( 5): ay) =F (eP)=1.
= =

The proof of the case of a<% is omitted.

From (4.8), (4.9) and this lemma we have

G7  lim 2= = lim z( =) = — -
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68 _ jlm(y) y jin(y) dy 1
. r =1 —— e =
SO S0 gy [r(5+1)]

Let g(x,v) be the density of the resolvent kernel (E,I(x, dy) with respect to the
measure

(59) dm(y)=-G-(—)F " dy
Then we have from (3.5), (5.7) and
610 H&O=lim 5| Cixdp= 1 SR
E RN TTCET)

&(x,0) is a 1-excessive function and also bounded and continuous. Hence from
a theorem of H. Tanaka [6],°” there exists an additive functional s(¢,w) such
that

(i) s, w) is continuous and increasing in =90

Gi) st w)=0 if t<o (W)

Gii) Eo( :e—ﬂds(t, w)) = &(x,0).

Now the inverse function #(w,w)=max {¢;u=s( w)} is a Lévy process
with respect to P,.

THEOREM 5.3. #(u,w) is @ one-sided stable process of exponent % given by
B ity = T (59
ProOOF. We have from.(iii)
Bemttmwy = o 00
On the other hand, by (5.6)

0 o
f_mgz(—e,y)dy*—l E"i(e )= 55 _f n)dy.

Using (5.8) we have
1-— E_e(e"“’) 1

‘551———“1’1’1

o ger B [1‘(—»+1)]

Hence 8&;=v/A - — - ——, this, in view of (5.10), implies
r(5+1)

26) This is the invariant measure of the process /.
27y Also cf. H.P. McKean & H. Tanaka, Additive functionals of the Brownian
path. Mem. Fac, Sci. Univ. Kyoto Ser. A. Math., (1961).
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1

5,0, 0) = .
00 1“(%+1)«/T

We can construct, for instance, the process determined by £~ and the
ru0)

o 2
[r(-z+1)]
multiplicative functional e 7% (y > 0), cf. [8].

REMARK 1. We can construct the paths of the reflecting barrier process

on [ just as the case of Brownian motion but we do not discuss of it here.
We remark also that

boundary condition du = — by random killing defined by the

Dyt
[r(5)]
is the invariant distribution of this process.
REMARK 2. There is another kind of the reflecting barrier process on I-
whose paths are defined as —| x,(w) | from the paths of the symmetric stable
process.?® This process, which is of course Markovian, has, as its invariant

measure, Lebesgue measure dx and local time at x=0 can be defined only in
the case 1< a =2 whose inverse function is a one-sided stable process with

1 29D
exponent 1——7.

§6. Some properties of the path functions of the stable process.
Define for a closed set F,

oewy=1nf { > 0; x(w) e F}.
THEOREM 6.1. For xI,=(—A, APV

(6.1) Px(a(;,;<0',1):0 0<a§1
: 5d
6.2) Poog < 00) = ‘ﬁ%%i% lca<?.

Proor. Noting Z¢(y,y) < 4-co if and only if 1<a =2, this theorem can
be proved using Hunt’s potential theory [5] and details are omitted.

It is known [10] that if 1 S« =2, the process is recurrent. Using this
fact and letting A1 o we have the following:

THEOREM 6.2. For x,yE R!

28) It is well known that if « =2 these two processes coincide.
29) Cf. [Theorem 6.3 below.
30) ga=inf{t;x, <& 14},
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(6.3) Ploy < +oo)=0 O<a=l

was proved by H.P. McKean [10]
Now consider a path x,(w) of the symmetric stable process and let Z(w)

be the set of the zero points of x,(w).
means that for 7°>0

P(Z@)n (0, T]=¢)=1 O<a=sl
PZw)ynO, T]1#¢)=1 l<a=2.
THEOREM 6.3. With probability one, Z(w)\(0, T] is a non-countable Borel
sel of Hausdorff-Besicovitch dimension 1—% in the case 1 <a=2.
ProoOr. We define the local time of the symmetric stable process at x=0.
Put s.(t, w)= %fotz(o,e)(x;)dt for ¢> 0, then we can show that there exists some

sequence {e,} tending to zero and a function sz, w) such that
(6.5) Py(se, (¢, w)— s(t, w) uniformly on any compact in [0, +co))=1.
We give here the outline of the proof only.’® Put

enlts )= Bulsenlts ) =2 " 'tlo, a—)ds dy .

_.‘;IA
Then, noting the fact p(¢, x) < Kt %, we can show that
| enlf, x)—e(t, x) | =0 m 1 oo, uniformely on any compact
3
set in R'X[0, co) where e(f, x):j (s, x)ds .
0
Using this we can prove that s, (7 w) converges in the mean, i.e. there exists

s(t,w) such that E|s. (¢, w)—s(, w)|*—0 m T oo. Next, noting E.(s., (T, w)|By)
is a martingale, we can obtain (6.5).

s(f,w) is continuous and non-decreasing in #>0 and we can easily check
that if x,(w) 0, then there exist #, £ <# such that s(¢, &)= s{#’,w). Hence if
we put

(e, w)y=max {¢; u=s(t, w)}

then x,.(w)=0. We can prove from this and the fact that s(Z, ») is a addi-
tive functional that #(#, w) is a Lévy process with respect to P,. Its charac-
teristic function is given by

E (et = o~ 2,00

31) The following method was given by K. Sato in the case of the multi-dimen-
sional diffusion [6].
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where

_ Y= a¢ _ 1 1= dy
210, O)_“n:_f0 IFET T ey }_L Ttg7

Hence #(«, w) is a one-sided stable process with exponent 1—%. Now we can

also check that (with probability one) if (¢/,¢")nZ(w) is not empty then
s/, w) < s(t”,w), and from this we have

P(Zw)C {t;t=1t(u,w) or t=#u—,w) for some ¥ =0})=1.

The theorem follows now from a theorem of Blumenthal-Getoor [1, Theorem 3.27.
Now consider the interval /-=(—00,0) and o7 (w) be defined by (4.4).
THEOREM 64. For 0<a<2 x&l”

P<o,2-=0=0.

ProoF. The function z(x)=1im —35%;;€l in (4.9) isan exessive function
el0
for the absorbing barrier stable process on /- and

7(0) = +o0.
Since n(x;) is a lower semi-martingale it is bounded on any interval 0=¢=7T
with probability one and the theorem follows immediately from this.
This theorem means that, though in the case 1<« <2 particles of the
symmetric stable process hit a given point almost surely, they can not remain
in one of the half lines cut by the point up to this hitting time.

University of Kyoto
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