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1. Introduction

To begin with, let us introduce some preliminary notions.
Given a  stochastic process X(t), — 00 <t <  ,  53,,,,,(X ) denotes

th e  least B ore l algebra fo r  which X (t) is measurable fo r  every
t E [u, 2) ] .
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1339 and the National Institutes of Health Grant 10452-02 at Stanford University ; by
NONR 562(29) at Brown University.
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The Wiener process (Brownian motion) is denoted by B(t),
— 00<t <0 0 , and we normalize it as B(0)=—_---- 0. In case we consider
sevel Wiener processes at the same time, we shall write them as
B,(t), B2(t), e tc . 93„(dB) denotes the least Borel algebra for which
B(s)—B(t) is measurable for every (t, s) with u < t< s < v .

The least Borel algebra that contains 93„ 93„ ••• is denoted by
g31 v 93, v • • • o r V 33k .

Given a  stochastic process X (t), — 00<t<00, and any fixed s,
we shall call the stochastic process

(1.1)Y ( 0 )  =  X(s+61), <  0 ,

the past process of X  at time s and denote it by X.
C_ denotes the space of all continuous functions defined on the

negative half-line ( Do, C_ is a metric space with the metric

(1.2)p ( f ,  
g) 2-.  Ilf—g11. 

1+11f—e n

where m a x  h(t)1.

Let a (f )  and b ( f )  be continuous functionals defined on C .
A  stochastic process X(t) is called a solution of a stochastic differ-
ential equation :

(1.3)d X ( t )  =  a ( 7 1 - 1X)dt +b(7-1-,X)dB(t) ( — 00 <t <00) ,

if

(1.4)3 3 1(X ) v5 3 „ (d B ) is independent of 93t c o (dB) for
every t E  (  -  C, 0

and if

(1.5)X ( t ) — X ( s )  =  r ' a(n-eX)d8+ P (7 r oX )dB (0 )

f o r  — co < ' .3< t  <co .

A solution X (t) of (1. 3) is called a  stationary solution if X(t)
and B (t ) are stric tly  stationarily correlated, i.e., if the probability
law of the system

(1. 6) (X, d B )  (X (t), —  < t <co , B(v)— B(u), — <u <v <00)
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is invariant under the time sh ift. A  stationary solution is clearly
a strictly stationary process. We are here mainly concerned with
stationary solutions.

Consider a stochastic integral equation

(1.7)X ( t )  =  X (0 )+  o a(7-c,X )ds+ o b(n.,X )dB(s)

with the past condition:

(1. 8)X ( t )  =  X_(t) , t 0

where X _(t), t< 0  i s  a  given process. Since a solution of this
equation satisfies (1. 3) on  t>0 , it is called a one-sided solution.

Now we shall describe the outline o f our paper.
In Sections 2, 3 and 4 we prove some facts on  stochastic

integrals and on the topology o f stochastic processes which will
be useful in the subsequent sections.

In Section 5 we shall prove the existence of a one-sided solution
under a condition which requires that the coefficients a( f )  and b(f )
grows with f  in at most linear order. This condition prevents the
solution from blowing up in finite time.

Our method is almost the same as Skorokhod's [18] and uses
the Prohorov-Skorokhod theory o f th e  totally bounded sets of
stochastic processes [13] [17]. Though we are discussing the case
in which the coefficients depend not only on the present value of
X (t) but also on its past behavior, this generalization does not
create any serious difficulty.

In Sections 6 and 7 we shall find out some conditions for the
existence of a stationary solution in terms of the one-sided solution
discussed in Section 5. Roughly speaking, if the one-sided solution
has a bounded moment, then there exists a stationary solution.

For the proof we shift the probability law P  of the joint
process o f the one-sided solution Y and dB by — s to define P s ,
then take the tim e average of P s to define Qs ----sj  P „ d u  and

0
finally take a convergent subsequence o f Q t to  get the probability
law governing the joint process of the stationary solution X  and
d B . We can prove the existence of such convergent subsequence
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observing that {Ps ,  s > 0 } and { Q ,, s>0}  are both totally bounded
in the Prohorov metric.

The sh if ting  an d  av eraging m ethod is well-known as a tool to
find an invariant measure, but our method used here seems to be
new in that we applied it to the probability measure on the function
space to get a stationary solution.

In Section 8  we shall give some direct conditions for the
existence of a stationary solution in terms of the coefficients a(f )
and b ( f ) .  Our conditions require that a ( f )  i s  o f  th e  form
—a0( f ) f (0 )+a 1( f )  where ac ( f )  is  dominant in a certain sense.
However, these sufficient conditions are far from necessary.

It seems to be an interesting problem to find out a nice weak
sufficient condition for the existence of a stationary solution, even
though it is not necessary.

The condition (1. 4) is the minimum requirement to make the
stochastic integral in (1. 5) meaningful but it does not always imply

(1. 4') 53,(X )=93_„„,(dB ) —  oc < t <  ;
even a weaker condition :

(1. 4") 93,( X )  3 , ( X )  v  B „( d B )  —  < s  < t  <Do

does not follow from (1. 4). Therefore it occurs usually that in
order to solve (1. 3) fo r  a  given Wiener process B (t), w e must
enlarge the given probability measure space on  which B (t)  is
defined.

The relationship between 53, ( X )  and B ( d B )  is discussed
in Section 9 , and the non-linear backward representation will be
also mentioned in this connection.

In Section 10  we shall treat the case that the coefficients
satisfy the Lipschitz condition. Even in this case we should impose
almost the same condition as in the general cases mentioned above
to prove the existence of a stationary solution. However, the
solution obtained satisfies (1. 4"), or sometimes even (1. 4').

Sections 11 and 12 are devoted to the case that a( f )  and b(f )
are linear in f .

In Section 13 we shall give a complete picture of the possible
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stationary solutions o f  a  stochastic differential equation of the
Markov type (i.e., the coefficients a( f )  and b(f ) depending only on
the present value f(0 ))  under the Lipschitz condition.

In the last three sections we shall mention some pathological
examples in connection with the relationship between 33 (X ) and

We put the time parameter t  always in  the bracket as X (t)
and the suffix s  used in X, or X s (t) is to be considered as a para-
meter to distinguish stochastic processes from each other. There-
fore X s means the process itself, while X ( t )  means the value of
the process at time t.

Acknowledgement. We thank Professor S. Karlin at Stanford Univer-
sity and Professor M . Rosenblatt at Brown University for their
kind support and valuable suggestions during our work on this
paper.

2. Inequalities Concerning Stochastic Integrals

Let U  be a  random variable, Y(t) and Z (t) stochastic processes
and B (t) a Wiener process, where the time parameter t  moves on
a bounded interval [u, v].

Suppose that

(2.1)3 3 ( U )  v 93„,( Y, Z, dB)

is independent o f 33„,(dB) fo r  every t E [ u, y ] and

(2.2)r ( s ) ] d s  + ,L E[Z (s) 2 ]ds < co

Now define X (t) by

(2.3)X ( t )  =  U + Y (s)ds+ Z (s)dB (s) , u  < t  < v

X (t) is well defined and we have 53(X )c33(U) y 53,( Y, Z, dB).
Then we have

LEMMA 2. 1.

(2. 4)

E(X(v) 4 ) <  E(X (u) 4 )+ 4  E l X(s) 3 Y(s) (ds +  6  E(X (s) 2  Z(s) 2 )ds

(Notice that both sides may be infinite.)
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PROOF: Consider a  random time

(2.5) A =  s u p  E [te, y] : s u p  X(s) < ;

i f  there exists no such t, th en  put n-A =-44. Since almost all paths
of X(t) are  continuous, we have

(2.6) (GA > t) E 93,4 1 (X)

and

(2.7) P(crA  =  u for sufficiently b ig  A) = 1 .

We shall define  U A , Y  A (t), Z A (t) and X A (t ) a s  follows

UA U  ( l U i <  A ) ,  = A  (U > A) , =  —A ( U <  —A)
YA(t) = Y(t) ZA(t) =  Z(t) (t <'IA)
YA(t) = Z A (t) = 0 (t > ffA )

X A ( t)  = U A + A(S) dS + Z A(S)d B (S) .
IC

The stochastic integral  Z A (s)dB (s) is  w ell defined  by v irtue of
(2.6) and XA (t) = X(t) or ±A according a s  t < a A  o r  t >  (TA  . There-
fore it holds with probability 1  that

(2.8)X A ( t ) 1  < A ,  lim X ,(t) =  X(t) for every t .
A t

Using a form ula on stochastic differentials [ 4 ] ,  we get

(2.9) X A (v) 4

= 1.11+ u [4XA (s) 3 Y A (s) + 6X ,(s) 2 Z A (s)ld s  +L4X A (s)3 Z A (s)dB(s)

B y v irtue o f  X A (t)l <  A  and  the assumption (2. 2), w e can take
the expectation on both sides of (2. 9) to get

(2. 10) E(XA(0)

= E ( U )  + E 4 X  A (s) 3 Y A (s)ds)+ E  6 X  A (s)2  Z A (s) 2 ds)

=  E ( L 1 ) +  E  A  4X(s) 3 Y (s)ds) + E( 6X 02 Z 0 2  d S )

< 4) +E (54 X(s) 3 Y (s )Id s )+ E ( 6X(s) 2 Z(s) 2 ds)

= E(X (u) 4 )+ 4 5v E(IX(s) 3 Y(s)l)ds + 6  ',:E(X(s)2Z(s)2)ds
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Recalling X(t)-= u rn X A (t), w e have

E(X(v) 4 ) <1Aim E(X A(0 4 )

< E(X(u) 4 ) + 4  u E( IX(.9)3 17 (s)l)ds + 6  E(X(s) 2 Z(s) 2 )ds

LEMMA 2.2. I f  E (1 X (s ) 3 Y(s)I) ds <00 , then

(2. 11) E(X(v) 4 )

< E (X (u) .9+ 4 Ç E(X(s) 3 Y(s))ds + 6  P E(X(s) 2 Z(s) 2 )ds

PROOF: I n  (2. 10) we get

E(XA(v) 4 )
<  E (P )+  4 E  (r  X (s ) 3 Y(s)ds)+ 6  v E(X(s) 2 Z(s) 2 )ds

But
X(s) 3 Y(s) — 1X(s) 3 17 (s)1
i
v

Ju E(IX(s) 3 Y(s)l)ds <00

and 0-A  t y  a s  A  f  o o .  Therefore

lirn E X (SY Y (s)ds) = E (L X (s ) 3 Y(s)ds)

The rest of the proof is the same as in  Lemma 2. 1.
Using 4X' Y<3X 4 + Y' and 2X 2Z2 < X ' +.Z4 we can also derive

from Lemma 2. 1

LEMMA 2.3.
E(X(v) 4 ) < E (X (u) 4 ) + 6  E(X(s) 4 +Y(s) 4 + Z(s) 4 )ds .

U sin g  the Schw artz inequality , 4XYZ= < + Y' + 2Z 4 and
2X 2 Y2 < X 4 + Y', we can derive from Lemma 2. 1

LEMMA 2.4.
E(X(v) 4 ) < E(X(u) 4 ) + 8 r ' E (X (s ) 4 ) E (X (s ) 4 + Y (s) 4 + Z(s))ds

3. Totally Bounded Sets of Stochastic Processes

Let S be a  separable complete metric space with the metric p
and 13 p(S) the topological Borel algebra of subsets of S, i.e ., the
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least Porel algeara containing all open subsets of S.
A mapping X(00) from a probability measure space 12(33, P )  into

S is called an S-valued random variable if it is measurable in the
sense that {co: X(0)) E E  3 3  fo r every B E 33,(S). The probability
law ,u, of X  is defined as the probability measure

p„(B) P { : : X(ûi)E .

Given two probability measures ,a„ ,a, on S(33,(S)), the Prohorov
distance L(p„ ,a,) is defined as follows. Let 8 „  be the infimum of
6  such that, for every closed subset F  of S

tki(F) < P2( N F ) )+  6

where U 1 (F )  is the 5-neighborhood o f  F .  Define 621 by switching
,u, and Ik2 in  61 2 and set

(3. 1) L(p„ ,a,) = max (61 2 , 6 21) •

The law-metric between two S-valued random variables X„ X,
(whether or not they are defined on the same probability measure
space) is defined as the Prohorov distance between their probability
laws and is denoted by L (X „  X ,).  Notice that L (X „ X 2 ) = 0 means
that X , and X , has the same probability law.

Let X(S) be the system of all S-valued random variab les. We
can define L-convergence, L-Cauchy sequence, etc. on X(S).

If X n , n=1, 2, ••• and X  are all defined on the same probability
measure space a n d  if  P(p(X„, X ) , 0 )=1 , then X „ is clearly an
L-Cauchy sequence. The converse is also true in  th e  following
sense :

THEOREM OF SKOROKHOD [17]. If X,,, n= 1, 2, •• • (whether Or not
they are definned on the same probability measure space) is an L-
Cauchy sequence, then we can construct a sequence Y„, n=1, 2, •••
and Y on the same probability measure space such that

L (Y „, X„) =  0 a n d  P (p (Y  „ ,  Y )  0) 1.

This can be also stated as follows.
If I4„ is a Cauchy sequence of probability measures on S(93,(S))

in  th e  Prohorov metric, then we can construct a  sequence Y„,
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n=1, 2, • •• and Y on the same probability measure space such that

PIrn  =

and
P(p(Y  „, Y )  0) = 1.

A  subsystem T = {X ,  a  E A} of X(S) is called totally L-bounded
i f  every infinite sequence X,„., n =1, 2, •• • taken from UZ has an
L-Cauchy subsequence.

THEOREM O F PROHOROV [1 3 ] .  I n  order f o r 2= { X „„ a E A }  to
be totally  L -bounded in  X (S), it is necessary  and suff icient that f or
every e>o, there ex ists a com pact subset K , o f  S  (independent of
a)  with

(3.2)P ( X „ E K , ) >  1 — 6 f o r ev ery  a E A .

Let S i (p i ), i = 1, 2, n ,  be complete separable metric spaces.
Then the direct S =S ,x S ,x • • • x S „ is also a  complete separable
metric space with the metric

p(x, .3) ) = Pi(xi, yi) x =  ( X i ,  - ,  x .) , = (Yi Y„) E S

It is clear that X --=(X 1 , X 2 ,  • • • ,  Xn) E X(S) if and only i f  X i  E X(Si),
1=1, 2, •••, n.

Let Y 1={ X =(X „, 1 , X ,, • • - , a E A } b e  a  subsystem of
X (S ). Using Prohorov's theorem and recalling the fact that the
direct product of compact sets and the projection of a compact set
are also compact, we can easily see

LEMMA 3. 1. U7 is totally  bounded i f  an d  only  i f  U11 = {X 1 ;
E A} ( X (S )) is totally  L-bounded f o r every i =1, 2, •••, n.

Hereafter we a re  concerned with th e  metric spaces C_ =
C( — 00, 0], C+ = C[0, 00) and  C=( — 00, 00). The metric p_ on C_
was defined in Section 1, namely

(3.3)p g) = 2  Ilf-g11. 
1+  Hf - g11.

11h11„
m a x  /401

Similarly for p ,  and p  with
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11h11. max I h(t) I or max I h(t)I .
t

U sing Kolmogorov's idea , Prohorov [13] obtained a  useful
criterion for 72=X(C) to be totally L-bounded. We shall state it
in a rather restricted form which will be useful in Sections 4, 5
and 6.

LEMMA 3.2. 72 =X (C) is totally bounded if  there ex ist c>0 and
c„>0, n=1, 2, • • • such that, f o r ev ery  X ----_(X (t), t E (— c o ,  0 0 ))E  77,
w e have

(3.4) E[X (0) 4 ]<  c

and

(3. 5) E ft  X(t)— X(s)1 4 1  <  t  — s Vi z

Similarly for C_ and C .
The idea of the proof is as follows. Using Chebyshev's in-

equality, Borel-Cantelli's lemma and the usual technique of diadic
division, we can prove that, for every 6 > 0 , there exist ry(&) and
7„((9), n=1, 2, ••• (independent of XE 77) with

(3.6) P [  X(0)1 < 7( 6 ) , sup X(t)— X(s) I <  7  (6)1 > 1 _ 6
œ  "

for every XE 77.

Setting

K , = ff E  C ; f(0)1  <  ry( (9) , sup f (t) — f (s)I < 7  (6 )1
It n

we can write (3. 6) as P(X EK ,)>1— & . On the other hand Ascoli-
Arzela's theorem shows that K , is  a compact subset o f C (p). To
complete the proof, it is enough to apply Prohorov's theorem stated
above.

Using the same technique we can prove the following lemma
which will be useful in Section 7.

LEMMA 3. 3. T =X (C) is totally  bounded, i f  there ex ist c>0,

cu>0 , n =1 , 2, • • and A „E93(C), n=1, 2 , •••  su ch  th at, f o r every

X =(X (t), t E(— 0 0 ,  0 0 ))E  77, we have

(3.7)E [ X ( 0 ) 2 ]  <  c

for t I ,  Isl < n
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(3.8) E [  1 X(t)— X(s)1 4, X E A n ] < c„It — s1 2  f o r  Itl, Isi < n

and

(3.9) E  (1—P(X E As ) )  i s  convergent uniform ly  i n  XE32.

4. The Approximate Sum of a  Stochastic Integral

In this section a (f )  and b (f )  denote continuous functions of
f  E C _(p _), A  is a parameter set and [u , v ] is a bounded interval.
For each a E A we have a stochastic process Xn,= X 0,(t), — 00 < t <0 0

with continuous paths and a Wiener process B . such that

(4 .1 ) g 3 , (X ) v g3.,(d93„) is independent o f  53,„(d.B.) , u < t  < v

Then a(7-c,X1n)  and b(71-,X„) are continuous in t  with probability
1 and so

(4.2)1 a ,  =  a ( 7 r , X , „ ) d t  + L b ( n - , X 0,)dB.(t)

is well defined.
Let L (A ) be the approximate sum o f I °,  for c‘ {u = uo < u i

< • • • un  = :

(4. 3) /„(A) = E

It is clear that / 1
0,(A) —Jo,  in probability fo r  each a  a s  11 -111=-

(u— u 1 1)--- O,0, i.e., there exists 8=8(6, a )  such that 11 11 < 8 (6 , a)
implies P(1I.(A)— I .1> 6)<6.

LEMMA 4. 1. I f  { X ., a E A I is totally  L-bounded, then we can
take 8=8(6) independent o f  a  such that

(4.4) 11 A H < 8(6) im plies P(11.(A)—

for ev ery  a E A.
To prove this we shall first prove

LEMMA 4. 2. I f  a ( f )  i s  bontinuous in  f  EC, then  a ( 7 f )  i s
continuous in  two variables (t, f).

PROOF: Assume that t„—>to, f„--.1- 0 . Set / sup ( , I /, 1 , • ) .
Given any m fixed, we have
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117T- t n . f„ -7 r ,1 0 1 1 .

< II 7r„fo I I.+ II Tri n f o —  z t a f o

< I Ifn fo l l .+ 1 +  _sup< o l fo ( t+ Q —  fo ( t  + t o )I ( n , . ) .

Therefore P - ( 7 r t n f ,  z t 0 f0)— >0 and so a(7ri n f„) — . d(7rt o fo).
Now we shall prove Lemma 4. 1. Since {X„} is totally L-

bounded, there exists a compact subset K(&) of C  such that

(4. 5) P(X „E  K )> 1—
2

for e v e ry  ce E A

Since a (7 r , f )  and b (7 r , f )  are  continuous in  ( t ,  f )  by Lemma 4. 2,
they are uniformly continuous in  u < t<  v and fE  K , namely they
exists = 8(n)>0 for n > 0  such that

it —s < 6 ,  u  < t ,  s  < v  , p ( f ,  g ) <  8 , f ,  g  E K

implies

61(7rt f ) — a(zsg)1 < b(7r0 f ) —  b( 7T sg)1 <
in  particular

u < t, s < v ,  fE K
implies

1c1(7 rtf) — a(n'0f)1 < n IN 7 rt f ) — b(7r.sf)1 < , /  •

Using a  step function cp ,( t) :

q ( t )  =  u i _, o n  u i _, < t < u i ,

L(A) can be written in the integral form

=  L a ( ( i ) X ) d t

and so

L -1 , 4(.1)----1. (a(n.,(X,)—a(71-,, ( t ) X„))dt + .f u ( b (  tX .) —  b(7rwA c t ,X ,,,))dB„,(t)

Writing [ p ] „  for cp  truncated by n , i.e.,

[
P

] = q) (1991< n ), = 0  ( I P I> n )

and setting
V

ai(
A

)  =  [a (v tX .) — a(mp A ct)X.)]„dt + [b(7ctX„,)—b(n.,,(t)X,,,)]„d13„,(t),
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we can see that 11A l l < 8 ( n )  implies

P (L (A )  / — /c6(A)) _ P (X co K )< - 6
2

because I Paw — t K IIA ll< 8 (17). On the other hand, liAll<a(n)
implies

E[ IL(A)1 2 _1 2 v d t i 2i i 2d t 772 •c

(c = 2(v — u)2 +2(v — u))
and so

ePOL(A)1> 6 ) - 2-LC  =
6 22

    

if n = V63/2c,

Thus 11A l<a(v63/2) implies that for every a E A,

Icis— L (A )1  >  <  P(./ .(A )+  L — L (A ))+ P ( IL(A)1> 6 ) <  •

5 . One-sided Solutions

In this section we shall solve

(5. 1) dX(t) = a(n .,X)dt +b(7r,X)dB(t) (t >  0)

with the past condition :

(5. 2) X(t) = X_(t) (t < O),

where X_(t), t< 0  is  a  given stochastic process with continuous
paths and B (t), —  < t < 0 0  , is  a Wiener process with B(0) = O.
To do this, it is enough to solve the stochastic integral equation

(5. 1') X(t) = X(0) + t
oa(7z-3 X) ds + t b(71- s X)dB(s) t > 0)0

with (5.2) and

(5. 3) 93 —t(X) v 930,(dB) is independent o f  33t 0,,(dB) for
every t > 0

Let S2(93, P ) be the probability measure space on which X_(t),
t < 0  and B(t), — 00 <t <00 are defined. We can assume that

3-.0(X-) v53(dB) = L ,

since this does not make any essential restriction.
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In order to solve our equation, it might be necessary to enlarge
I 3, P ) , as we have explained in Section 1.

Let us impose the following assumptions.

(A . 1 ) a( f )  and b (f )  are both continuous on C_(p_).

(A. 2) There exist a positive number M , and a bounded measure
dK , on ( — co, 0] such that

a( f )  + I b(f)1 . 1ffi +) If (t)IdK ,(t).

(A . 3 ) E(X _(t) 4)<c t < 0

with a constant c.

(A . 4 ) g3--0(X-) is indepenpent of 930 (B).

The assumption (A. 4) is automatically necessary by (5. 2)
and (5. 3).

THEOREM 1. (Ex istence of  a one-sided solution). Under (A. 1),
(A. 2), (A. 3) and (A. 4), we can find a solution X (t) o f the stochastic
integral equation (5. 1') with (5. 2), (5. 3) and

(5. 4) E[X (t)4]<y e7t (t >  O),

where ry is a positive constant.

Remark: As we can see in the proof given below, (A. 2) can
be replaced by a weaker condition :

(A. 2') There exist a positive M  and a bounded measure d K  on
0

( — 00 , 0] such that a( f)1 4 + f ) 1 4 <M  +1  f  (0 1 4 dK(t)

We shall divide the proof into two steps.
( i ) Approximate poly gonal solutions. Take h > 0  and define

an approximate solution X h (t) by Cauchy's polygonal method.

(5. 5) X h (t) X _ ( t ) t < 0

= X h (nh)+a(n.„„X„((t—nh)+b(z„„X„)(B(t)—B(nh))

nh  <t < (n  +1)h  ; n  = 0 , 1 , 2, •

Take the step function q ( t ) :

(5.6)p h ( t )  =  n h n h  <t <(n  +1 )h  ; n  = 0, 1, 2, .
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Then X h (t) satisfies

(5.7) X h (t) — Xh (0)+ ,çt a(n.,,,( ,) Xh )ds+ t  b(7r,,,c ,,X h )dB(s) (t >  0)0 0
LEMMA 5.1.

(5. 8) ch(t) — sup E[Xh(t) 4 ] <  7e' , t >  0
,,--- f

with a constant 7=7(M, dK, c) which does not depend on h.

PROOF: We shall first show that

(5.9)c h ( t )  < 00 — co <  t < 00 .

Since ch (t )  is increasing, it is enough to show (5. 9) fo r t=nh,
n=0, 1, 2, • •-, by induction. It is clearly by (A. 3) that ch (0)<c<CXD.
If ch (nh)<00, then ch ((n+1)h)<00, because we have, for n h < t<
(n+l)h,

E(X,(t) 4 ) <  33 [E(X h (nh)4 +E(a(Tenh X0 4 )114 +3E(b(z .„,X,) 4 ) le]
< 3 3 Ech (nh)+(M+ HKI I c(nh ))(h4 +310] < cx)

by virtue of (5.5) and  (A. 2'), where UCH = dK(t).—
Applying Lemma 2. 3 to (5. 7), we have, for t>  0,

E(X„(t) 4 ) <  E(Xh (0)4 ) + 6 Yo E iVh(s) 4 +a(7rçon ( s ) X h )4 +b(n,cdCh )4]ds

<c+6V Eeh(s)(1+11K11)+M]ds ,

and so
t

ch(t) <c+6Cet,(s)(1+11K11)+M]ds .0
Since ch (t) <00 for all t > 0, we have

ch (t) Ç  ch (t)+M(1 + 1 IKID - ' <(e+m1+111(11) -

i e 6 C 1 + 1 1 K 1 1 ) t

by the method of iteration. Setting

7 -- max (c+M(1+11KII) - 1 , 6(1 +11KII)),
we get (5. 8).

LEMMA 5.2.

(5.10) E((Xh(t)— Xh(s)) 4) <  7.1t — s13 / 2

0 < s < t < n ,  n = 1 ,2 , •,
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where 7„ is a constant which does not depend on h but only on n,
M, X II  and c.

PROOF: It follows from (5. 7)

X h (t) —  X h (s) =  s a(7r, h ( u ) X h )du +S s b(7 0 0 X h )dB (u).

Applying Lemma 2. 4 to this, we have, for 0 < s < t< n ,

E[(X„(t) — Xh(s))1

< 8 .f YEECX,(u)— Xh (s)) 4 ]
E[(Xh(u) — Xh(s))4 +a(n- vh c.,X04 + b(7riph ( u) X h ) 4 ]d u

< 8  S V E [a h (u)—Xh (s))4 ]  M+ (IIKII+16)ch (u)du

8 VM+(111(11 +16)7e" s \/ E[(X„(u)— X„(s))4]du

by Lemma 5. 1.
Using Lemma 5. 1 again, we have

EUXh(t)—X„(s))1G 2 4 E[X„(t) 4 + X(s)'] <2 5 7e .

(0 < s < t < n )
Putting this in the above integral, we get

E[(X„(t)— X„(s)) 4 ] <7•(t — s)( 0 <  s  < t  < n )

with a constant 7', dK, c) independent of h  and putting this
in the integral again, we get

EUX,(t)—X„(s)) 4 ] <7„(t—s) 3 1 2

with another constant 7 „=7 „(in, dK, c) independent of h.
Applying Lemma 3. 2 to  th e  class o f  stochastic processes

t>  0) ; h>0} (=X(C ± )) in  view of Lemma 5. 1 and
Lemma 5. 2, we can see that {X,,, ; h > 0} is totally L - bounded.
It is evident that {X„=-=X_ : h>0} (c X(C_ )) is totally L-bounded.
Since X , (X h , we have

LEMMA 5. 3. {Xh ; h > 0} is totally L-bounded.

(ii) Finding a solution.
It is evident that {Bh ;  h > 0 } a n d  {X_, h - X_ ; h>0} a re
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totally L-bounded. Since { X , :  h > 0 }  is tota lly L-bounded by
Lemma 5. 3, {(X ,, B , X  ) : h>0 } is also totally L-bounded by
Lemma 3.1, so that we can find an L-Cauchy sequence ( X h o o ,  B, X),
n=1,2, ••• with h (n ) O. B y  Skorokhod's theorem (see Section 3),
we can construct ( Y„,B„,Y_,„), n=1, 2, •••, 0 0  on a certain pro-
bability measure space such that

(5.11)L ((Y  „, B „, Y _ ,) , (X „„ ) , B, X4) = 0 n = 1, 2, •••

(5. 12) P((Y„,B,„Y__,„),(Y,,o,B,.,,Y_,,.,))= 1

where the convergence is to be understood in the sense of the
metric in C xC x C_.

Since L((B„, Y_,), (B , X4)=0 b y  (5. 11) and P((B„, Y
(B,.„ Y ))= 1  by (5. 12), we get

(5. 13) (B, X4) = O.

I f  we can prove that

(5.14) 93 _,(Y ..) v 0 (d B ) is independent of 33,(dBc.,)

(5. 15) with probability 1,
17 ,0(0  Y _ „ ( t ) , t < 0 ,

(5. 16) with proaability 1,

Y (t) E 0 ( 0 ) +  a(7r,17
00 )ds+ o b(n-s Y,,,,)dBo,(s) , t < O ,

0

and

(5. 17) E(Y.,,o(t)4) <  701 t >  O,

then we can conclude that X(t) - - Y„,(t) is a solution of (5. 1) which
is to be constructed, by identifying (Bc.„ Y_, oe )  with (B , X ) as is
justified by (5. 13).

33--,t(Xh)\/330t(dB) is independent o f 33 (dB) by the definition
of X„ and 3 ( Y )  v53 8 ( d B )  is therefore independent o f  35,(dB)
by virtue of (5. 11) and so (5. 14) holds by (5. 12).

Since Y ( t )  and Y_,_(t) are continuous with probability 1, it
is enough for the proof of (4. 15) to prove

P(Y ,s (t) = Y _ „(t)) = 1 for each  t <  0 .
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But this is immediate from (5. 11), (5. 12) and the definition of X,,.
By the same reason as above, it is enough for the proof of

(5. 16) to prove for each t  that

(5. 18) with probability 1,

Y (t) =  Y o ,(0)+ Y _)ds +5 o b(7r8 Y,,)dB(s) .

Set

(5.19)I  n =  e a(7r s Y n )ds 0 (n-s Y n )dB n (s)

(5.20)

I n (h )  =  t
o a(7r,h (s)Yn )ds + 1

o b(7r, h ( „Y „) dB „(s)

= a(7r k h Y „)- h + a(71-mh Y „)• (t —mh) (mh <t < (m +1)h)k=u
b(7- k n Y „)[B((k +1)h)— B(kh)]+b(v„,„17  „)[B(t)— B(mh)]

(n = 1, 2, •••, 00 )

Since P(p(Y „, Ye0)—. 0 )= 1  b y  (5. 12), {Y , , ,  n=1, 2, • • •, 00} is
totally L-bounded and we can use Lemma 4 . 1  to  ge t 8(6) such
th a t hl < 8 (6 )  implies

(5.21)P ( 1 I „ ( h ) —  I n 1>  8 ) <  8 n = 1, 2, • ••, 00 .

Since Y „(t)= Y,,(0) + I n (h (n )) b y  (5. 7), (5. 11) and (5 . 20), we
have

FOY -.0(0—  Y .(0) 1 .  >  66 )

= P(1Y 0,s (t)— Y n(t))—( Y o (0)— Y„(0))—(L -  I n (h(n)) 1 >  66)
< P (1Y oo(t)— Y n (t)1 >  + Y„(0)— Y.(0)1> 6 )

+ P O  — I „ ( h ( n ) ) 1 >  48)

and so by (5. 12)

P (  Y-(t) —  Y-(0) —  L. > 66) < lim P(1I co — I n ( h ( n ) ) 1 >  46) .

But it holds by (5. 21) that

P (11 . — I „(h(n))1 > 46)
< ...(h)1> + P(1 Lo(h)— ,,(h)1>

+P(II„(h)—I„1> 6)+P(1I„—In(h(n))1>
<36 + P(1L(h)— „(h)1> 8)
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fo r  h —8(8) / 2< 8(8 ) a n d  n >n 0(8), where n0(8 ) is  the maximum
number n  for which h(n)<8(6).

By (5. 20), (5. 12) and the continuity o f a(7r8 f )  and b(7r8 f )  in
f  (see Lemma 4. 2), I n (h)-- L (h) with probability 1 as n  co by
Lemma 4. 1. Therefore

lim P ( —  I (h (n ) )1 > 4&) G 36

and so

P(IY --(t) —  Y .(0) —  L I >  68) <38 .

Since 6 is arbitrary, this inequality implies (5. 18).
Using Lemma 5. 1, we have (5. 17) as follows

E(Y ,(t) 4 ) <lim (Y „(t) 4 )  = lim E(X ,,c ,,,(s)4 ) < 7els .

6. Stationary Solutions (1)

Consider a stochastic differential equation :

(6. 1) dX (t) = a(7r,X )dt +b(7rt X )dB(t)

under the assumptions (A. 1) and (A. 2 ) (or (A. 2 ')) imposed in
Section 5. Since X_(t)=----- 0 satisfies (A. 3) and (A. 4) in that section,
Theorem 1 shows that there exists a  one-sided solution of (6. 1)
with the past condition :

(6.2)X ( t )  --=== 0 (t < 0)

The solution constructed in this theorem satisfies

(6. 3) E[X (t)4]<ryelt (t >  0)

with a constant 7 E (0, c o ).

No we shall prove

THEOREM 2. If th e  one-sided solution X (t) mentioned above is
bounded in the 4 -th  moment, i.e.,

(S) E[X (t)4]< a (t >  0)

with a  donstant a E (0, 00 ), then there exists a stationary solution
o f (6. 1). (See Section 1 for the definition of a stationary solution.)
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PROOF: Write X s (t) and Bs ( t )  for X (s +t) and B(s+t)— B(s),

respectively. Then we have

(6. 3) dX ,(t) = a(7c,X 3 )dt +b(7r t X ,)dB„(t) t > — s

(6. 4) Xs(t) 0 t < — s

and B , is clearly a Wiener process with B 3 (0)=0.
L e t P s  denote th e  probability law o f  (X, , Bs )  which is a

probability measure on C2 ( =C x C ) and Os th e  sh ift operator on
C2 , i.e.,

(I ', g e ) =  MI; g)

i f  a n d  on ly  i f  f(t)= f (s + t), R(t)= g(s + t) —  g(s). Noticing that
(X s , B 3 )=0 3 (X , B )=0 3 (X 0 , Bo ), we have

(6. 5) Ps(E) = P0(0 _,E) .

Since 7z. s  f  is continuous in  (s, f ) E —  C O ,  0 0 ) X C, it is easy to
see that 13

3 ( E )  is Borel-measurable i n  s  fo r  every EE 33(e).
Therefore

(6. 6) Q T (E ) = V  P,(E )d s
T  0

is also a  probability measure on (C2 , 33(C)).
B ,  is  c learly  to ta lly  L-bounded by Lem m a 3. 2, because

E(B 3 (0)4 )= 0 and

E((B3(v) — B3(u)) 4 ) = 3(v — 11)2

 < 3
 V2—n 1o — u 13 / 2

f o r  u 1 , 11) 1<n.
To prove that { X ,, s>0 } is also totally L-bounded, we shall

verify

(6. 7) E(X3(t)4) <

(6.8)E ( ( X 3 ( v ) — X 3 ( u ) ) 4 ) 71v—  u 13 / 2

with some constant y. (6 . 7 ) is clear by (S). Since X s (t)= X (s +t),
it is enough to prove that

(6. 9) E((X(v)— X(u)) 4 ) <  71y— u1"2 .

Noticing X(t)=- -- -- 0  for t <0, it is also enough to prove (6.9)  for
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v> u> O. S in ce  X  satisfies (6. 1), we have

X(v)—X(u) La(7-c,X)dt+ b(7r t X)dB(t).

Using Lemma 2. 4, we get

E((X(v)— X(u)) 4 )

< 8  L' N/E((X(t)—X(u)) 4 ) Y EqX(t)— X(u)) 4 +a( X) 4 +b ( X ) 4 )dt

< 8 \/(16 + M  
u
YE(a(t)-X(0)4)dt

But
E((X(t)— X(u)) 4 ) <  16a

by (S).
Replacing the integrand in the above integral with N/16a, we

get
E((X(v)— X(u)) 4 ) < 7 1(v — u) (71 constan t)

and replacing the integrand with N/ryi (t — u), we have

E((X(v)— X(u))A) < 7(v — u)3 1 2 ( 7  constant) .

Thus we have proved that both {X s , s> 0}  and  {B8 , s> 0}
a r e  totally L-bounded. Hence it follows by Lem m a 3 . 1  that
{ (X , B e ), s> 0 }  is also totally L-bounded. Therefore we can find
a compact subset K= K(6) of C2 independent of s for every 6 > 0
that P2 (K )>1 - 8 ,  so that QT (K )>1— &. Since K  depends only
on 6 , {RT , T > 0 }  is also totally bounded. Therefore there exists
Tn  0 0  such that Q T .  converges to a certain  probability measure
Q on C2 in  the Prohorov distance.

Let (X , /3) be a  C2-valued random variable whose probability
measure is Q .  Now we shall prove that

(6. 10) -13(t) is a Wiener process with /3(0)=0,
(6. 11) X- (t) is strictly stationarily correlated to dB,
(6. 12) 3 3 , ( X ,  dB) is independent of 93t c o (dp),

and

(6. 13) dg(t)--- a(n- f g)dt +b(7r,g)dr3(t) ( — 00 ‹t <°°)-
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Once we prove this, we can see that .g(t) is a  stationary solu-
tion which is to be sought, by identifying B  and B.

Taking any bounded continuous function p  on the m -space

and observing

EPp(B (t i ), •••, B(t„,))]

- l i r n  
1 1 r n  EEP(Bs (t i ), •••, B s ( t ) ) ]d s

T h

- ap(B(t,), • • • , B(t„,))] ,

we can see that B (t) has the same probability law a s  B(t), so that
B (t) is a Wiener process with B (0 )= 0 .

Observing also, for any bounded continuous cp and Jr and for
any fixed t,

EPp(g(t, +t), • • g(t,„+t)) * (B (v i + t ) —B(u, + t), • • • , B(u k + t)—B(u k + 0)]

Ern 
1

a p ( X s (t i +t), •••)*(B s (v y +t)— B ,(u,+t), •••)]ds

lim 1T
,ç n  E[P(Xs+t(t,), • • •)*(-13,+t(v1) —  Bs + ,(u,), • • •)]ds

lim arp(X s(ti), •• .)*(13,(v i )— Bs (u,), •••)]ds
T

E P -p(X s (t,), • • •)*(B s (v,)— B s (it i ), •••)]ds
o

E[p(i(t,), • ••)*(B(v,)—  B(u,), •••)]

we can see that and dB are strictly s ta t io n a r ily  correlated.
In order to prove (6. 12) and (6 . 13), it is enough to show that,

for every S,

(6. 12') 93— a)  9 3 _ s t (S -", dB) is independent of , ( d B ) ,

— s<t <0  0  ,
and

(6.13') .7Z (t)=-- fC(— S)+ a(7r„ -X )du + ,f t  b(7.„<t)dB(u) ,
_s _s

— S  <t < c o

Use P s a n d  T „ determined above to define th e  probability
measures on C2:
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(6. 14) Qs, T„(E) — 1 7." 
P s ( E )  d s  , n >  n o(S)

T „—  S s

where no (S ) is the minimum number n  for which T ,.> S  .

For any bounded continuous function f  on C2 ,  we have

lim f (60)Q s, T ,s(dw)
C2

=  l i M  1T . " f (6)) P s (do) ds
T  „— S  s  c 2

lim T "  2 f  (0))Ps (dco)ds
T n  o  c

= l im 1  
2

f (o))Q T n (do))
c

= fico)Q(c10).
e2

Qs,T.— Q in the weak* convergence and so in the Prohorov distance.
Using Skorokhod's theorem, we can construct ( Y ,  n=no(S),

no (S )+1, • • , co on a certain  probability measure space such that
(6. 15) th e  probability law o f  ( Y„, On )  i n  Qs ,T n  f o r  n= n o(S),
n o(S)+1, • • • and that of ( Y ., S c o )  is Q, and

(6.16) ( Y., - S . )  in the metric in  C2

with probability 1.
( Ye.„ ,S.) and (z , B ) have the same probability law Q  and

therefore Oc o  is  a Wiener process with /3.(0)= O.
S„ in also a Wiener process with /3„(0)— 0 for n > n o(S ), because

we have for any bounded continuous function q, ( 1 , •••, L ) ,

E[P(0,,(t ,), •• 12 . ( 4 ) ) ]

1
T  — S  

n EDp(B s (t ,), • • • , B s (t „,))]d s
s

= p(B (t,), • • • B (t.))]

Now we shall prove

(6 . 12") 93 --t(Y.) v93_3t(Y., O n ) is independent of
—S <  t <  CO

and
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(6. 13") Y(t) = Y„( — S ) +  s a(7z-„Y „)du +  s b(z„ Y,0d0„(u) ,

—s-<t<  0 0

with probability 1.
Noticing that 33,(X 2 ) y 33 t (X 3 , dB ,) is independent of q3t-(d133)

for — S <t<c - c  a s  fa r  a s  s > S ,  and observing, for any bounded
continuous q - - , ( 1 , • • • , 7 1 1 ,  • • • ,  V q )  and 'qr( i, •••, and for s „ •••, sp
<t ,  — S <t„ • • • ,  t g < t  and t < u „  •••, u,,

E{ ?(Y „(s i ), •••, Y „(s p ), O n (t„ t) , •••, 4 ,(4 , t))/r(/ 1(t, 111 ), •••, le n (t, u,))]

1 T n ,EET.(X s (s,), •••, B s (t„ t), •••)*(B s(t, u 1 ), •••)]ds
T „— S  s

1 sfT" ET(p(X ,(s i ), •••, B s ( t„ t) , •-•)]E [* (B ,(t, u 1 ), •••)]ds
s

1 s

E

T "  a c p ( X , ( s i ), • • • , B s (t„ t), • - A d s .  E [*(0 .(t, u1), ...)]T 

aPP(17 (s ,), •••, /3„(t„ t), •••)]E(*(0 n (t, u i ), •••)] ,

we can see that (6.12") is true where ,8„(u, y) and B s (u , u )  stand
for 73„(v)— On (u )  and B s (v)— B s (u )  respectively ; in the computation
above, we used the fact that both B , and 0„ are Wiener processes
and so have the same probability law.

It is clear by the definition of (X ,, B „) that

f t
(6. 17) X s (t)  =  X ,(— S )+ a(7r,„Xs )d u +Sb (z i ,X ,)dB ,(u)

-s -s

with probability 1, as far as s < S .

Noticing that both sides o f (6. 17) a re  g3(X3 , Bs )-measurable
by the definition, there exist Borel measurable functions T . and *
defined on C2 such that, with probability 1, p(X s, B s)  and fr(Xs, B .)
are equal to the left and right sides respectively for each t >— S ,

as far as s > S .  Therefore we have

Y„, ren) — 1K Y., 0 . )  = 1 T n E ( P(X ,,B s) — *(X ., B .)1)ds =0
s

by (6. 17). Thus p( Y„, i3 „)=*(Y”, O n ) with probability 1 and so
(6. 13") holds with probability 1 for each t E ( — S, co). But both
sides of (6. 13") are continuous in  t  with probability 1, we can see
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that the exceptional set of probability 0  can be taken indently of
t. Thus (6. 13") is proved.

Noticing (6.16), we can derive (6.12') and (6. 13') from (6.12")
and (6. 13") respectively by the argument we used at the end of
Section 5.

7. S ta tio n a ry  Solutions (2)

We shall find another condition for the existence of a station-
ary solution of the stochastic differential equation (6. 1).

(A. 1) and (A. 2) are assumed here as in the previous section.
We can replace (A. 2 ) by a weaker condition :

(A. 2") la(t) 2 + I b(f)1 2M +  r' If(t)1 2 aqt)

with a positive constant M  and a bounded measure dK on ( — D O , 0].
Since (A. 2") is stronger than (A. 2 ') (with different M  and dK) in
Section 5, we can construct a one-sided solution X (t) of (6. 1) with
the past condition :  X(t)=-=-0, t < 0  under the assumption (A.1) and
(A. 2) (or (A. 2")), by virtue of Theorem 1 and the remark immedi-
ately following it.

Now we shall prove

THEOREM 3. If th e  one-sided solution X (t) mentioned above is
bounded in the second moment, i.e.,

(S) E(X (t)2 )< (t >  0)
with a constant a, then there exists a stationary solution, provided
dK has a compact support.

PROOF: Take a > 0  such that the support of dK is contained
in [ — o, 0 ] .  The proof goes in the same way as in the proof of
Theorem 2  except in  proving the fac t th a t {X s =-61

s X ; s> 0}
(03 X(t)-----_X (s+ t)) is totally L-bounded. To prove this, we shall use
Lemma 3.3.

We shall start with two lemmas.

LEMMA 7. 1. There exists G=G(6,1) such that

(7.1) P (  sup I X(t)1 >  G ) <6
, sts.+1

for every s> 0 .
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PROOF: Introducing two processes

à(t) = a(7r,X) ( t >  O), 0 ( t  < 0 )
and

b(t) =  b( 7r t X )  (t >  0) , 0 <O )

we obtain
t

X(t) = X(s)+S g ei(u)du+ s b(u)dB(u)

Since
S sup 1 X(t)

< I X(s)1 + V+1 â(u)Idu + o p + ,

( = U+ Vs+ W)

< <

t
., b(u)dB(u)

   

we have

P (S > G ) P ( U > ) + P ( V > - - 3—G ) + P ( W > - - ) .

Using (A. 2'), (g) and the property of stochastic integrals, we have

< 3E(U) < 3. E (X (s) 2) <  3-\/  
P ( 3 ) G  —  G —  G

P (V >  —G ) < 3 E ( V ) r + 1 /  E ( a ( u ) y d u3 / G G  i s

<
3 1

N/M+IlifilaG

and

P (w  > 2 -) <  ( ) 2 FI E(b(102 )dti < -9-1-01+11K-11 a) •3 G  s G2

Therefore we get

P ( s >  G ) <  + 82

G

1 8 3 1

—  G + G2
: constant)

and so we can find G =G(6, 1) for which (7. 1) holds.

LEMMA 7. 2. T here ex ists p= ts(G, 1) such that f o r every  s and

f o r every  u, y  E [s, s+1], w e have

(7. 2)E [(X (v )—  X (u ) ) 4, s u p  IX (t)1<  G ] <  a u — u .
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PROOF: W e sh a ll u se  -.4(0 and b(t) in  th e  same meaning as
above. We shall define  X ( t )  by truncating X (t) by G, i.e.,

X G (t) =  X ( t)  o r  0

according a s  IX(t)l <G  o r n o t. Similarly we shall define ã G (t) and
bG (t) respectively by truncating ã(t) and  h (t) by °G -M
Now we shall consider the stochastic integral :

L G ( u, v) = aG (t)dt bG (t)dB(t),

and observe

EUG(u, v)4 ] <8E [(  i i , ( u ) d t l l  + 8 E R  1: eiG (t)dB (t)ll

E [ (  "a" G (u)dt) 2 ] < cet(v

and

E [( 6   E R ,1 bG (s)dB(s)) 2 bG (td d t

(use Lemma 2. 1)

2

<  6 c e r ' E [ (  bG (s)dB(s)) ]dt
u
y

< 6ce 2
G E(b G (s)2 )ds dt --= 3ctav u) 2 .

u u
Thus we get

E(/G (u, v)4 ) <  8 a( l 2 + 3)(v— u)2( s  <u  <v  < s  +l)

If s u p  IX(t) <G , then we have XG= X(t), eiG(t)== bG(t)s-cr<t<s+1
= b ( t )  and so / G (u, v)=X(v)—X(u), as far as t, u, v E [S, S  i], because
the support dK  is contained in  [—a, 0 ] .  Thus we get

EUX(v)— X(u)) 4 , sup X(t)1 < G]

< E [I G (u, 0 4 ] <8c4(1 2 + 3)(v — u)2 ,

which proves Lemma 7. 2.

Now let us prove that {Xs , s > 0 }  is totally L -bounded. Using
Lemma 7 .1 , we have, for Gn =G(2 - ", 2n+ (7),

(7.3) P (  s u p  I X 3 (t) <G , 4) = su p X(t)1 <G u)<1 — .
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Using Lemma 7. 2, we have, for u, y E [s—n, s+n]

E[(X(v)— X(u)) 4 : sup X(t)1 < G „] < 7 „(a — u)2

(y,, = (G ,,, 2n + a ) )  ,

and so, for u, y E  — n , n]

(7. 4) E [(X 2 (v)—X2 (0 4 , sup I X s (t) < Gd < 7n(v— u) 2 .

Writing A n for the set I f  E C : sup f)1< G ,J, we have
t "

Er(X,(v)—X s (u))", X  E A n ] < y n (v—u) 2( u ,  y E [  — n, n])

by (7. 4) and
P(X, E A n ) > 1 - 2 - " (s > 0)

by (7 .3 ) . It is clear by (S) that E(X 2 (t) 2 )< a  for every t E (— 09 , o c )

and s > 0 .  Thus we have proved that IX 9 , s> 0 1  satisfies the
assumptions in Lemma 3. 3, so that it is totally L-bounded.

8. Stationary Solutions (3).

In the previous section 6 and 7 we presented some sufficient
conditions for the existence of a stationary solution of the stochastic
differential equation :

dX(t) = a(77-,X)dt +b(7r,X)dB(t) ,

using a one-sided solution of this equation with the past conditions :
t < 0 ;  the existence of a one-sided solution was discussed

in Section 5.
In the present section we shall use the results obtained in

Sections 6 and 7  to give sufficient conditions for the existence of
a stationary solution in terms of the coefficients a  and b.

We shall begin with three lemmas.

LEMMA 8 .1 .  I f  r (t) an d  e(t) are  continuous o n  [0 , co), an d  i f

(8. 1) r (t)— r(s )<  —  te s r(u)du s (u)du (0 < s < t  < o c ) ,

where (3 is a  positive constant, then

(8.2)r ( t )  G  r ( 0 ) + 1. e-i'"'-"'e(u)du
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PROOF: W r ite  r o(t) for the integral appearing in (8.2) and set
r 1(t)=r(t)— r 0(t)— r(0). r o(t) satisfies

r(t) ----- —13r0(t)+e(t)

and so

ro(t)—r 0(s) = 1 3  r  o(u)du e(u)du

It follows from this and (8. 1) that r 1(t) is continuous and

(8.3)r i ( t ) — r , ( s ) < ri(u )d u  a n d  r 1(0) = o.

To prove (8. 2), it is enough to prove that r 1(t) < 0 .  I f  r 1(t) > 0
for some t ,  then r 1(0)= 0 implies that there exists a n  interval
[s„ 0 0 )  with r, ( t J> r i (s,) and r 1(t) > 0  on [s„ t 1] ,  which
contradict (8. 3).

LEMIVIA 8. 2. Suppose that p(t) is continuous and satisfies

(8.4)p ( t ) < c c + e-i(t-"p(s)ds ( 0 <t<0 0 ) ,
0

weere ce, 13 and 7 are all positive constants. If

(8.5)7 >  I

then p(t) is bounded; in fact,

(8.6)p ( t ) <
— 7- 0

PROOF: I t  is easy to verify that

(8.7)P o ( t )  (7 - - 1
8 e t)

7 - 13

satisfies

(8.8)P o ( t ) a +1 9 e - " - s) po(s)ds ( 0 <t<0 0 ) .
0

Therefore pi(t)=-- ---P(t)— po(t) satisfies

Pi(t) cice-s)p,(s)ds ( 0 <t<0 0 ) .

Hence it follows by the method of iteration that
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4"t"Pi(t) < m ax  pi (s)1 0 (n 0 0 )  .

n!

Thus w e get p(t) < p o (t) <a71(7— 4).

LEMMA 8. 3. Suppose th at  r ( t )  is continuous and non-negative
on [0, oc ) and satisfies

(8.9) r(t) —  r(s ) ( — ay(u)+ se r(u)+ 7)du (0 < s <t < 0 9 )

w here a, ,8 and 7 are constants and

(8.10) a > O , y> 0 .

Then r (t )  is bounded.

PROOF: I t  is  c lear th at Q(0)=--. — ce02 + ,80 +7 < 0  on a certain
half line [O n , Do). W e shall prove that r(t) <max (r(0), Og). If r(t) >
max (r(0), Oô) for some t > 0, then there exists an interval Er1, t1] cii
[0, co] such that " r ( t , )> r (s , ) "  and " V r(t)>O o ,  i.e ., Q(\/r(t))>0
on [ s „  t , ] " .  It follows from the second condition and (8. 9) that

t,
r(t 1 ) —r(s 1 ) Q(V r(u))du < 0 ,

si

which contradicts the first condition r(t,) > r(s ,).
Now we shall use Theorem 2 to derive

THEOREM 4. Suppose that a ( f )  is  o f  the form

(8.11)a ( f ) — a 0 (f)f( 0 ) +a1(f)

with a 0 ( f )  and a 1 ( f )  continuous in f EC_ and that b (f) is continuous
iu  f E C . Furtherm ore w e assume the existence of positive constants
m, M, Ml and M, and bounded measures dK, and dK, on (— 00, 0]
fo r  which

(8.12)m  <  .20 ( f )  <  M

(8.13)a , (  f  ) 4 < M 1f  ( t ) 4 dKi (t) ,

and

(8.14)b (  ) 4 <  M 2 + (t)4 d K,(t) .
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Then there exists a  stationary solution of

dX(t) = a(7r,X)dt+b(7r t X)dB(t) ,
provided

(8.15) m>11Kii , 3
1/4-r —HK22

1/2

Remark. (8.13) can be replaced by

I a,( f )1 I f  (t)IdK ,(t)

or 

lai(f)12 If(t)12clK1(t),

because each of these conditions implies (8 .13 ) with different M,
and dKi . Similarly for (8. 14).

PROOF: It follows from (8. 11), (8. 12) and (8. 13) that

(8. 16) a( f ) 4 < 8 a o ( f ) 4 f (0)4 +8a,( f ) 4

0
<81144 f (0)4 + 8M, + 8 f ( t ) 4 dKi (t)

=  M + f(t)4 dR(t),

where /a=8M , and dK=8dK 1 +81114 80 (8 0 —the s-measure concen-
trated at 0). By virtue of (8.16) and (8.14) we can use Theorem
1 (and the remark immediately following it) to find a  one-sided
solution with the past condition :  X (t )= - 0, t < 0  such that E(X (t) 4 )

( -0 0 < t< 0 0 ) for some 7 > 0 .  To prove the existence of a
stationary solution, it is enough to verify (S ) in Theorem 2  for
this one-sided solution.

Write r (t ) for E (X (t) 4 )  and set

p(t) =  sup r(s).
, st

It is clear that r(t) < p (t )< ry e lt. Now we shall prove that p(t) is
bounded.

By an assumption we have

(8. 17) E[a(7t- t X )4 ]  <  + p(t) ,
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(8. 18) E[a1(7r,x)4 ] < M, + I IK,11 p(t) ,
and

(8.19) E[b(z , X )4 ] <M2+ 11K211P(t).

Applying Lemma 2 .1  to

X(t) —X(s) = a(7. X) du „X) dB(u) (0 < s < t) ,

we get

EL(X(t)— X(s)) 4]

_< 4 t .ELI(X(u)—X(t))3 a(n.„X)I]du + 6 S t  EUX(u)— X(t))2 b(74X)2 ]du.

Using

41(X— Y)3Z1< 3(X— Y) 4 +Z4 < 24X 4 + 2417 4 + Z4 ,
2(X—X)2 Z2 G (X— Y)4 + r<  8 X 4 +8Y 4 +Z 4 ,

(8.17) and (8. 19), we get

E[(X(t)— X(s)) 4 ] < t  (71+ 72e") du

with some constants 7, and 7 2 , and so

Ir(t) 1/4 — r(s) 1/4 14E ((X (t)—  X (s)) 4 ) (7 + 72e ) du.

This shows that r (t ) is continuous in  t> 0.
By similar arguments we can easily see that ETIX(u) 3a(n-„X)1],

E[IX (u) 4a,(7r„X)1], E[IX(u) 3a,(7r„X)I] and E[X(u) 2b(7-4,X)2 ]  a re  all
bounded by a  function of the form 71 +7 2 elt. Therefore we can
apply Lemma 2. 2 to

X(t) = X(s)+5
t

 a(7-1-„X)du (74,X)dB(u)

to get

E(X(t) 4 ) — E(X(s) 4)

<  —  E [a ,(74 ,X )X (u ) 4 ]du + E [ X ( u ) 3a,(7r„X)]du

+ 6  E[X(u) 21)(71- „X ) 2 ] du
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< —4m t E(X(u) 4 )du+ r E[3c.X (u) 4 + l a
"  

(n. X ) 4 ]du
c "

+ 3  E[d. X (u) 4 + lb(n-„X ) 4 ]du ,
d

where c  and d are positive constants and will be determined later;
we used 4X' Y<3X 4 + Y ' and 2X 2 Y 2 < X 4 + Y' in the above obser-
vation.

Using the results obtained above, we have

r(t)— r(s)
K—(4m-3c —3d) t  r(u )d u  +sk  + ( M il +311211) p(u)]du ,

 c 3d

where k = Mi I c3 +3M ,I d (=constant).
I f  we assume that

(8. 20) 4 m -3 c -3 d  >  0,

then we can apply Lemma 8. 1 to get

(8.21)

r(t) ‹ :  e x p  —(4m —  3c — 3d)(t — u)]•[k + (11Kill + 3I1K211 .)p(u)]du
c3d

Noticing that if e(t) is increasing, then

.çt 
e - o " - " ( s ) d s

e - g t

 ( 0 ) +
1. 1_ e-oct-s) 

d ( s )0

is also increasing in t ,  we can see that the right side o f (8. 21) is
also increasing, so that the left side o f (8. 21) can be replaced by
r(s) for every s < t  and so we get, with some constant k,
(8.22)

p(t) <  +31i 2H) .Çto exp [ —(4m — 3c— 3d)(t — u)]p(u)du .

Applying Lemma 8. 2 to this, we can see that p(t) is bounded,
provided

m >  1  ( 3 c  + IIK,11) ±  3  (d + IIK211) .(8.23)
4 \ c '  / 4  \ d  I

notice that (8. 23) includes (8. 20).
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Setting c=111f
1
lli/4 and d =IIK,11"2 , we can see that p(t) is bounded

under the condition (8. 15); in  fact (8. 15) is  the best condition
among all conditions of the form (8. 23).

As an application of Theorem 3 we shall prove

THEOREM 5. Suppose th at a ( f )  and b ( f )  are  w ritten  in the
form :

(8.24) a ( f )  =  a 0( f ) f ( 0 )+ a 1( f ) ,  b ( f )  =  b 0( f ) f ( 0 )+ b 1( f )

w ith a o ( f ) ,  a , ( f ) ,  b 0( f )  and b 1( f )  continuous and bouhd ed  in f  ECC .

Then it is suf f icient for the existence of a stationary  solution of the
stochastic dif ferential equation:

dX(t) = a(z t X )dt+ b(z,X )dB (t)
that there ex ists a constant m > 0  such that

(8.25)2 a 0 ( f  ) + b o ( f ) 2 < —m
fo r  every f  E C .

PROOF: By our assumption we have a constant M which bounds
a 0( f ) , f  ,  o ( f )1  an d  bi ( f )  I from above. Therefore

(8. 26) a( f)1 + Ib( f)1 < 2M +2M1f (0)1
and so the conditions (A. 1) and (A. 2) in Theorem 3 are satisfied.
To prove our theorem, it is enough to prove that a  one-sided
solution X (t )  with X(t) ==- 0, t <  0 , satisfies the condition that
E(X(t) 2 )  is bounded in t > 0 ;  we can assume that X (t)  satisfies
E(X(t) 4 )< 7 0 1  fo r  some constant y>0.

Using a formula on stochastic integral [4], w e have

(8.27) X ( t ) 2 — X(s)2 = 21 t X(u)a(7 X )du  + 2  X (u )b (zX )dB (u )

+ b(71-„X) 2 du .

Taking the expectations o f both sides o f (8. 27) in view of

E(IX(u)a(n.„X)I)+E(IX(u)b(7r„X)I)
1<2ME(X(u) 2 ) +2ME(IX(u)l) < ME (X(u) 4 +1 ) +  M E(X (u ) 4 +3)
2

5 3 „< —
5

M + -
3

M E (X (u)A )<  M  +— y e" ,
2 2 2 2
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w e get, for 0<s<t<00,

(8.28) E (X (t ) 2 )—E(X(s) 2 )

= 2 5t E(X(u)a(2r u X))du+ t b(2r„X)2 du

= 5 '  E[(2a,(7rX)+ b o (2r„X)2 )X(u)2 ]du

+2 a ( a 1(2r„X)+ b1(7t X)b 0(2r„X))X(u)] du

+5 t E[b i (n-„X)2 ]du

E(X(u) 2 ) +2(M+M 2 )E(IX(01)+M 2 ]du

< I E— mE(x(0 2 ) +2(M+M 2 )\/E(X(u) 2 ) +M ldu

The continuity o f E(X(t) 2)  follows from

1E(X(t ) 2 ) 1 / 2  _ E ( X ( 9 , 2 , 1 / 2  2) ) < E[(X(t)—X(s)) 2 ]

= 2 5t E[(X(u)— X(s))a(z u X)]du +1 '  E[b(n-„X) 2 ]clu

which can be verified in the sam e way as above.
Therefore we can apply Lemma 8. 3 to  r(t) =-E(X(t) 2 )  to see

that E(X(t) 2 )  is bounded.
As a second application of Theorem 3 we can prove the follow-

ing theorem which is similar to Theorem 4.

THEOREM 6. Under the same assumptions a s  in  Theorem 4
except

(8. 13')

(8. 14')

instead o f (8.13) and (8.14), there exists a  stationary solution of
the same stochastic differential equation, provided

1(8. 15') m>11K1111/2-1--
2

11K211

and

(C )  the supports o f dK, and dK, are bounded.

ai(f)2 <M 1 +5 °  f ( t ) 2 dK1(t)

b(f) 2 <M2--F °  f ( t ) 2 dK2 (t)
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PROOF: Since the integrability of the integrals appearing here
will be proved in the same way as in Theorem 4, we shall carry
out only the formal computations.

Using Theorem 3 in view o f (C), we can see that it is enough
to show the boundedness of E(X(t) 2 ).

By virtue of a formula on stochastic integrals [4 ] we get

t t t
X(t) 2 —X(s)2 ---= 2 X(u)a(z. „X) dt + 21 X(u)b(n - „X) dB(u) + b(7r„X) 2 du

s s s
and so

t
E(X(t) 2 — E(X(s) 2 ) = E [2X (u ) a (z. „X) + b(7r „X)2 ] du

< —2m t  E[X(u) 2 ] du + t  E[2X(u)a
1
(744X)+ b(7r„X) 2 ] du

< —2m t  E[X(u) 2 ]du + t  E[cX(u) 2 + )- a ,(. c X ) 2 + b(z „X)2 ]duC-- 

(c = IIK1111 1 2 ) •

Setting r(t)=E (X (t) 2 )  and p(t)— max r(s), we get0<st
r(t)— r(s)

< — 2m St  r (u) du d S [(c + --- IlKill+ IIK211) c(u) + ddu
s s

(7
 1 m i+ m, )

1c
t t

— — 2m s r (u) du + . f s [(211K ill '  + II K-211) P(u) + 7] du .

Hence it follows by Lemma 8.1 that

r(t) < t
o e- 2 'nct-  s ) [(211K ill'  + IIK - 211) P(s) + Ads

< 2L-±(2111c111"2 +11K211))
v

 e -2 'n't- s)p(s)ds .— 2m 0

Now use Lemma 8. 2 to conclude that r (t ) is bounded if
m>11K111112 +11K211/2.

The following theorem is an immediate result from Theorem
4 and Theorem 6.

THEOREM 7. Under the same assumptions as in Theorem 4 except
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(8.13") colf(t)IdK,(t)

(8.14") lb(f)1 c„clf(t)IdK2(t)

instead o f (8. 13) and (8. 14), there exists a  stationary solution of
the same stochastic differential equation, i f

(8.15") m>11Kili+-
3

11K-2112.2

In case the supports o f dK, and dK2 are bounded, (8. 15") can
be replaced by a  weaker condition:

(8. 15" ) m > K, -111+ l i K 2 112 .
2

PROOF: By virtue (X + Y ) 2 < ( 1 + ) X 2 +(1+&)Y 2 (&>0) and

the Schwartz inequality, (8. 13"), and (8. 14") imply

la1(f)1 3 < (1 + 1
8 ' ) MT+(1 - 1- 011Killri If(t)1 2 dK1(t),

lb ( )12 <  (1+  F (1+ )11K2I1 S ° I f  (t)1 2 dK2(t) ,

la1(f)1 4 < (1 + - 1
8-4 Mt-F(1+8) 3 11K1 113 f  i f ( t ) I 4 dK,(t)

and
1 3

I b(f)1 4 <
0

(1+ M I-F (1+0 3 IIK2113f ( t ) 1 4  d K 2(t)

I f  (8. 15") holds, then we have

n2>(1 - F6)314 HICi ll - k=3
– (1d- er 2 MH 2

2

m > ((1 + 8 )3 I ler +  [ ( 1 + 6 )3 11K2114 ]h/2

by taking small & >0 . Now we can apply Theorem 4 to prove
first part of our theorem.

The second part will be proved similarly by Theorem 6.
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9. Borel Algebras Related to the Stationary Solution

Let X (t) be a stationary solution of the stochastic differential
equation :

(9. 1) dX(t) a(7r1X)dt +b(7r t X)dB (t).

We shall prove some facts concerning the Borel algebras related
to the solution X  and the Wiener process B.

The following three relations seem to be interesting :

(9.2)

(9.3)

(9.4)

93_,„(X )=33,(dB ) ( — 00<t<00),

A 93--t(X ) =71 ,

33, (X )= 9 3 , (X )v 9 3 „ (d B ) ( —  00<s<t<00),

where 72 is a triuial algebra which contains only sets of probability
0 or 1.

It is evident that (9. 2) implies (9. 3).
In the general cases discussed in  th e  previous sections we

neither proved nor disproved these relations. In the next three
sections we shall discuss some special cases in which (9. 2) is true.
In Section 13 we shall discuss the diffusion defined by a stochastic
differential equation with coefficients satisfying the Lipschitz con-
dition fo r which (9. 4) holds but (9. 3) does not always hold. In
Section 14 we shall mention an example for which (9. 4) does not
hold. In Section 16 we shall give a  two-dimensional stochastic
differential equation fo r  which both (9. 3) and (9. 4) are true but
(9. 2) is false.

I f  X  is  a  stationary solution of (9. 1), then X  is strictly
stationarily correlated to d B . In the following Theorems 8 and 9
we shall only assume this property.

The following theorem will be used in Section 16 and a similar
fact for the discrete time parameter case was discussed by M.
Rosenblatt [1 4 ] [1 5 ] [1 6 ].

THEOREM 8. Assume th at X  is strictly  stationarily correlated
to dB.

( i )  I f  (9.2) holds, then
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(9. 5) E[lh(X(t))—E[h(X(t))193 0 ,(dB)]1]—> 0 (t cc.)

f o r every bounded B orel measurable h() defined on 1P.
(ii) I f  (9. 5) holds f o r o n e  bounded monotone function h  (f or

example h()--_arctan then (9. 2) holds.

PROOF: I t  is enough to observe that Lévy-Doob's theorem
shows

(9. 6) E[h(X(0))1g3--0(dB)] lim E[h(X(0)1 E-to(dB)]
t

with probability 1 and that the strictly stationary correlation be-
tween X  and dB  implies

(9. 7) E[j h(X(t)) — E[h(X(t))133„(dB)]1]
h(0)) — E[h(X(0))133_ .,, o (dB)] I] .

As an immediate result from the definitions we get

THEOREM 9. A ssume that X is strictly stationarily correlated
to d B .  I f  (9. 2) holds, then there exists a B orel measurable func-
tional F on C_(93(C_)) such that

(9. 8) X(t) F(71-,B)

where

(9. 9) 7-rt B(s) B(s+t)— B(t), s < 0 .

Furthermore, i f  E[X (0 ) 2 ] < o o ,  then X(t) can be expanded in
m ultiple W iener integrals (see K . Itô [5] [6]) :

(9. 8') X(t) E • • • f(t— t,,t—t„•••,t—t n )dB(t,)•••dB(t, i )." -Lo

W e shall call (9. 8) a  backward representation o f  X (t )  and
(9. 8') a backward representation by m ultiple W iener integrals (see
N. Wiener [19]).

The representation (9. 8) or (9. 8') is called properly canonical
(see M. Nisio [12] )  i f  it holds that

(9.10)g 3 , ( X )  9 3 ( d B ) ( — 00<t<c>9)

B y a  theorem o f  Doob on stochastic integrals we can easily
prove
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THEOREM 1 0 .  I f  X (t) is a stationary solution of (9. 1) satisfying
(9. 2 ) and if b ( f ) > 0  (or at least P(b(7roX )>0 )=1 ) , then X (t) has
a  Properly canonical backward representation. F u rth e rm o re  i f
E(X (0) 2 ) <oc, then X (t) has a properly canonical backward representa
tion by multiple Wiener integrals.

PROOF: I t  is enough to prove that

B (t)— B (s) = b(7r a X ) -  dX (u)

following Doob (see page 448 in his book [1 ]).

1 0 .  Lipschitz Conditions

In  this section we shall discuss the stochastic differential
equation :

(10. 1) dX(t) = a(z,X )dt+b(7-1- t X )dB(t)

in case a( f )  and b (f )  satisfy the Lipschitz condition.

Let C - (dK i dK 2)  denote the subspace of C :

f  E C 0 : f (t)d K i (t) +1
0

 f  (Old K2(t) < 'pc' )

and 33 (C_(dK 1 dK 2)) the Borel algebra o f s e ts  o f  th e  form
C_ (dK,dK,)A  B, BE 93 (C _). Notice that C_ (dK i  d = C  _  in case
the supports of dK , and dK , are bounded.

We shall first discuss one-sided solutions.

THEOREM 1 1 .  Suppose that a ( f )  and b ( f )  are measurable in
f  EC_(dK i dK ,) with respect to  9 3 ( C _ ( d K 1 d K 2 ) )  a n d  satisfy the
Lipschitz condition:

la(f ) — a(g)i 2  <  J0 f (t)— g(t)2dK 1(t)

co
lb(f ) — b(g)1 2 < (t) —  g(t)1 2dK2 (t)

(L. 1)

and

(L. 2)

with bounded measures dK, and dK , on ( — oc, 0]. Then there exists
one and only one solution of (10. 1) with the past condition:
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(10.2)X ( t )  = X_(t) t <  0 ,

w here X _ (t ), t< 0 , i s  a  given stochastic process independent of
930 (dB) and is bounded in the second order moment, i.e.,

(10. 3) E [X _ (t)2 ]< a (a= constant)

Furthermore this solution satisfies

(10. 4) 53 - .t(X) =g3 _ - 0(X _) v 930 ,(dB)

Remark 1. (L. 1 ) can be replaced by

(L. 1') a( f)— a(g)1 __<_,r)
 . 1 f (t)— g(t)IdE,(t) ,

because (L. 1') implies (L. 1) with dK1 =11K1 I I dKi• Similarly for (L. 2).

Remark 2. I f dK, and dK2 are concentrated at 0, then a(7z-s X )
and b(7 X )  can be written as a(X(t)) with R(X(t)) with a( ) and
, a ( )  satisfying the usual Lipschitz condition. This case was treated
b y  K . I t ô  [ 8 ]  in connection with the construction of diffusion
processes attached to the infinitesimal generator :

=  a ( )  +  b ( ) 2  d 2

2 de

Since the method of the proof for this special case will work in
our present case with no essential change, we shall give an outline
of the proof of the existence only.

Proof  of the existence p art o f  Theorem 1 1 .  It is enough to
solve the the stochastic integral equation

(10.5)X ( t )  =  X (0 )+  a(7c,X)ds+ b(z,X)dB(s)
0

with (1 0 . 2 ) . To do this, we shall use the successive approximation.
Let us define a sequence of approximate solutions X„(t), n=0,

1, 2, • • • as follows :

(10. 6) X 0(t) =  X_(t) (t < O)
=  X_(0) (t >  0)

(10. 7) X (t )  =  X_(t) (t < 0)

=  X _ (0 )+  o a(7z-,X.
1 )ds+ b(n- s X„,)dB(s) (t >  0)

0
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The existence of the integral in (10. 7) and the following in-
equality will be proved by induction :

(10.8) E [lx (t)— x1 (t)121<— yiy3(t +1)" tn (t >0 , n  = 1, 2, --). n_ 
n!

where y  and 72 are some constants determined by a, HK1 ,  1 IK,11,
ia(0)1 and 11)(0)1 (0 in a(0) and b(0) stands for the function identi-
cally equal to 0 on ( — Do, 0]).

Using the property o f stochastic integrals, we get

P( s u p  I X.-Ei(t) —  X r(s)I > 2 6 )
0 .< 4 <t

<  P (  o la(7r,X,„)— a(7r2 X ,) 1 d s >

+ p  ( o v p 0 (b(71-,X )— b(7r,X - 1))dB(s)

< t t  Er(a(7T,X„)— a(7. ts X , ) ) 21ds

&- 1EF(b(7r,X , i)—  (b(r ,X ,,,)) 2 1ds
0

< &- 2
 3 73(t + 1)n+' tn+ 1

(n+1)!

with some constant 73 >0.
Setting —11- 2  and t = log n  in this inequality, we get

(10.9)P (  s u p  IX,,(s)— X„(s)1 >  2n- 2 )

<7 4 7 ± l  (log n)"+' n2 (1+ log o n + ,

(n-1)!

It is clear by Stirling's formula on n! that the right side o f (10. 9)
is  th e n-th term  of a convergent series. Hence it follows by
Borel-Cantelli's lemma that

P (E  sup  I x.,(s ) —x, (s)I < 0 0 )  =  1,
, < s < lo g r i

, = constant > 0)

which shows that, with probability 1,

X„(s) X 0(s)4 (X 1,(s)— X h _,(s))
k=i

is convergent uniformly on every bounded subinterval o f  [0, co).

n =1, 2, •



a1 ( f)— a i (g) 2 < f (t) — g(t)1 2 dKi (t)

f )— b(g)1 2( t ) —  g ( t ) 1 2 elK,(t)

c >  W 1 ll1/2 +
1

 IK 2 1 1 + -
1

(HK2112+ 8
4 4

(L. 1')

and

(L. 2)

and if

(10. 12) IK,11112111211)"2
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Therefore the limit process X(t)=-1im X(t) exists and is continuous

in t  with probability 1.
(10. 8) implies that

[E[(X„(t)—X„,(t))2]]1"2 <00

so that

(10. 10) E((X(t)— X„(t)) 2 —* 0 (n oc).

Letting n tend to 00 in (10.7) in view of (10. 8), (10. 9) and (10.10),
we can conclude that X (t ) satisfies our stochastic integral equation
with (10.2).

Since 53, ( X n )cii g —,t(X _) y 3l (dB ) by the definition o f  X„,
(10. 4) is obvious.

Now we shall discuss stationary solutions.

THEOREM 12. Suppose that a(f) is of the form :

(10. 11) a( f) = — cf (0) + a,(f) (c = positive constant)

and th a t a i(f ) a n d  b (f) a re  measurable in  f E C _ (d K i dK 2 ) with
respect to 13, (C_(dK i clK 2 )). I f  fo llo w in g  Lipschitz conditions are
satisfied for a, and b:

then there exists one and only one stationary solution of the stochastic
differential equation (10. 1) with

(10. 13) E(X(0)2) <00 .

This solution satisfies 33 (X )c 5 5 , (d B ) and has a  backward
representation by multiple Wiener integrals on dB (see Section 9 for
the definition o f representations).
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PROOF:
)  Existence. Consider the stochastic integral equation :

(10. 14) X (t) =  .e - c" - "a 1(7-,X)ds+ Le t - s )

b(7rs X )dB (s).

Any solution of this equation satisfies (10. 1), because it follows
from (10. 14) that

X (t ) =  c e " - s) X (s )+e - et e '  a l (7rX)du+ cet e`u b(7r,,X)dB(u)

(s < t )  ,

so that a formula on stochastic differentials [4] shows that

d X (t) =  — cce" - "X(s)dt — cc " dt t a 1(7Ta X )d u + e - eteeta,(7t,X)dt

— cc " dt eub (7 t a X )dB (u )+e - " eet b( X )dB (t)

— cX(t)dt + a i (7r ,X)dt + b(7r ,X)dB(t)

= a(7- ,X)dt + b(7r t X)dB(t) .

Therefore if we can find a stationary process X (t )  which statisfies
(10. 14), then it will be a solution of (10. 1).

In order to solve (10. 14) we shall use the method of successive
approximation. Define X„(t), n=0, 1, 2, • • • as

(10. 15) X0(t) -- -  0,

(1 0 .1 0 ) X (t )  = e- `( t- ' ) a1 (7-c5 X 1 )ds+ e- e( t- s) b(n-s X O d B (s ) .

Let 0_ be the shift operator on the space o f all random vari-
ables measurable with respect to 33(dB) that is determined by

(10. 17) 0 _B(s, t) = B(s +7, t+7-) ( B (s, t) =  B (t)— B(s))

The precise definition of O. was given in Section 9.
We shall easily verify the existence of the stochastic integral

in (10. 16) and the following properties of ,X „ (t) by induction :

(10. 18) g3, (X „ )= 9 3 , (d B )

(10. 19) O X (t) = X„(t +7-)

and



On stationary solutions of a stochastic differential equation 45

(10.20)E [ ( X n ( t ) — X n _ 1 ( t ) ) 2 ] < o o

Setting pn = E [(X n (t)—X„_ 1(t)) 2 ] ,  noticing that pn  is finite by
(10.21) and independent of t by (10.21) and using (X+ Y) 2 <(1+e)x 2

+(1+s - 1 )Y 2 and the Schwarz inequality, we get

pn + , =  E [(X „,(t)— X „(t)) 2 ]

<  E f(1 + 6 )[Ç  . e- c" - s) (a(z s X„)—a(7-1-,Xn ,))d sT }

2
+E{(1 

+ 1 ) [
e-cct-s)(b(7z-8X „)— b(n-3X „1))dB (s)]}

<  [( 1 ± 8 )(C2)-1 11K il I ±( 1 + 6 - 1 )(2 0 -1 11K211]Pn (6>0)

Setting & =(c I 1K-211/211K-111)1'2 to get the best estimate :

P (1111G1112 + 1-11K211)2 P.

(A =
A"K211"2)

It is easy to see that "A < 1 " is equivalent to (10. 12), so that
pn  tends to 0 exponentially fast under the assumption (10. 22).

Noticing

sup 1Xn+i(t) — Xn(t)1

. _e 2 c/ T  e - c( T- sla i (z 3 X,)—a i (z s (X„,)Ids

± e zcT sup _e - " T - "(b(7rs X„)—b(7-t-
s X„_,))dB(s)1

  

we can easily see

P (  sup 1X (t)—  X„,(t)1>  n 2 c A n / 2 ) < 7A-
n  P. <  7An

I I log'+

(7 = constant);
we should use here the fact that

P [
 su p  .f  Y(s)dB (s) >  <  6 - 2  E ( Y ( t ) 2 )dt
t<t r s

we obtain

(10. 21)p + 1  < A 2 p1

is true even if S= — CO, which can be easily seen as a limit of the
usual case that S> — 00.
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Sincey A p ,  < c  andn 2 A >  <  o o ,  w e  c a n  u se  F o re ! -

Cantelli's lem m a to  see that w ith  probab ility  1 ,  X ,(t) converges
uniformly on every bounded interval and that the limit process  X(t)
is a solution of (10. 14).

It fo llow s at once from  (10. 18), (10. 19) and (10. 21) that
tLX(t)=X(t+T)  and E(X(0) 2 ) < ° o ,  so that X (t)

has a backw ard non-linear representation  by m ultip le W iener
integrals.

Uniqueness. Let X (t) be the stationary solution obtained above
and Y (t)  any stationary solution. U sing a form ula on stochastic
integrals [2 ], we can verify

X(t) =  e t X( s ) + e c t a i X ) d u  +  t e t b( X)dB(u)

and the same equation for  Y (t), from which we get

(10.22)

Y(t) - X(t) =  e t ( Y(s)—X(s)) + e >  [ a 1 (  7r Y)— a1( t X ) ]  du
s

+ t e  t [b (Y )  — b (r X ) ]d B (u ) ;

notice that the integrals are m eaningful, because Y , dB)

dB )) is independent of 53(dB),

E [a 1 (5 Y ) — a1( X)I 2 ]  < E [ Y(u+v)—X(u+v) 2 ]dK 1 (u)

< 2  KJ [E (Y (0 ) 2 ) +E(X(0) 2 )]
and similarly

E [ b(rY)—  b(r,X )  2 ]

 < 2  JK 2 } [E( Y (0) 2 ) + E(X(0) 2 ) ] .

Using (10.22) and the same method as in the proof of (10.21),
w e  c a n  s e e  th a t  r (t ) =  E [(Y (t )— X (t )) 2 ]  and p ( t) s u p  r ( s )

s<t
(<2 [E (Y (0 ) 2 ) +E(X(0) 2 ) ] < o o )  satisfy

r ( t )  < e t t p ( t )  +(1 + )  H K 1 H p(t)+(1+ 1 ) i  I K 2 p (t)
c 2c

(t >s, > 0 ) .



On stationary  solutions of  a stochastic dif ferential equation 47

Now letting s  tend to
6 as before, we get

r( t )  < p ( t ) (A -- 111K,111/2 + 1
2 c  

IK2111" < 1.)

and so

- 0 0
 in this inequality and taking the same

r(s) < Az p(s) < p ( t ) f o r  s <  t ,
i.e., p(t) < p(t).

Since A < 1 , w e  g e t  p(t) =0, which shows P(Y (t)= X (t))=1 for
each t. Hence it follows that

P(Y (t) = X (t) for every t) = 1 ,

because Y(t) and X (t) are continuous, in  t  with probability 1.
This completes the proof o f Theorem 12.

The following theorem which will be useful later is an im-
mediate consequence o f Theorem 12 by virtue of the Schwartz
inequality.

THEOREM 13. In Theorem  9 w e can replace (L. 1'), (L. 2) and
(10.14) w ith the follow ing conditions

0
(L*. a1(f)— a1(g)1 < (t)— g(t)IdK,(t)

r o
(L*. 2) b( f)—  b(g)I < (0— g(t)id K2(t)

and

(10.14*) c>11K,11+-
1

IIK2112+-
1

[IIK214 4

11. Linear Coefficients (1).

4 +811K1ll III 2 IT 2 •

In this section we shall solve the stochastic differential equa-
tion:

(11.1) dX (t) = a(z,X )dt+b(7-1-,X )dB(t)

in case a( f ) and b ( f )  are linear, i.e.,

a( f ) = f(t)dK ,(t) ,
(11.2)

b (f )  =
0
 f  (t)d  K 2(t) ,



48 Kiyosi Itô and Makiko Nisio

where dK, and dK , are bounded signed measures on (— co, 0].
a ( f )  is defined fo r  every Borel measurable function f  integrable
on (— o a ,  0 ]  w ith  respect to  the total variation measure I dif,1
o f dK i . Similarly for b(f).

It is obvious that

(11.3)
I a(f)I < 1M 1 1 +Ç I f (t)I IdKi(t)I

. 1M11+ If(t)IldK2(t)1

and

f)— a(g)1 f (t) — g(t)Ildli-,(t)1 ,
(11.4)

lb( f)—  b (g )I < (t)— g(t)IldK,(t)i

Since the Lipschitz conditions for a (f )  and b ( f )  are satisfied
by (11. 4), all the results obtained in the previous section hold here.

If the supports of dK, and dK , are bounded, then a ( f )  and
b (f ) are defined for every f  E C_ and the condition (A.2) (or (A. 2'))
is satisfied, so that the results in Section 5, 6, 7 and 8 hold here.

The following theorem for the stationary solutions holds only
in our case of linear coefficients.

THEOREM 14. I f  x (t ) is any stationary solution of the stochastic
differential equation (11.1) with a (f )  and b (f )  linear in  f  an d  if
70 —E(X(0) 2 ) <00, then Y(t)=E[X(t)133(dB)] has a version with conti-
nuous paths which is a  stationary so lu tion  o f  (11. 1) an d  has a
backward representation by m ultiple W iener integrals.

PROOF: We shall use the following facts on the conditional
expectation :

(C . 1 ) if E (X 2 )<00, then E[E(X1C) 2 ] < E (X 2 ),
(C . 2 ) i f  C = T ,  if O  is  a  measure preserving set transformation
(up to measure 0) o f C onto itself (0 denoting also the transforma-
tion of the space of C-measurable function onto itself induced by
the set transformation 19) and if X  is C-measurable and integrable,
then

E (OXIBT) = 0E(X IT) ,
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(C. 3 )  if  X  is  C-measurable and integrable, if C yl is independent
of 6, then E(XISI v 8)= E(XIM).

(C. 1) and (C. 2) follow at once from the definitions. To prove
(C. 3 ), le t  Y  be bounded and 1-measurable and Z  bounded and
g-m easurab le. Then

E [E (X IM  v 6 )Y  Z ] =  E (X YZ) =  E (X Y )E (Z ) =  E [E (X  l)Y ]E (Z )
= E[E(X1M)YZ]

which proves (C. 3).
Since E [X (t) 2 ]= E [X (0 ) 2 ] - 7 0 <00, we have

(11. 5) E[a(7r tX) 2 ]  <'y 1 ,E [ b ( n  , X ) 2]  <

by (11. 3) ; 7
1 7 2

, ••• stand for positive constants in this proof.
Using (11. 5) and

(11.6)X ( t ) — X ( s ) a(7r X)du b(7r X)dB(u)

( — 00 <s <t <00) ,
we get

(11.7)E D X ( t ) — X ( s ) 1 2 ]  < 721t — sl (It— sl<1)

with some constant 7 , and so
(11.8) E L  a(7r,X) — a(7rsX)1 2] < 7 3It — sl

E[lb(7r,X ) — b(7rcX)11 < 73It —  s( t  — s  <1 )

by virtue of (11. 2).
Since E [X (t) 2 ] = EUX (V ]  = y0<°"), Y(t) E [X (t)I 3 3 (d B )] is

well defined and so

(11.9)E [ Y ( t ) 2 ]  <  E [X(01 = 70
(11. 7')r t ) —  rs)1 2] <721t — sl

by (C. 1) and (11. 7), so that Y (t) has a  measurable version which
we shall denote with Y(t) again. Because of

EtH0

 In-,Y(s)1 IdKi(s)I n
0

a r t  + IdK i(s)I <11Kill 2 7 0 <
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7r,Y (s) is integrable with respect to 1dK1(s) I for every t  and i =1, 2.
Therefore a(7rt Y ) and b(7r t Y ) are well defined and we have

E[b(7-1-tX)133(dB)](11 .10) a(z t Y ) = E[a(7rtX )Ig3(dB)] b(7T tY ) —

by (11.2).
Using (C. 1) and (11. 10), we can derive

(11. 5') E[a(7rtY )2] E[b(n't 1 7 )2]

(11. 8')
ala(7r t Y)—a(7r3 Y)1 2] 731t— s1

1b(n-tY)— b(zsY)1 2] < 731t — s1
( I t < 1)

from (11. 5) and (11. 8). This completes the proof of Theorem 14.
Setting X = X (t), C=53_,(X), D= (dB ) and 8 =93„(dB) in

(C. 3), we have

(11. 11) Y(t) = EV (t)1 3 3 --t(dB)]

so that Y(t) is measurable with respect to 93_. t (dB ) and 53_,(Y, dB)
is therefore independent of 93, (dB). Thus we can see that

(11. 12) / (Y ) -=  a(7 Y )du+ b(z .„Y )dB (u)

is well-defined.
Let I(X ) denote the right side of (11. 6), / A (X ) be the approxi-

mate sum for /(X ) with respect to  the division tt0<u1<
< u u =t)  and /,( Y) that for / (Y ).  Then (11.8) and (11.8') imply

that, a s  11A I —= max (u i —u_ 1 )—. 0,

BE 1 I A (X ) - I(X )I 2] -  0,

BE 1 IA( 17 )-  I( Y )1  -  0.

Observing the forms of / ,(X )  and /A ( Y), we get

(11. 14) IA(Y) = EEI A(X)193(dB)]

and so
(11. 15) E {EI ,(Y )— E(I(X)193(dB))] 2}

< EU I A (X)— I(X)) 2] —> 0

by (C. 1) and (11. 13), a s  116, 11— .0 .  Hence it follows
and (11. 6) that

by (11. 13')
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/(Y) = EU(X)153(dB)] = E[X(t)—X(s)153(dB)] = Y(t)—Y(s).

Since X  and dB are strictly stationarily correlated, the shift
operator O., on 93(X, dB ) is measure preserving and (9.,(t)=X(t +7-)
and 0„.93(dB)=53(dB). Hence it follows by (C. 2) that

Y(t+ ,7-) = E(X(t +7)133(dB)) = E(8,X(t)10,53(dB)) 0 ,Y(t) ,

so that Y (t) has a  baceward representation by multiple Wiener
integrals by virtue o f 1,(Y )=93— ,(dB ) and E(Y( 0 )2)<°°•

Now we shall combine Theorem 1 4  with Theorem 8  and
Theorem 13 to prove

THEOREM 15. Suppose th a t  a (f )  and b ( f )  are of the form
(11.2) and set

(11. 16) — c  the jum p o f dK, at  0
0-

(11. 16') .1dK1(t)1, .1clK2(t)1.

T hen there ex ists a  stationary  solution of (11.1) w ith a backward
representation by multiple Wiener integrals integrals in  each of the
cases:

(i) c> c , + - I c  and the supports o f dK, and dK2 are bounded,
2

(ii) c> c , + -
1

d + -
1

(c1+8c,d) 1/2 .4 4
In the case ( i i )  this solution is  the only one solution of (11.1)

w ith sup E(X(t) 2) <00.

PROOF: The assertion in the case ( i )  follows at once from
Theorem 8  and Theorem 1 4 ; notice that a( f )  and b( f) are conti-
nuous with respect to  the p_-topology, since dK, and dK2 have
bounded supports. The assertion in the case ( i i)  and the second
part of our theorem follow from Theorem 13 and Theorem 14 (see
also Remarks 3  and 4  at the end of Section 10).

1 2 .  Linear Coefficients (2).

In this section we shall discuss the case that a ( f )  is linear
and b (f )= - 1. Then our equation turns out to be
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(12. 1) dX (t) = [ih+ °
 . X (t + s)dK(s)]dt + dB(t) .

Before stating our results we shall examine this problem
heuristically.

First o f all it should be noted that once w e get a solution
with a  backward moving average representation, then it should be
canonical, i.e., g3(X )=3(dB ) by virtue o f Theorem 10.

Let X (t) be any stationary solution of (12.1) with E(X(0) 2 ) <00.
I f  we assume

0
(12.2) k d K(s) 0 ,

then the stationary process

(12.3)X ( t ) +

satisfies

(12.1')d Y ( t )  = .Y (t + s)dK(s))dt + dB(t) .

Using the properties of stationary random distributions [7 ] we
can write (12. 1) as

(12.1")D Y ( 9 ) ) 1-  (p(t)Ç )  Y (t + s)dK(s)dt + DB(p)

where D  is the Schwartz derivative and g) moves over the space
of all C - -functions of compact support.

Express the stationary process Y (t) and the stationary random
distribution DB  in the Fourier transforms :

(12.4)Y ( t )  =  c+ eiÀ'dM(X)

and
-

(12.5)D B ( p ) 5q)(X)dU(X)
• _-

where dM(X ) is an orthogonal random measure with

(12.6)• E[1dM(X)12] < 00 ,

dU(X ) is a complex Gaussian orthogonal random measure with
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(12.7)
1 E(1dU)X)1 2 = dX2 7 „ .

U(A) —

and 5.73(X) is the Fourier transform of q, :
-

(12.8) 5p(A.,) = ei"p(X)dX, .

Then it is easy to see that

DY(cp) 5.93(X,) iXdM(X)_00

and

(12.9) _m _ m
(p(t) Y(t+s)dK(s)dt

= 5q)(X)5K(X)dM(X)+c•kr q)(t)dt ,

where 5K(X) is the Fourier transform of the signed measure dK:

(12. 10) 5K(X) e'xtdK(t);

notice that 9K (X ) is bounded :
0

(12.11)1 5 K ( X ) 1  < IciK(t)!k 0 < .—  —

Putting (12. 8) and (12. 1"), we get

5p(X)iX,dM(X) 5p(X)51f(X)dM(X)+ck p(t)dt +1 5p(X)dU(X),

i.e.

and so

If

(12. 12)

then we get

c k  p(t)dt =  0 and s o  c = 0,

iXdM(X)=5K(X)dM(X)+dU(X)

(iX -5K (X ))dM (X )=  dU (X ).

iX -5K (X ) -I-- 0 ,

dM(X,) = (iX,— UK(X))'dU(X)
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and it is conceivable that our solution X (t ) is expressible in

(12. 13) X(t) — + eixt(iX-51f(X)) - ' dU(X)
k

In  order for X (t ) to  be a  stationary process, we need the as-
sumption:

(12.14) , r  I ix —k(x) <  .

The following Lemma will give reasonable sufficient conditions
for (12. 14).

LEMMA 12. 1. I f

(K. 1)
and

(K. 2)

k d K (t )< 0

= L0 ltik iK (01< i,"

then H(1.,)— iv-S ei"dK(t) (Tm v <0) has the following properties:

(H. 1 )  H(v) is continuous in  Im v <0 and analy tic in  Tm v <0
(H. 2) 11(v)+ 0 i n  Im v <0 and  F IH(X+iv)1 - 2 d X  is bounded in

<  0
(H. 3) The inverse Fourier transform  o f  H(X) vanishes on t < 0 .

PROOF: (H. 1) is c le a r . To prove (H. 2), denote the real and
imaginary parts of H(X+ i,a) by R(X, ,a) and /(X, ,a) respectively.
Then

R(X, la) =  —  —  _cos Xte - "tc1K(t)

and
0

I(X, ,a) = X— S sin Xte - '"dK(t) .

It holds fo r ,a< 0  that

a R t cosXte - i 'd K (t )<  — 1 + k < 0

1 )  These conditions, (K .1 )  and  (K .2 ), were sought by our conversation with
J. McGregor.



On stationary solutions of  a stochastic differential equation 55

and
aR
ax Ç'  t sin Xte - 1 4 dK(t) < k „

  

so that

I H(X+ i,a)I > R (X „a)> R(X, O) >  R(0, 0)— k, 1 XI — —k—k1(x)

On the other hand

I H(X+ /A I>  I (x , 1.6)1>  IX (1—k1 )(b y  I  s in  Xt I <IXI ltl)

Taking a combination, we get

i H (  x +41,01 >  1 2  k, 1  le, (  k + I x o( k —kil
x 1 ) + 1 + k ,  

iXi (1 —  k1) --2 2

This proves (H. 2). (H. 3) follows at once from (H. 1) and (H. 2)
by Paley-Wiener's theorem.

Using this Lemma we shall prove

THEOREM 16. Under the conditions (K. 1) and (K. 2), there exists
one and only one stationary solution of  (12. 1) with E(X(0) 2)<00.

The solution has a canonical linear backward representation [10]

(12.15)X ( t )  — — /±k + Lg(s — t)d B(s) ,

where g(t) is a  real valued square summable function vanishing on

t> 0  and is given by
A

(12. 16) g (t) =  —

1  

1.1.m. e-  ixt H(X) - 1  dX (H (X ) =  iX— U K (X ))
27r A->w -A

PROOF: T h e  proof of the first part of the theorem is included
in the above explanation. The only point we should check is the
equivalence of (12. 1") with (12. 1'), but we can prove it by noticing
that (12. 1') means

0
Y(t)— Y(s) = u Y (u + v )d K (v )+ B (t )— B (s )

and (12. 1") means
- - 0 -

Y(u)q,' (u)du = q(u) Y(u + v)dK(v)du + B(u)97' (u)du
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which can be expressed as the limit of the Riemann sum over
(k I n, k =  • • • —2, — 1,0,1,2, •••) as n .

We can also prove the second part by the usual argument
except the fact that g ( t )  is real and vanishes on t > 0 .  g ( t )  is
real because

H( —X) --- —iX— . e - i'rt c/K ( t )  = H(X )

and g (t)  vanishes on t > 0, as we can see from (H. 3) in Lemma 2. 1.
We should mention one word on the continuity o f  almost all

paths of the solution X ( t)  obtained above. For any given pair
s < t ,  we have

•
(12.17) X (t)— X (s) =  

É 0
+ _X (u + v)d K(v)) d U + B(t)—  B(s)

with probability 1, but the usual argument will show that X (t) has
a version with continuous paths fo r which, with probability 1,
(12.17) holds simultaneously for every pair s < t .

1 3 . Diffusions

In this section we consider the special case that a( f  )  and b(f )

depend only on the value f(0), i.e.

(13.1) a( f )  =  ce(f( 0 )) =  I(.f ( 0 ))

Therefore our stochastic differential equation will be of the form :

(13.2)d X ( t )  =  a ( X ( t ) )  d t  +  R ( X ( t ) ) d B ( t )  .

We shall assume the Lipschitz condition

(13.3) c0) a(n) I + 14(0 — 4(97)1 < K - 1e - 271 •

The one-sided solution of this equation was treated by K. Itô
[8 ] in  connection with the theory of diffusions. Now we shall
discuss its stationary solutions.

Before entering our problem, let us examine the nature of the
one-sided solutions, using Feller's theory o f general one-dimensional
diffusions.

Let JA be the probability law governing the solution X (t),
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t> 0  with the initial condition X(0)=--e, where C is a real constant.
Then the system (P t , C E R1) defines a  dif fusion ( =strict Markov
process with continuous paths) on  R ', the domain d)(g) o f its
generator g contains the space eg of all twice continuously differenti-
able functions of compact support and

(13.4) L ,1 1 (e )1  1,3 ( ) 2  d2u ± c e ( ) cite
2 de' de

u E e .

(see K . It6 [8 ], K . It6 and H . P . McKean, Jr. [9 ] and E . B.
Dynkin [2]).

Our diffusion does not exhibit all different behaviors of Feller's
general diffusion ; for example, no shunt of the reflecting boundary
type can occur, as we can see in

THEOREM 1 7 . Denote the path o f  our dif fusion (Pc, e E R') with
x t . Then we have the following cases.

(i) I f  4(e)+0, then e is a  non-singular point, i.e.

PE(x j > e  an d  xs  < e  f o r some t, s > 0) 1 .

(ii) I f  r3(e)=0 and (a(e)>O, then e is a s tric t right shunt, i.e.

Pe (x t > e  f o r every t >0 )  =1 .

(iii) I f  R(e)=0 and a(C)<O, then C is a s tric t le ft shunt, i.e.

Pt (x t < e  f o r every t >0 )  =1 .

(iv) I f  (5(e)— a(0=0, then e is a trap , i.e.

Pe (x , = e f o r every t > 0) =1.

PROOF: A s  we mentioned above, Pt is the probability law of
of the sample path of the unique solution of the stochastic integral
equation:

(13.5)X ( t )  = e+ to a(X(s))ds+Ço (3(X(s))dB(s).

In  this proof c„ c2 , •-• stand for positive constants and t  and s
m ove only o n  [0 , 1 ], unless stated otherwise. F o r  example,
F(t)<c,G(t) means that there exists a positive constant ci  such
that F(t)<c i G(t) for every tE [0, 1 ] .
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Case (i). =1=0.
Consider a Gaussian process Y(t) :

(13.6) Y (t) +,fta(e)ds+ ()dB (s) +a(e)t +4(e)B(t).

Then it is clear that

(13. 7) P(Y(t) > e+a(e)t+10(e)It' 1 2 )
P (Y (t)< e+ a(e)t - 14(e)I t'12 )

1  
\/ exP ( —.3'7 2 )4 > 0

I f  follows from (13. 5) that

(13.8)E U X ( t ) — C)2] <c2t

as we saw in Section 10, and so

(13. 9) EE(X(t)—Y(t))2]< c 3 t2

by virtue of the Lipschitz condition. Hence it follows that

(13. 10) P(IX(t)—Y(t)I> t 3 1 4 ) < c 3 tv 2 .

Using (13. 7) and (13. 10), we get

P(X(t)> e+a(e)t+ 10(e)It 1 1 2 — tv°) > c,—c 3 t 1 1 2

and
P(X(t)<+ce(e)t— 10(e)1t 1 1 2 +tv 4 ) > c,—c,t 1/2 .

By taking t> 0  so small that

t < 1 , 1,8(e) I >  a(e)lt + tv" and c, — c,t1/2 > 0 ,

we get P(X (t)> e)> 0 and P(X (t)< e)> 0 for some t ,  i.e., Nxt>e)
> 0  and Pe(xt < e)> 0 for some t. Therefore e  is a  non-singular
point and

N xt > e and xs < C  for some t, s >  0) = 1,

as is well known in the theory of diffusions (see E. B. Dynkin [2],
and K. Itô and H. P. McKean, Jr. [9]).

Case (ii). 4()= 0 , a(e)> 0.
Consider the same Y(t) as in (13. 6). Since 4 ( 0  0 ,  Y(t) is a
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fixed linear function :

(13. 6') Y(t) ce()t

(13. 8) can be sharpened in  this case by virtue o f  0()=- O.
As we saw in Section 10, we have

EUX(t) -e)21 < c,t
as before and

E[a(X (t)) 2]  <C 3

EL8 (X(t))1===-  E[03 (X(t)) -  g ()) 2] <  K 2ERX(t) - e)2 ] < c4t

Hence it follows that

(13. 8') E U X (t)- 0 2 ]

< 2 t  0 E[a(X(s)) 2]ds + 2  () .E[13(X(s)) 2 ]ds

< 2 c 3 t2 +c,t 2 =  ( 5t2 .

Writing X (t) in the form :

(13. 11) X(t) Y ( t )+ (X ( t ) -  Y(t))

+ce(Ot+ t (ce(X(s))- ce())ds +  t
o (iS(X(s)) -  R(0)dB(s)0

=  +  a(e)t + I i (t)+ 1 2 (0 ,

we shall examine the behavior o f X(t) near t =0.
Since a(X(s))- a(e) (6 1 0) with probability 1, we have

(13.12) 11/1(01 ‹  
3  

a(e)t 0 < t

where 7., is a certain positive random variable.
Now we shall estimate 12 (t) by means o f (13. 8'). Writing /2 (t)

fo r  sup 12(s) I, we get

P(I2 (t) >  6) G  6- 2 :EU,8(X(s)) -  $ () ) 2 ] ds

< 2 K 2 U X (s ) - - m d s

G6 - 2  K 2 c4  c 6t3 6 '

and so
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P(12(t) > t 1 ") < c 6t1/2

Hence it follows that

P(12( 2 ' ) >  2- ) <  c6 2  < 0 0

so that we can apply the Borel-Cantelli lemma to get a positive
random variable 1.) (which is finite with probability 1) such that

12( 2 ' )  < 2 f o r  n < v .

Then we have

(13. 13)1 2(t) < 2  t 3f o r  0 t <  2 '

in fact, taking m=m(t)<I, with

2-
3 ( m+1) <  t <

we can get

12(0 •  12(2 - 3 "̀ ) <  2 ' '  <  242_4(h21) < 2 4 t" 3

Setting = min (3 - 3 2 ' 2 ce( )3 , 2 " ) ,  we have

(13. 14) 1/2(t) < /2(f) < 2 4 t'id t 24 710  t <
1 ce()t
3

for 0 < t< T 2 .
Putting (13. 12) and (13. 14) in (13. 11) we get

P (X (t)> ce()t f o r  0 t <  min (7„ T2) = 1,

a fortiori

(13. 15) PE(x t > for sufficiently small t >  0) = 1.

B y the property of the one-dimensional diffusion (see [9] or [2]
for example), (13. 15) implies the conclusion of (ii).

Case (iii). 0 ( )=0, a( )< 0 .  The same as (ii).
C ase (iv ). 13 ()= a ( ) = 0 . Since X (t) -=:- satisfies (13. 5), P t is

concentrated on the single path identically equal to
Thus Theorem 17 is completely proved.
Now consider the set of all non-singular points. It is a finite

or countable sum of disjoint open intervals 1„ = (i„ , j n ), n=1,2,
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Each /=/„ is the maximal non-singular interval on which Feller's
scale ds and speed measure dm are given as

(13. 16) ds(e) = e - 7 ( o de , dm(e) = 13() - 2 e7 (t ) cle

with

(13. 17) 7(e) t
4,ce(n)13 (n) - 2 d97

w here is  any point assigned arbitrarily in I.
In the discussion of the stationary solution of our stochastic

differential equation (13. 2), a  non-singular interval / = ( i ,  j )  of
positive recurrent type is  important. It is characterized in  terms
of the scale ds and the speed measure dm as

(13.18) d s  =  oc, d s  =  o c ,  d m  < 0 0  .

In case both i  and j  are finite, ( i ,  j )  is  o f  such type if a (i)> 0
and a (j)<O , but not so if  either a (i )< 0  or

From now on we shall denote all non-singular intervals of
positive recurrent type by J„ ••• and the scale and the speed
measure on each J„ by ds„ and dm„ respectively.

L e t P ( t , e ,E )  b e  the transition probability measure o f our
diffusion (Ps, e &(— 0 0 ,  0 0 ) ) .  A  probability measure p  on the real
line called an invariant measure, if

(13. 19) ,u (E ) =1  . P(t,e, E)d,u(e).

Hereafter we denote the set of all traps with O. Take any
trap O. Then the 8-distribution concentrated at 0  is  a trivial
invariant measure and X (t)=---- 0  is  a trivial stationary solution of
our equation (13. 2).

Take any non-singular interval J=J„ of positive recurrent type.
Then the probability measure dp=dv„ proportional to its speed
measure dm=dm„ is the only one invariant measure concentrated
on this interval.

The following lemma 13. 1 which will be useful here follows
easily from the eigen-differential expansion of P ( t ,e ,E )  due to
H. P. McKean, Jr. [11].
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LEMMA 13 . 1 . L et J  be a  non-singular interv al of  positiv e re-
current type and ell) its invariant measure.

(i) Given any  8> 0  and  any  compact subinterval J' of  J, there
ex ists a com pact subinterval J" =J"(s, J') such that

J " )>  1 -

f o r every t> 0  and e v e ry  E J'.
(ii) Given any &> 0, any bounded continuous function h  defined

on J and any  compact subinterval J ', there ex ists to =t,(8, h, J') > 0
such that

h(n)P(t, du)—

for ev ery  t> t o an d  e v e r E f .

LEM M A 13. 2. L et J  be a  non-singular interv al of  positiv e re-
current type, J ' a com pact subinterval of  J and Y (t ) the solution of

(13. 20) Y (t ) =  + o ce(Y(s))+ ,e(Y(s))dB(s) .

Then

(13. 21) E(larctan Yp2(t)— arctan Yt i (t)l) 0

uniform ly  on 2) E J' x j' as  t 00 .

PROOF: Since Y (t) can be approximated by successive appro-
ximation, Y ( t )  is  93,(dB)-m easurable. Take in J. Let cr
be sup It : t i (s) <Y t 2(s )  fo r  s <t} .  U s in g  th e  strong Markov
property of the Wiener process B (t) and definition o f  stochastic
integral, we can see that with probability 1, either a = co or

(13.22) Y ( t  +o-) Y(0-)+  a( Y(s+ cr))ds +1 '  0(Y(s +0-))dB,(s)

f o r  Y= Ye1 , 17-
t2 ,  where B,(s)=B(s+a)—B(Œ); we can prove by

routine argument that Bo.(s), s> 0  is  a Wiener process and that
V 53( Yt(s + GO)] y 930,(dB,-) is independent o f 93,(dB,), so that the

stochastic integral in (13. 22) is meaningful.
By the uniqueness of the solution of the stochastic integral
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equation and the fact that Yi2 (a)------Yt i (0-) i f  c < 0 0 , we get from
(13. 22)

(13. 23) P(either 0- = 00 or 17 .
2(t) = 17-

1(t) f o r  t > (7) =1;

see the remark at the end of this section.
Since Ye2(t) > Y t 1(t) for t <0, we get

(13.24)P ( Y i 2 ( t ) > Y t 1 ( t )  for every t > 0) = 1

Since h(x) -=arctan x  is continuous, bounded and increasing, it
follows from (13. 24) that

E[ I h(Ye2 (t))—  h( Y 0)) I  =  I E[h( 17
2 (t))] — E[h( Y I,(t))]

for el <  •  Noticing the symmetry of and in  this identity,
we can see that it is true for E Jx J ,  a fortiori for 2) E
X f .  To complete the proof, it is enough to observe

lE[h(17
2 (t))] — E[11(17 ,(0)111 =

 

de)— .T h( )P (t,

  

.7 h(e)P(t, e i , de)— Lh(OdvW

and to use Lemma 13. 1 (ii).
Using the equivalence in law o f (B(t), t>0 ) and (B(t— T)—

B (— T )) and the fact that the one-sided solution of our stochastic
differential equation is determined by successive approximation, we
can derive the following lemma immediately from Lemma 13. 2.

LEMMA 13. 3. Let J  be a non-singular interv al of positive re-
current type, J ' a compact subinterval of J and X T (t) the solution of

(13. 25) X ( t )  =  e + T ct(X (s))ds+ R(X(s )) dB(s) .

Then

(13. 26) E [ I  arctan X7 - 2 (t)— arctan X T ,ti (t) ] 0

uniform ly  in 2) E f  X J ' as t —>CXD.
Now we shall discuss the stationary solution on a single non-

<

singular interval of positive recurrent type.

THEOREM 18. I f  J  be  a  non-singular interv al of  positiv e re-
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current type, then the stochastic dif ferential equation (13. 2) has one
an d  only  one solution w hose sam ple path is conf ined in  J  with
probability  1.

This solution satisfies

(13. 27) 93 (X) --- 93_„(dB)-  D O  < t < DO .
Furtherm ore if  th e  in v arian t m easure on J  has f in ite  second

order moment, then this solution has a properly canonical backward
representation by m ultiple W iener integrals.

PROOF:
( i )  Ex istence. We shall consider the process XT ,e (t) , t >  -  T,

introduced in Lemma 13. 2. Take a point e J  and fix  it. T h e
limit of X T ( t)  as T-). D O  is supposed to be a solution.

First o f all we shall prove that X T ( t )  converges to a certain
random variable X (t) in probability for each t.

Take S  and T  with - S <  -  T < t .  Then

(13.28) X s , 0 )  -  X s , -  T)+S tT ce(Xs , 4.(s))ds+ t
 T R (X s(s))dB (s).

Since X ( -  T )  is independent o f 53_T . (d B ) , we can obtain X ( t )
by replacing e in XT, t  with Xs , ( -  T )  by virtue of the uniqueness
of the one-sided solution and the Borel-measurability o f  XT ,t (t, (0)
in (e, 0) on the product measurable space 1V(93(R1)) X S2(93(dB)) (see
K. Itô  [8 ]). Noticing that X7-, ( t )  is 33 T (dB)-measurable, we get

E [larctan  X s , (t) - arctan Xx, s(t) I]

-  P(X s  4 .( - T )  E cl)E [larctan  X T , (t )— arctan X7- , 4•(t)i]
• I '

= ç P S _  T , - , c l)E [la rctan  X T ,e ( t ) -  arctan X T ,M)1] ., J
Using Lemma 13. 1 (i) and Lemma 13. 3, we can easily see that
this tends to 0 as S>T -> Do . Therefore the limit in probability of
arctan XT , ( t )  as T —  o c  exists, so that X T ( t )  tends to  a certain
random variable g ( t )  in probability as T-). 0 0  . It is clear that X(t)
is 53, ( dB)-measurable, so that (13.27) holds for X = X .

To prove that X- ( t )  has a version with continuous paths which
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is a  stationary solution of (13. 2), we shall express g (t )  by the
limit of another sequence of one-sided solution.

Take a random variable A  which is governed by the invariant
distribution o n  J , by extending the basic probability measure
space if necessary. Let X T ,A (t), t >  - T ,  denote the solution of

(13.28)X ( t )  = Ta (X (s ))ds+  7 . 13(X(s))dB(s).

It is easy to see that if S > T , then

(X s ,A (t), t >  - T  ,  B ( v ) - B (u ) ,  v >  u >  - T )

is equivalent in law with

(X T ,A (t), t >  - T ,  B ( v ) - B ( u ) ,  v >  u >  - T )

because A  is v -d is tr ib u te d . This is a nice property of X T ,A  which
X ( t )  did not enjoy ;  on the other hand X T ( t )  was 93_2-,,(dB)-
measurable, while X T ,A  is not so.

Now we can prove that for each t, X T ,A ( t )  also converges to
g (t ) in probability as T-.00, by observing, as above,

E [  I arctan X T,A (t)-arctan XT,4 ( t)I ]

E dO E [ arctan X T, t(t) —  arctan X T,(t)1]

v(c1)EEI arctan X T P ) - a r c t a n  X T, (t)1]

0 ( T co) ,

by virtue o f Lemma 13. 3.

Take any time points ti < t ,<  ••• < t n . T h e n  the joint dis-
tribution of

Cg(t i ), • • •, g(t „), B(t 2) - B(t,), • • • , B(t „)- B(t ,))

is clearly the weak* limit of that of

(X T ,A (t i ), • ••, XT , A(t „), B(t 2 ) -B (t 1 ), • • • , B(t„) -B(t n_i))

as T ,  Do. But the latter one is independent o f  T  as far as
- T < t i  because of the nice property o f X T .A .  mentioned above.
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This means that any finite dimensional joint distribution of the
system

(X(t), B(v) — B(u), — 00 <t <00 , — 00 <u <v <00)

is the same as the corresponding joint distribution of

(X T ,A (t), B(v) — B(u), — Do < t  <  0 0  , - 0 0  < U < V < 0 0  )
for big enough T  which depends on the time points referred to in
the joint distribution.

Since X T ,A (t), t > — T is continuous in t  with probability 1, it
is strictly stationarily correlated to dB(t), t>— T, and it satisfies
(13. 2) on t>— T, we can use routine argument to prove that fC(t)
has a version X(t) with continuous paths and that it is a stationary
solution of (13. 2). It is clear that X (t )  has also th e property
33--t(X ) g3 (dB) as a version of X.-(t).

Hence it follows by Theorem 10 in Section 9  that 9 3 (X )

=33,(dB).
I f  v has finite second order moment, then E(X(t) 2) <0.0 , so that

X (t) has a  backward representation by multiple Wiener integral
which is properly canonical by 53_,(X)=33_,(dB).

(ii) U niqueness. Take any stationary solution Y (t) . Then it is
clear that Y(t) is 1.-distributed. Since it satisfies

tf t
(13.29)Y (t)  =  (  —  T  ) +  ra(Y (s))ds+ T R (Y (s))dB (s)

and Y(— T ) is independent o f 53 _ T o o (dB), we get

E[jarctan Y(t)—arctan X ( t ) J ]

= 5(d )E [ I arctan X T ,t(t)— arctan X  (t) I]
I

as above. This proves that P (Y (t)= X (t))= 1  fo r  each t  and so
P ( Y (t)= X = (t) fo r  every t)= 1 by virtue of the continuity of the
paths.

Take any invariant probability measure ,a,. It is easy to see
that ,a can be uniquely decomposed as a convex comaination of the
extremal inv ariant m easures introduced above :
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(13. 30) ) 108 ) d k(9) knp„(•),

where d k > 0 ,  k > 0  and dk(0)+ E k„=1.

For the convenience of notations, we shall take a point
from each L as a representative, and write (13. 30) as

(13.30')P ( '  ) = v4.(. )dk(0 ,evil

where II= { '„ •••}, k  on 0  is  as in  (13. 30), k({e„})—k,i ,  and
o r  1,„ according a s  E  0  o r  = The expression (13. 30)

is called the canonical decomposition of and d k  is called the
coefficient measure.

Let (13 be the mapping : v (V ./.) —> (0) v11 defined as

(13.31) (KO E = (" EL) •

Let X ( t ) ,  G 0 y  LI denote the ex trem al stationary solution we
introduced above, i.e.,

(1 3 . 3 2 )  X (t) E 0)

=  the stationary determined for L  in Theorem 18

=  G H) •

Now we shall prove the following theorem which gives a
complete description of stationary solutions.

THEOREM 19.

( i )  L e t X (t)  be any  stationary  o f  (1 3 .2 )  and set Z =(13(X(0)).
Then

(a) P(Z = (1)(X(t)) f or ev ery  t)=1
(b) 93(Z)= A ( =the rem ote past Borel algebra)

(c) Z  is independent o f 33(dB).
(d) is has a canonical decomposition with the coefficient measure

k (•)=P(Z  E • ) :

p(E) = P(X (t)EE) = 1) 4, (E)(PZ  E

(e )  P(X ( t)  = X ( t)  fo r  every t)=1
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(ii) Consider any invariant probability measure 1.6 and decompose
i t  as  (13. 30'). Take a  random  variable Z  w hich is independent of
93(dB) and k-distributed by  ex tending the basic probability measure
space i f  necessary . T hen X (t) X ( t )  i s  a  stationary  solution of
(13.3) w ith P(X (t)EE)=. ,a(E).

Furtherm ore i f  g ,  has f inite second order m om ent, then this
solution has a  backward representation by multiple W iener integrals
w hose integrands contain Z  a s  a  param eter. I f  an d  only  i f  is is
ex trem al, X  has a  properly  canonical backward representation by
m ultiple W iener integrals.

PROOF o f  (i).
(a) is clear by the definitions.
(b) follows at once from (a) by virtue o f Theorem 18.
(c) follows at once from (b), because 93_,(X ) is independent of

93,.(dB).
(d) is clear by the definition o f cl).
( e )  Consider the solution X T (t) of

X T  
( t ) e+  Tc Te(X , ( s ) ) d s +  T A X T ,t(s))dB(s)

I f  e E 0, then IfI f  e E L , th en  XT — X ( t )  in
probability as we proved in Theorem 18.

Since P(Z E0v(V ./ )) = I  and Z  is independent of 5(dB ),

X ( t ) - > X ( t )  in probability as far as t >  -  T.
It is also clear that X T , m - n ( t ) = X ( t )  ( t >  - T ) .  Observing

EEI arctan X(t( -arctan XT,z(t)I
E[ arctan X T ,X ( -T )— a r c t a n  X T ,z (t)1, X ( - T)E.Tni

E[ I arctan X T ,X ( -T )— a r c t a n  X  T (t)1 , T)E

=  E  P(X (-T )E  d )E [ I arctan XT , — a rcta n
"

=  E (ci)ECIarctan X T   arctan XT,;11
n

=  E  k J arctan XT , — arctan XT,Ctsl]
"

we can see that X (t)=X z(t).
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PROOF o f (ii).
Using the process X T (t) as above, we have

X ( t )  = lirn in probability X T ,z

Consider a random variable A  which is ,a-distributed and indepen-
dent of 3 (d B ). By the argument used above, we get

EE!arctan XT A ( t )  arctan X ( t ) I ] 0

as t co , and so

X ( t )  = lim  in probability X 7-,z (t).

The rest of the proof is the same as in the proof of the existence
part of Theorem 18; notice that X ( t )  is already continuous in t
with probability 1 by the definition.

The statement for the backward representation is now easy
to see.

R em ark . Let us give a detailed proof of (13. 23). Since Y (t )
is a function of t, B, we shall write it as f(e , t, B ). Because of
the uniqueness of the solution of (13. 20), it is clear that, with
probability 1,

(13. 33) f(e, s+t,B )= f(f(e, s, B ), t, Bs )

where N O = B(t + s)— B(s).
Since f (e, t, B ) is B o t (B)-measurable, the event 

( Œ < t ) ,
 is also

530 (B)-measurable. Approximating 0- with discrete-valued random
variables an =-[n-0-]/n as  we usually d o  in  deriving the strict
Markov property from the Markov property in the Feller process
(see  [9 ] o r  PI, we can easily see that for any fixed e, with
probability 1,

(13. 34) f (e , + t, B ) =  f (f (e , a , B), t, B,) (t >  0)

by interpreting both sides as 0 0  for convention when o• =00. There-
fore with probability 1,

(13. 35) Gr+t, B) f ( f ( i > B), t,
- f ( f ( 2 ,  (7 ,  B ) ,  t, B,)
- f ( 2 ,  + t ,  B) ,

which proves (13. 23).
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1 4 . A Modified Girsanov Example

In the general cases treated in Sections 6, 7 and 8  we neither
proved nor disproved

(14. 1) _ (X)A 33 „(dB) (s  < t)

for the stationary solutions obtained there, while (14. 1) was true
for the special cases discussed in Sections 10, 11, 12 and 13.

Let us consider the equation :

(14. 2) dX(t) = h(X(t))dB(t)

(h(e) — 
 l e l '

1
lel, positive constant <

+ 2

and call it a modified Girsanov equation. We put an extra term
in h(e) in the Girsanov equation [ 3 ]  in order to be able to get a
stationary solution without any essential change of h(e) near e =0.

First o f all we shall consider two solutions of the stochastic
integral equation :

(14.3)X ( t )  =  h(X(s))dB(s) .
0

One is the trivial one X °(t)= --- O. The other one is  a  Girsanov
solution X 1(t) which corresponds t o  the diffusion with the scale
ds = de and the speed measure 2h( 2 d ;; Girsanov also constructed a
solution which corresponds to the diffusion with the speed measure
2h() - 2  de + c-8, for every c> 0 ,  but we will not use this here.

Now we shall combine these two solutions by Ikeda's method
(see Ikeda's example [9 ]).

Take two random variables T°, T1 which are exponentially dis-
tributed with mean X° and X' respectively.

Take a countable number of copies (X;„ 13;„ T;,), n=1, 2, •• • of
(X ', B1 , TO for i =0, 1. We shall also assume that 53(X',„  B;„,
n=1, 2, • • i= 0, 1 , are independent.

Let T(t) be the local time at 0 for the process JC-,. It is  c lear
that X,;(7- 1 (t„1 ) ) = 0 .  In view of this fact, we shall define (X„ B )
as follows :
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(14. 4)

X±(t) = X`Xt) , B(t) = M t )
(0 < t < T ? ) ;

X + (t + ,1-7) = X(t) , B(t + 77)— B(7-?) 131(t)
(0 < t <7 — 1 (71) ;

X + (t + rr? + ) =  Xat) , B (t + rrl) B(7-7 ) =  M t )
(0 < t< .7 1 );

X + (t +77 + 1r- 1+ 7) X (t) ,
B(t + 77+ ,71+ rr?,) Ber7+ ir-1+ 7'1) = Bi2 (t) ,

(0  <  t <7 - 1 (T ) 9-1)

and so o n . Then B (t) is  a Wiener process and (14. 3) holds for
the pair (X + , B).

Because of the property of the non-singular diffusion, the set
of zero points of X ( t )  is non-dense for every n=1,2, •••. There-
fore 7-7, 7S2) , • • •  are determined as the lengths of the successive zero
intervals of X + (t), so that 33(X+ )=J3(T? ,7- , • ••). On the other hand
the construction (1 4 ) shows that 93 (7?,  T 20 , • • • )  is independent of
13(dB).

Noticing that the probability measures P(X + (t) E  • ) ,  t > 0 ,  form
a totally bounded set, we can apply the shifting and averaging
method used in Secrion 6 to our pair (X ,  B )  in order to get a
stationary solution X  o f (14. 2).

After the shift the lengths 7-7, • •• of zero intervals .0)
of the solution are independently and exponentially distributed
with the mean X° and independent of the Wiener process B, so that
this fact remains to be true even after the averaging. This means
that we have, for the stationary solution X  obtained iu such a way,

330 c.,(X ) —  53 ,,(X)= 93(T? , T ,  • • • )

53(7- ?, 7- (2) ,  • - • )  is independent o f g30 (dB) ,

g30 (X)cr 33 _XX) v 93,(dB) ,

and

so that

Th is implies that (14. 1) does not hold fo r  any pair s< t ,
because X  and dB  are stationarily correlated.
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15. A  Deterministic Example

Since we did not require b (f) 0 in our stochastic differential
equation :

(15. 1) dX(t) = a(7c,X)dt +b(7t t X)dB(t) ,

even the deterministic equation (differential-difference equation) :

(15. 2) dX(t) = a(71-,X)dt ,

dX(t)i.e. a(n-,X)
dt

lies in our frame.
Take an example

(15.3) dX(t)X ( t  —
2 ) •dt

The one sided solution is uniquely determined ; in fact, if X (t) is
given for t <0, then X(t) is determined fo r 0  < t<z/2  by integra-
tion and then fo r  7 r / 2 < t< 7 r  and so  o n . Besides the trivial
stationary solution X(t)=- --0, we have another stationary solution

(15.4) X ( t )  =  sin (co+t+ a) (a  =  constant)

where 0 )  is  a  probability parameter moving on 1-2= [0, 7r/2] asso-
ciated with the uniform distribution. This stationary process is
ergodic.

16. A  Two - dimensional Example

Consider a two-dimensional stochastic differential equation :

 

dX = —
X

dt — Y dB,
2
YdY =  —dt + XdB2
2

   

(16.1) (R N./ X ' +172 < 1 )

(16.2)

X X )  ( X— XdX — 1R_ —
2  

dt + —  dB,— Y dB,
R

) 

Y YdY — _
R

— 
Y

—
2  

dt +(Y
R

)dB i + X dB2

(R> 1)
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We can easily see that the coefficients satisfy the Lipschitz
condition in the whole plane, so that the one-sided solution can be
determined uniquely by successive approximation.

In order to fined out a stationary solution, we shall write the
equations in the polar coordinates (R, 0). (16. 1) and (16. 2) are
transformed into

(16.3) d R  = R . d t  (R <1 )  , dR  = dt +(R  — 1)dB , (R > 1)
(16. 4) dO = dB, (mod 27r)

Observing the form o f these equations, we can easily see that

(16. 5) 0 (t)  corresponds to a Brownian motion on the unit circle,
(16. 6) R (t) corresponds to a one-dimensional diffusion,

and

(16. 7) R (t) and 0(t) are independent processes.

Using Theorem 17 in Section 13, we can easily see that for
the diffusion R (t), 0 is a trap, every point in (0, 1] is a strict right
shunt and (1, 00 ) is  a  non-singular interval of positive recurrent
type.

I f  (X (t), Y (t)) is  a  stationary solution of (16. 1) and (16. 2),
then the corresponding R (t) and 0(t) should be stationary solutions
of (16. 3) and (16. 4) respectively. Therefore either R ( t)_ 0  or R(t)
is a unique stationary solution with the invariant measure d ( r )
proportional to the speed measure of the non-singular interval (1, 00).

R(t)=--=- 0  corresponds to  the trivial stationary solution (X (t),
Y(t))-- ---(0, 0).

The second stationary solution R(t) corresponds to a stationary
solution (X (t), Y (t))=-(R(t), 0(t)) with the invariant measure c p(r)-
dt 9 I27r concentrated in the outside of the unit circle.

We shall verify for this stationary solution

(16.8) A Y ) 3.1 ( = trivial algebra)

(16.9) 9 3 ,(X , Y )  =3 ,(X , Y  )  v  5 3 8 ,(dB,, dB2) ( —  c ° < s < t  < ° ° )

and

(16.10) 53-0,(X, 17 ) g3 (dB1, c1132) ( —  00 <t <°°)
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The transition probability o f R (t) tends to  its  invariant dis-
tribution as t 0 0 ,  and a  similar fact holds for e i(t ). Since R(t)
and OM  are independent, it is also true for the joint process
(R(t), 0(t))—(X(t), Y (t ) ) .  Using this, we can verify (16.8) easily.

(16. 9) follows at once from the fact that the one-sided solution
can be uniquely determined by successive approximation.

To prove (16. 10), it is enough to prove it for t =0 by virtue
of the stationarity. If 93 0 (X, Y)(27_93- 0(dB1 , dB 2 )  holds, then we
have

E [  X(t) X(t)
R(t) \R(t)

530,(dAdB2 ) ) 1, 0 (R = N/X 2H- Y 2)

  

as t 0 0  by Theorem 8 in Section 9 ; notice here that R(t)>  1 and
that X (t)/R (t)I<1

E t )
R(t) g30t(dB„ dB:0) = E[cos (0(0)+ B2(t)— B2(0 ))1 930t(dB, , dB2))]

cos (0 + B2(t)— B2(0))de = 0 ;
21 2 7 . '7r 0

recall that 0(0) is independent of 530 (dB1, d130-

E [
X (t)Il
R(t)

0 (t 00) ,

and similarly

E [
Y ( t )

,

R(t)

Therefore we get

and so  EE(IX(t)I + 1 17(01)1 R(t)].—. 0 in contradiction with 1X1 + I YI
> R .  Thus (16. 10) is proved.
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