# ON SUPERQUADRATIC ELLIPTIC SYSTEMS 

DJAIRO G. DE FIGUEIREDO AND PATRICIO L. FELMER

Abstract. In this article we study the existence of solutions for the elliptic system

$$
\begin{aligned}
-\Delta u & =\frac{\partial H}{\partial v}(u, v, x) \text { in } \Omega, \\
-\Delta v & =\frac{\partial H}{\partial u}(u, v, x) \text { in } \Omega, \\
u & =0, \quad v=0 \quad \text { on } \partial \Omega .
\end{aligned}
$$

where $\Omega$ is a bounded open subset of $\mathbb{R}^{N}$ with smooth boundary $\partial \Omega$, and the function $H: \mathbb{R}^{2} \times \bar{\Omega} \rightarrow \mathbb{R}$, is of class $C^{1}$. We assume the function $H$ has a superquadratic behavior that includes a Hamiltonian of the form

$$
H(u, v)=|u|^{\alpha}+|v|^{\beta} \quad \text { where } 1-\frac{2}{N}<\frac{1}{\alpha}+\frac{1}{\beta}<1 \text { with } \alpha>1, \beta>1
$$

We obtain existence of nontrivial solutions using a variational approach through a version of the Generalized Mountain Pass Theorem. Existence of positive solutions is also discussed.

## 0. Introduction

This paper is devoted to the study of existence of solutions for certain superquadratic elliptic systems of the form

$$
\begin{align*}
-\Delta u & =\frac{\partial H}{\partial v}(u, v, x) \quad \text { in } \Omega  \tag{0.1}\\
-\Delta v & =\frac{\partial H}{\partial u}(u, v, x) \quad \text { in } \Omega  \tag{0.2}\\
u & =0, \quad v=0 \quad \text { on } \partial \Omega \tag{0.3}
\end{align*}
$$

where $\Omega$ is a bounded open subset of $\mathbb{R}^{N}$, with smooth boundary $\partial \Omega$, and the function $H: \mathbb{R}^{2} \times \bar{\Omega} \rightarrow \mathbb{R}$, which we call the Hamiltonian, is of class $C^{1}$.

For easy reference later on we call the above problem (ES). The term "superquadratic" used here comes from hypothesis (H2) on the Hamiltonian (see it in the sequel, as well as Remark 0.5). Such a condition actually takes into account the coupling of the system. It does not imply that both equations in (ES)

[^0]are superquadratic, but it is implied by that, which follows from a condition like
\[

$$
\begin{equation*}
\text { (S) } \frac{\partial H}{\partial u}(u, v, x) \cdot u+\frac{\partial H}{\partial v}(u, v, x) \cdot v \geq \mu H(u, v, x)>0 \tag{0.4}
\end{equation*}
$$

\]

for all $(u, v) \in \mathbb{R}^{2} \backslash\{(0,0)\}, x \in \bar{\Omega}$, and $\mu>2$. Observe that ( $\mathbf{S}$ ) is a special case of (H2). We should mention that Benci and Rabinowitz [2] have already considered a special case of (ES) when both equations are superlinear, namely

$$
-\Delta w=\left(w^{2}+z^{2}\right)^{(s-1) / 2} w, \quad-\Delta z=-\left(w^{2}+z^{2}\right)^{(s-1) / 2} z
$$

where $s>1$. Such a system is of the form

$$
\begin{align*}
-\Delta w & =\frac{\partial H}{\partial w}(w, z, x)  \tag{0.5}\\
-\Delta z & =-\frac{\partial H}{\partial z}(w, z, x) \tag{0.6}
\end{align*}
$$

which is equivalent to our system (ES). In studying (0.5) and (0.6) Benci and Rabinowitz used the Generalized Mountain Pass Theorem in its infinite dimensional setting.

Recently in [4] Clement, de Figueiredo and Mitidieri studied a case of (ES) including Hamiltonians satisfying

$$
\begin{equation*}
H(u, v)=|u|^{\alpha}+|v|^{\beta} \tag{0.7}
\end{equation*}
$$

where $\frac{1}{\alpha}+\frac{1}{\beta}<1, \alpha>1$ and $\beta>1$, but where the case $\alpha<2$ is allowed. Thus not satisfying (S). In [4] a priori estimates for positive solutions were obtained and then degree theory arguments were used to prove the existence of positive solutions for (ES). In another work, Clement, de Figueiredo and Mitidieri [5] have considered some classes of superlinear elliptic systems with growth that allows the use of inequalities of the Hardy-Sobolev type, and have obtained a priori bounds for positive solutions.

Some other class of superlinear elliptic systems were also considered by Souto [13]. He used the techniques introduced by Gidas and Spruck [8] in order to obtain a priori bounds for positive solutions, and by degree theory existence of positive solutions was established. Sublinear systems with a Hamiltonian form were discussed in Costa and Magalhães [3].

In this paper we consider superquadratic Hamiltonians using a variational approach. This allows us to extend the results in [2 and 4]. This kind of Hamiltonian was studied recently by Felmer [6] in the context of Hamiltonian systems.

Next we describe our results in a more precise way. On the Hamiltonian $H$ we will consider the following hypotheses:
(H0) $H: \mathbb{R}^{2} \times \bar{\Omega} \rightarrow \mathbb{R}$ is of class $C^{1}$.
(H1) $H(u, v, x) \geq 0$ for all $(u, v, x) \in \mathbb{R}^{2} \times \bar{\Omega}$.
Let us consider real constants $p \geq \alpha>p-1>0$ and $q \geq \beta>q-1>0$
such that

$$
\begin{equation*}
\frac{1}{\alpha}+\frac{1}{\beta}<1 \tag{i}
\end{equation*}
$$

(ii)

$$
\left\{2-\left(\frac{1}{p}+\frac{1}{q}\right)\right\} \max \left\{\frac{p}{\alpha}, \frac{q}{\beta}\right\}<1+\frac{2}{N}
$$

(iii)

$$
\frac{p-1}{p} \frac{q}{\beta}<1 \quad \text { and } \quad \frac{q-1}{q} \frac{p}{\alpha}<1
$$

In this paper we will always assume $N \geq 3$. If $N=2$ or $N=1$ less restrictive assumptions can be made.

Furthermore, in case $N \geq 5$ we also impose (iv)

$$
\left(1-\frac{1}{p}\right) \max \left\{\frac{p}{\alpha}, \frac{q}{\beta}\right\}<\frac{N+4}{2 N} \text { and }\left(1-\frac{1}{q}\right) \max \left\{\frac{p}{\alpha}, \frac{q}{\beta}\right\}<\frac{N+4}{2 N}
$$

With these constants $\alpha, \beta, p, q$ satisfying the above conditions (i)-(iv) we now state the further hypotheses on the Hamiltonian $H$ :
(H2) There exists $R>0$ such that

$$
\frac{1}{\alpha} \frac{\partial H}{\partial u}(u, v, x) \cdot u+\frac{1}{\beta} \frac{\partial H}{\partial v}(u, v, x) \cdot v \geq H(u, v, x)>0
$$

for all $(u, v) \in \mathbb{R}^{2},|(u, v)| \geq R$ and $x \in \bar{\Omega}$.
(H3) There exists $r>0$ and $a_{1}>0$ such that

$$
H(u, v, x) \leq a_{1}\left(|u|^{\alpha}+|v|^{\beta}\right) \quad \text { if }|(u, v)| \leq r
$$

and
(H4) There exists $a_{2}>0$ such that

$$
\begin{aligned}
& \left|\frac{\partial H}{\partial u}(u, v, x)\right| \leq a_{2}\left(|u|^{p-1}+|v|^{(p-1) q / p}+1\right) \\
& \left|\frac{\partial H}{\partial v}(u, v, x)\right| \leq a_{2}\left(|v|^{q-1}+|u|^{(q-1) p / q}+1\right)
\end{aligned}
$$

Our first existence results consider the concept of strong solution. In our situation we have
Definition 0.1. We say that $(u, v)$ is a strong solution of (ES) if

$$
u \in W^{2, p /(p-1)}(\boldsymbol{\Omega}) \cap W_{0}^{1, p /(p-1)}(\boldsymbol{\Omega}), \quad v \in W^{2, q /(q-1)}(\boldsymbol{\Omega}) \cap W_{0}^{1, q /(q-1)}(\boldsymbol{\Omega})
$$

and ( $u, v$ ) satisfies (0.1) and (0.2) a.e. in $\Omega$.
We will prove the following results.
Theorem 0.1. If $H$ satisfies $(\mathrm{H} 0)-(\mathrm{H} 4)$ then system $(\mathrm{ES})$ possesses at least one strong solution.
Theorem 0.2. If $H$ satisfies $(\mathrm{H} 0)-(\mathrm{H} 4)$ and $H$ is independent of $x \in \overline{\mathbf{\Omega}}$ then (ES) possesses at least one nontrivial strong solution.
Remark 0.1. When we assume more regularity on the Hamiltonian $H$, using standard arguments, it can be proved that strong solutions are indeed classical solutions. See [9]. In this direction a hypothesis to consider is
$\left(\mathbf{H} 0^{\prime}\right) H: \mathbb{R}^{2} \times \bar{\Omega} \rightarrow \mathbb{R}$ is of class $C^{1, \varepsilon}$.
When some more assumptions are considered in $H$ we also obtain a result on existence of positive classical solutions.

Theorem 0.3. If $H$ satisfies $\left(\mathrm{H}^{\prime}\right),(\mathrm{H} 1)-(\mathrm{H} 4)$ and also
(H5) $\partial H(u, v, x) / \partial u \geq 0, \partial H(u, v, x) / \partial v \geq 0$ for all $(u, v) \in \mathbb{R}^{2}, u \geq$ $0, v \geq 0, x \in \bar{\Omega}$,
(H6) $\partial H(u, v, x) / \partial u=0, \partial H(u, v, x) / \partial v=0$ if $u=0$ or $v=0$.
Then (ES) possesses at least one positive solution $(u, v)$ with $u(x)>0, v(x)>$ 0 if $x \in \Omega$.

Next we make some remarks about the hypotheses we considered.
Remark 0.2. Since $\frac{p}{\alpha} \geq 1$ and $\frac{q}{\beta} \geq 1$ we have from (ii) that

$$
1>\frac{1}{\alpha}+\frac{1}{\beta} \geq \frac{1}{p}+\frac{1}{q}>1-\frac{2}{N}
$$

The first inequality above expresses the superquadratic character of the Hamiltonian $H$, as said before. The last inequality expresses the subcritical character of the system, as already pointed out in [4]. It seems however that these minimal assumptions do not suffice. Some further control on the constants $\alpha, \beta, p, q$ as expressed in (ii) and (iii) seems to be necessary.

Remark 0.3. Besides the critical curve $\frac{1}{p}+\frac{1}{q}>1-\frac{2}{N}$, in case $N \geq 5$ we have two extra critical lines as given by (iv).

Remark 0.4. If $\alpha=p, \beta=q$ then (i) and (ii) simply express

$$
1>\frac{1}{\alpha}+\frac{1}{\beta}>1-\frac{2}{N}
$$

and (iii) trivializes. Condition (iv) becomes

$$
\frac{1}{p}>\frac{N-4}{2 N}, \quad \frac{1}{q}>\frac{N-4}{2 N}
$$

see [4].
Remark 0.5. It follows from (H2) that there are constants $c_{1}>0$ and $c_{2}>0$ such that

$$
\begin{equation*}
H(u, v, x) \geq c_{1}\left(|u|^{\alpha}+|v|^{\beta}\right)-c_{2} \tag{0.8}
\end{equation*}
$$

For a proof see [6].
Our Theorem 0.3 generalizes Theorem 3.1 in [4]. Let $f, g: \mathbb{R} \rightarrow \mathbb{R}$ functions satisfying the hypothesis of Theorem 3.1 in [4]. Then we can define a Hamiltonian

$$
\begin{equation*}
H(u, v)=G(u)+F(v) \tag{0.9}
\end{equation*}
$$

with $G(u)=\int_{0}^{u} g(s) d s$ and $F(v)=\int_{0}^{v} f(s) d s$. This Hamiltonian satisfies our hypotheses. In particular it satisfies (H5) and (H6).

## 1. The variational formulation of (ES)

In this section we set up the functional analytic framework needed to study problem (ES) from the variational point of view. We also give the variational formulation of (ES).

We shall work with spaces $E^{s}$, which are obtained as the domains of fractional powers of the operator

$$
-\Delta: H^{1}(\Omega) \cap H_{0}^{1}(\Omega) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

where $\Delta$ denotes the Laplacian and $H^{2}(\Omega), H_{0}^{1}(\Omega)$ are the usual Sobolev spaces. Namely $E^{s}=D\left((-\Delta)^{s / 2}\right)$ for $0 \leq s \leq 2$, and the corresponding operator is denoted by $A^{s}$

$$
A^{s}: E^{s} \rightarrow L^{2}(\Omega)
$$

The spaces $E^{s}$ are Hilbert spaces with inner product

$$
\begin{equation*}
(u, v)_{E^{s}}=\int_{\Omega} A^{s} u A^{s} v d x \tag{1.1}
\end{equation*}
$$

and associated norm

$$
\begin{equation*}
\|u\|_{E^{s}}^{2}=\int_{\Omega}\left|A^{s} u\right|^{2} d x \tag{1.2}
\end{equation*}
$$

It is known that these spaces are indeed Sobolev spaces of fractional power as defined by interpolation, see Lions and Magenes [10]. In particular we have

$$
\begin{gathered}
E^{s}=H^{s}(\Omega) \quad \text { if } 0 \leq s<\frac{1}{2}, \quad E^{1 / 2} \subset H^{1 / 2}(\Omega), \\
E^{s}=\left\{u \in H^{s}(\Omega) \mid u=0 \text { on } \partial \Omega\right\} \quad \text { if } \frac{1}{2}<s \leq 2, s \neq \frac{3}{2}, \quad \text { and } \\
E^{3 / 2} \subset\left\{u \in H^{3 / 2}(\Omega) \mid u=0 \text { on } \partial \Omega\right\} .
\end{gathered}
$$

See also the results in Fujiwara [7].
If we consider a basis of $L^{2}(\Omega)$ constituted by eigenfunctions $\left\{\phi_{n}\right\}$ of

$$
-\Delta \phi=\lambda \phi \quad \text { in } \Omega, \quad \phi=0 \quad \text { on } \partial \Omega
$$

with associated eigenvalues $\left\{\lambda_{n}\right\}$, then we have the following characterization of $E^{s}$ and $A^{s}$. If $u \in L^{2}(\Omega)$ we write $u=\sum_{n=1}^{\infty} a_{n} \phi_{n}$ its Fourier series with respect to the basis $\left\{\phi_{n}\right\}$. Then

$$
\begin{equation*}
E^{s}=\left\{\left.u \in L^{2}(\Omega)\left|\sum_{n=1}^{\infty} \lambda_{n}^{s}\right| a_{n}\right|^{2}<\infty\right\} \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{s} u=\sum_{n=1}^{\infty} \lambda_{n}^{s / 2} a_{n} \phi_{n} \tag{1.4}
\end{equation*}
$$

for all $u \in E^{s}$. Now it is easy to see Poincare's inequality for the operator $A^{s}$

$$
\begin{equation*}
\left\|A^{s} u\right\|_{L^{2}(\Omega)} \geq \lambda_{1}^{s / 2}\|u\|_{L^{2}(\Omega)} \quad \forall u \in E^{s} \tag{1.5}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of $-\Delta$.
The fractional order spaces have the following important embedding property.

Theorem 1.1. Given $s>0$ and $\sigma \geq 1$ so that $\frac{1}{\sigma} \geq \frac{1}{2}-\frac{2}{N}$ then the inclusion map $i: E^{s} \rightarrow L^{\sigma}(\Omega)$ is well defined and bounded. If above we have strict inequality then the inclusion is compact.

The proof of this theorem is based on interpolation and the Kondrachov Theorem. See the article of Persson [11] for a proof.

With these preliminaries about the Laplacian and the spaces we can now define the functional associated to (ES). Let us consider first the quadratic part. For numbers $s>0$ and $t>0$ with $s+t=2$ we define the Hilbert space $E=E^{s} \times E^{t}$ and the bilinear form $B: E \times E \rightarrow \mathbb{R}$ by the formula

$$
\begin{equation*}
B((u, v),(\phi, \psi))=\int_{\Omega} A^{s} u A^{t} \psi+A^{s} \phi A^{t} v d x \tag{1.6}
\end{equation*}
$$

Using the Cauchy Schwarz inequality and (1.2) it is easy to see that $B$ is continuous. We also see that $B$ is symmetric. Then $B$ induces a selfadjoint bounded linear operator $L: E \rightarrow E$ so that

$$
\begin{equation*}
B(z, \eta)=(L z, \eta)_{E} \tag{1.7}
\end{equation*}
$$

for all $z, \eta \in E$. Here and in what follows $(\cdot, \cdot)_{E}$ denotes the inner product in $E$ induced by $(\cdot, \cdot)_{E^{s}}$ and $(\cdot, \cdot)_{E^{t}}$ on the product space $E$ in the usual way. We can also define the quadratic form $Q: E \rightarrow \mathbb{R}$ associated to $B$ and $L$ as

$$
\begin{equation*}
Q(z)=\frac{1}{2}(L z, z)_{E}=\int_{\Omega} A^{s} u A^{t} v d x \tag{1.8}
\end{equation*}
$$

for all $z=(u, v) \in E$. A more explicit formula for $L$ will be needed in the future.

Proposition 1.1. The operator $L$ defined above can be written as

$$
\begin{equation*}
L(u, v)=\left(\left(A^{s}\right)^{-1} A^{t} v,\left(A^{t}\right)^{-1} A^{s} u\right) \tag{1.9}
\end{equation*}
$$

Proof. If $z=(u, v), \eta=(\phi, \psi) \in E$ and we write $L(z)=(w, y)$ then we have

$$
\begin{equation*}
(L(z), \eta)_{E}=((w, y),(\phi, \psi))_{E}=\int_{\Omega} A^{s} w A^{s} \phi+A^{t} y A^{t} \psi d x \tag{1.10}
\end{equation*}
$$

On the other hand, from (1.6) we have

$$
\begin{equation*}
(L(z), \eta)_{E}=\int_{\Omega} A^{s} u A^{t} \psi+A^{s} \phi A^{t} v d x \tag{1.11}
\end{equation*}
$$

Taking $\psi=0$ in (1.10) and (1.11) we obtain

$$
\begin{equation*}
\int_{\Omega} A^{s} \phi\left(A^{t} v-A^{s} w\right) d x=0 \quad \forall \phi \in E^{s} \tag{1.12}
\end{equation*}
$$

Using that $A^{s}$ is an isomorphism onto $L^{2}(\Omega)$ we conclude the equality $A^{t} v-$ $A^{s} w=0$ from where $w=\left(A^{s}\right)^{-1} A^{t} v$.

If we take $\phi=0$ in (1.10) and (1.11) we obtain in a similar way $y=$ $\left(A^{t}\right)^{-1} A^{s} u$.

In what follows we write $A^{-s}=\left(A^{s}\right)^{-1}$. Next we consider the eigenvalue problem

$$
\begin{equation*}
L z=\lambda z \quad \text { in } E . \tag{1.13}
\end{equation*}
$$

Using Proposition 1.1 we can write (1.13) in equivalent form as

$$
\begin{align*}
& A^{-s} A^{t} v=\lambda u  \tag{1.14}\\
& A^{-t} A^{s} u=\lambda v \tag{1.15}
\end{align*}
$$

where $z=(u, v)$. Since the operators $A^{s}$ and $A^{t}$ are isomorphisms $\lambda$ cannot be zero. Then isolating $u$ in (1.14) and substituting in (1.15) yields

$$
\begin{equation*}
v=\lambda^{2} v \tag{1.16}
\end{equation*}
$$

whence it follows that $\lambda=1$ or $\lambda=-1$. The associated eigenvectors are

$$
\begin{equation*}
\text { for } \lambda=1, \quad\left(u, A^{-t} A^{s} u\right) \quad \forall u \in E^{s} \tag{1.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { for } \lambda=-1, \quad\left(u,-A^{-t} A^{s} u\right) \quad \forall u \in E^{s} \tag{1.18}
\end{equation*}
$$

We can define the eigenspaces

$$
E^{+}=\left\{\left(u, A^{-t} A^{s} u\right) \mid u \in E^{s}\right\}
$$

and

$$
E^{-}=\left\{\left(u,-A^{-t} A^{s} u\right) \mid u \in E^{s}\right\}
$$

which give a natural splitting $E=E^{+} \oplus E^{-}$. The spaces $E^{+}$and $E^{-}$are orthogonal with respect to the bilinear form $B$, that is

$$
\begin{equation*}
B\left(z^{+}, z^{-}\right)=0 \quad \forall z^{+} \in E^{+}, z^{-} \in E^{-} \tag{1.19}
\end{equation*}
$$

We also find that

$$
\begin{equation*}
\frac{1}{2}\|z\|_{E}^{2}=Q\left(z^{+}\right)-Q\left(z^{-}\right) \tag{1.20}
\end{equation*}
$$

where $z=z^{+}+z^{-}, z_{ \pm} \in E^{ \pm}$.
Next we define the functional associated to the Hamiltonian. Using the growth hypothesis (H4) and integrating we obtain

$$
\begin{equation*}
H(u, v, x) \leq|H(0, v, x)|+a_{2}\left(|u|^{p-1}+|v|^{(p-1) q / p}+1\right)|u| \tag{1.21}
\end{equation*}
$$

and

$$
\begin{equation*}
|H(0, v, x)| \leq|H(0,0, x)|+a_{2}\left(|v|^{q}+|v|\right) \tag{1.22}
\end{equation*}
$$

Young's inequality implies

$$
\begin{equation*}
|v|^{(p-1) q / p}|u| \leq \frac{|u|^{p}}{p}+\frac{(p-1)}{p}|v|^{q} . \tag{1.23}
\end{equation*}
$$

From (1.21)-(1.23) we obtain

$$
\begin{equation*}
|H(u, v, x)| \leq c_{2}\left(|u|^{p}+|v|^{q}\right)+c_{3} \tag{1.24}
\end{equation*}
$$

for certain constants $c_{2}$ and $c_{3}$. Now we will choose the numbers $s$ and $t$ defining the orders of the Sobolev spaces involved. From inequality (ii) in the Introduction we see the existence of $s, t \in \mathbb{R}, s+t=2$ such that

$$
\begin{equation*}
\left(1-\frac{1}{p}\right) \max \left\{\frac{p}{\alpha}, \frac{q}{\beta}\right\}<\frac{1}{2}+\frac{s}{N} \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-\frac{1}{q}\right) \max \left\{\frac{p}{\alpha}, \frac{q}{\beta}\right\}<\frac{1}{2}+\frac{t}{N} . \tag{1.26}
\end{equation*}
$$

Using (iii) and (iv) if $N \geq 5$, we can choose $s>0$ and $t>0$. From the fact that ${ }_{\alpha}^{p} \geq 1$ and $\frac{q}{\beta} \geq 1$ we find, following from (1.25) and (1.26) that

$$
\begin{equation*}
\frac{1}{p}>\frac{1}{2}-\frac{s}{N} \quad \text { and } \quad \frac{1}{q}>\frac{1}{2}-\frac{t}{N} \tag{1.27}
\end{equation*}
$$

These last inequalities and Theorem 1.1 give the compact inclusions $E^{s} \rightarrow L^{p}(\Omega), E^{t} \rightarrow L^{q}(\Omega)$. Then using (1.24) we can define the functional $\mathscr{H}: E \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\mathscr{H}(u, v)=\int_{\Omega} H(u(x), v(x), x) d x \tag{1.28}
\end{equation*}
$$

Proposition 1.2. The functional $\mathscr{H}$ defined above is of class $C^{1}$ and its derivative is given by

$$
\begin{equation*}
\mathscr{H}^{\prime}(u, v)(\phi, \psi)=\int_{\Omega} \frac{\partial H}{\partial u}(u, v, x) \phi+\frac{\partial H}{\partial v}(u, v, x) \psi d x \tag{1.29}
\end{equation*}
$$

for all $(u, v),(\phi, \psi) \in E$. Moreover $\mathscr{H}^{\prime}: E \rightarrow E$ is a compact operator.
Proof. The expression given at the right-hand side of (1.29) is well defined. In fact, from the growth hypothesis (H4) we have

$$
\begin{equation*}
\int_{\Omega}\left|\frac{\partial H}{\partial u}(u, v, x) \phi\right| d x \leq a_{2} \int_{\Omega}\left(|u|^{p-1}+|v|^{(p-1) q / p}+1\right)|\phi| d x \tag{1.30}
\end{equation*}
$$

Using Hölder inequality and embeddings

$$
\begin{equation*}
\int_{\Omega}\left|\frac{\partial H}{\partial u}(u, v, x) \phi\right| d x \leq a_{2}\left(\|u\|_{E^{s}}^{p-1}+\|v\|_{E^{\prime}}^{(p-1) q / p}+1\right)\|\phi\|_{E^{s}} . \tag{1.31}
\end{equation*}
$$

In a similar way we obtain an inequality for the derivative with respect to $v$. Thus $\mathscr{H}^{\prime}(u, v)$ is well defined and bounded in $E$.

Next, usual arguments give that $\mathscr{H}$ is Fréchet differentiable, $\mathscr{H}^{\prime}$ is continuous and, as a consequence of the Sobolev embeddings, $\mathscr{H}^{\prime}$ is also compact. See [12] for example.

Now we can define a functional $\Phi: E \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\Phi(z)=Q(z)-\mathscr{H}(z) \quad \forall z \in E . \tag{1.32}
\end{equation*}
$$

$\Phi$ is a functional of class $C^{1}$ and by previous considerations it has the structure needed to apply minimax techniques. See (3.6).

Definition 1.1. We say that $z=(u, v) \in E=E^{s} \times E^{t}$ is an $(s, t)$-weak solution of (ES) if $z$ is a critical point of $\Phi$. In other words, if for all $\eta=(\phi, \psi) \in$ $E^{s} \times E^{t}$ we have

$$
\begin{equation*}
\int_{\Omega} A^{s} u A^{t} \psi+A^{s} \phi A^{t} v-\frac{\partial H}{\partial u}(u, v, x) \phi-\frac{\partial H}{\partial v}(u, v, x) \psi d x=0 . \tag{1.33}
\end{equation*}
$$

The next theorem gives a regularity result for $(s, t)$-weak solutions.

Theorem 1.2. If $(u, v) \in E^{s} \times E^{t}$ is an $(s, t)$-weak solution of (ES) then $u \in$ $W^{2, p /(p-1)}(\Omega) \cap W_{0}^{1, p /(p-1)}(\Omega), v \in W^{2, q /(q-1)}(\Omega) \cap W_{0}^{1, q /(q-1)}(\Omega)$ and

$$
\begin{align*}
-\Delta u & =\frac{\partial H}{\partial v}(u, v, x)  \tag{1.34}\\
-\Delta v & =\frac{\partial H}{\partial u}(u, v, x) \tag{1.35}
\end{align*}
$$

a.e. in $\Omega$. In other words $(u, v)$ is a strong solution of (ES).

Proof. Let us consider $\psi=0$ in (1.33), then

$$
\begin{equation*}
\int_{\Omega} A^{t} v A^{s} \phi d x=\int_{\Omega} \frac{\partial H}{\partial u}(u, v, x) \phi d x \tag{1.36}
\end{equation*}
$$

for all $\phi \in E^{s}$. If $\phi \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ then we have

$$
\begin{equation*}
\int_{\Omega} A^{t} v A^{s} \phi d x=\int_{\Omega} v A^{2} \phi d x=-\int_{\Omega} v \Delta \phi d x \tag{1.37}
\end{equation*}
$$

On the other hand, using estimates following from (H4) we find

$$
\frac{\partial H}{\partial u}(u(x), v(x), x) \in L^{p /(p-1)}(\Omega)
$$

and then from basic elliptic theory there exists one function $w \in W^{2, p /(p-1)}(\Omega)$ $\cap W_{0}^{1, p /(p-1)}(\Omega)$ such that

$$
\begin{equation*}
-\Delta w=\frac{\partial H}{\partial u}(u(x), v(x), x) \tag{1.38}
\end{equation*}
$$

see Gilbarg and Trudinger [9]. Following from (1.27)

$$
\frac{1}{2}>\frac{p-1}{p}-\frac{s}{N}>\frac{p-1}{p}-\frac{2}{N}
$$

so that from the embedding theorem of Sobolev $w \in L^{2}(\Omega)$ (see [1]). Thus we have

$$
\begin{equation*}
\int_{\Omega} \frac{\partial H}{\partial u}(u, v, x) \phi d x=-\int_{\Omega} \Delta w \phi d x=-\int_{\Omega} w \Delta \phi d x \tag{1.39}
\end{equation*}
$$

for all $\phi \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Next, from (1.37) and (1.39) we obtain

$$
\begin{equation*}
\int_{\Omega}(v-w) \Delta \phi d x \quad \forall \phi \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \tag{1.40}
\end{equation*}
$$

from where it follows that $v=w$. We have obtained that $v \in W^{2, p /(p-1)}(\Omega) \cap$ $W_{0}^{1, p /(p-1)}(\Omega)$. Finally, since $v=w$ we conclude that $v$ satisfies (1.35).

We can do the same reasoning for $u$.

## 2. Palais Smale and geometric conditions

In this section we further study the functional $\Phi$. We prove the Palais Smale condition for $\Phi$ and then obtain the geometric situation of the Generalized Mountain Pass Theorem.

Proposition 2.1. $\Phi$ satisfies the Palais Smale condition.
Proof. Let $\left\{z_{n}\right\}$ be a sequence in $E$ so that

$$
\begin{equation*}
\left|\Phi\left(z_{n}\right)\right| \leq c \text { and } \Phi^{\prime}\left(z_{n}\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{2.1}
\end{equation*}
$$

We prove first that (2.1) implies that $\left\{z_{n}\right\}$ is bounded. From (2.1) there is a sequence $\left\{\varepsilon_{n}\right\}$ converging to 0 so that

$$
\begin{equation*}
\left|\Phi^{\prime}\left(z_{n}\right) \eta\right| \leq \varepsilon_{n}\|\eta\|_{E} \quad \forall \eta \in E . \tag{2.2}
\end{equation*}
$$

Taking

$$
\eta_{n}=\frac{\alpha \beta}{\alpha+\beta}\left(\frac{1}{\alpha} u_{n}, \frac{1}{\beta} v_{n}\right), \quad \text { where } z_{n}=\left(u_{n}, v_{n}\right)
$$

and using (2.1) we find

$$
\begin{align*}
c+\varepsilon_{n}\left\|\eta_{n}\right\|_{E} \geq & \Phi\left(z_{n}\right)-\Phi^{\prime}\left(z_{n}\right) \eta_{n}=\frac{\alpha \beta}{\alpha+\beta} \int_{\Omega} \frac{1}{\alpha} \frac{\partial H}{\partial u}\left(u_{n}, v_{n}, x\right) u_{n} \\
& +\frac{1}{\beta} \frac{\partial H}{\partial v}\left(u_{n}, v_{n}, x\right) v_{n}-H\left(u_{n}, v_{n}, x\right) d x  \tag{2.3}\\
& +\left(\frac{\alpha \beta}{\alpha+\beta}-1\right) \int_{\Omega} H\left(u_{n}, v_{n}, x\right) d x
\end{align*}
$$

Using (H2) we find a constant $c_{1}$ so that

$$
\begin{equation*}
c_{1}\left(1+\left\|z_{n}\right\|_{E}\right) \geq \int_{\Omega} H\left(u_{n}, v_{n}, x\right) d x \tag{2.4}
\end{equation*}
$$

and then, using (0.8) we obtain a constant $c_{3}$ such that

$$
\begin{equation*}
\int_{\Omega}\left|u_{n}\right|^{\alpha}+\left|v_{n}\right|^{\beta} d x \leq c_{2}\left(1+\left\|u_{n}\right\|_{E^{s}}+\left\|v_{n}\right\|_{E^{t}}\right) \tag{2.5}
\end{equation*}
$$

Next, let us consider $\eta=(\phi, 0)$ with $\phi \in E^{s}$. Then from (2.2)

$$
\begin{equation*}
\left|\int_{\Omega} A^{s} \phi A^{t} v_{n} d x\right| \leq \int_{\Omega}\left|\frac{\partial H}{\partial u}\left(u_{n}, v_{n}, x\right) \phi\right| d x+\varepsilon_{n}\|\phi\|_{E^{s}} \tag{2.6}
\end{equation*}
$$

We estimate these terms next. From (1.25) and Theorem 1.1 we find

$$
\begin{equation*}
\|\phi\|_{L^{\alpha /(\alpha-p+1)}(\Omega)} \leq c_{1}\|\phi\|_{E^{s}} \tag{2.7}
\end{equation*}
$$

then, using Hölder inequality with $a=\alpha /(p-1), b=\alpha /(\alpha-p+1)$ we obtain

$$
\begin{equation*}
\int_{\Omega}\left|u_{n}\right|^{p-1}|\phi| d x \leq c_{1}\left\|u_{n}\right\|_{L^{a}(\Omega)}^{p-1}\|\phi\|_{E^{s}} \tag{2.8}
\end{equation*}
$$

From (iii) in the Introduction and (1.25) we have

$$
1-\frac{p-1}{p} \frac{q}{\beta}>\frac{1}{2}-\frac{s}{N}
$$

and then Theorem 1.1 implies the embedding of $E^{s}$ into $L^{\beta p /(\beta p-(p-1) q)}(\Omega)$. This fact together with Hölder inequality with $a=\beta p /(p-1) q$ and $b=$ $\beta p /(\beta p-(p-1) q)$ yields

$$
\begin{equation*}
\int_{\Omega}\left|v_{n}\right|^{(p-1) q / p}|\phi| d x \leq c_{2}\left\|v_{n}\right\|_{L^{\beta}(\Omega)}^{(p-1) q / p}\|\phi\|_{E^{s}} \tag{2.9}
\end{equation*}
$$

Finally, again using Theorem 1.1

$$
\begin{equation*}
\int_{\Omega}|\phi| d x \leq c_{3}\|\phi\|_{E^{s}} \tag{2.10}
\end{equation*}
$$

Putting together (H4), (2.6), (2.8)-(2.10) we obtain

$$
\begin{equation*}
\left|\int_{\Omega} A^{s} \phi A^{t} v_{n} d x\right| \leq c_{4}\left(\left\|u_{n}\right\|_{L^{\alpha}(\Omega)}^{p-1}+\left\|v_{n}\right\|_{L^{\beta}(\Omega)}^{(p-1) q / p}+1\right)\|\phi\|_{E^{s}} \tag{2.11}
\end{equation*}
$$

for all $\phi \in E^{s}$, from where it follows

$$
\begin{equation*}
\left\|v_{n}\right\|_{E^{t}} \leq c_{4}\left(\left\|u_{n}\right\|_{L^{\alpha}(\Omega)}^{p-1}+\left\|v_{n}\right\|_{L^{\beta}(\Omega)}^{(p-1) q / p}+1\right) \tag{2.12}
\end{equation*}
$$

By an analogous reasoning

$$
\begin{equation*}
\left\|u_{n}\right\|_{E^{s}} \leq c_{5}\left(\left\|v_{n}\right\|_{L^{\beta}(\Omega)}^{q-1}+\left\|u_{n}\right\|_{L^{a}(\Omega)}^{(q-1) p / q}+1\right) . \tag{2.13}
\end{equation*}
$$

Replacing (2.12) and (2.13) into (2.5) we obtain

$$
\begin{align*}
& \left\|u_{n}\right\|_{E^{s}}+\left\|v_{n}\right\|_{E^{t}}  \tag{2.14}\\
& \quad \leq c_{6}\left(\left\|u_{n}\right\|_{E^{s}}^{(p-1) / \alpha}+\left\|v_{n}\right\|_{E^{t}}^{(p-1) q / p \beta}+\left\|u_{n}\right\|_{E^{s}}^{(q-1) p / q \alpha}+\left\|v_{n}\right\|_{E^{t}}^{(q-1) / \beta}+1\right)
\end{align*}
$$

Since the exponents in the right-hand side of (2.14) are all less that 1 , by the basic assumptions we made on $\alpha, \beta, p$ and $q$, we find that the sequence $\left\{z_{n}\right\}$ is bounded in $E$.

From here on a usual argument based on the compactness of $\mathscr{H}^{\prime}$ and the invertibility of $L$ gives the existence of a subsequence of $\left\{z_{n}\right\}$ that converges in $E$.

We will consider now the study of the geometric characteristics of $\Phi$ leading to the Generalized Mountain Pass Theorem.

We will define subsets $S$ and $Q$ so that
(IS) There exists $\delta>0$ such that

$$
\begin{equation*}
\Phi(z) \geq \delta \quad \forall z \in S \tag{2.15}
\end{equation*}
$$

(IQ) $\Phi(z) \leq 0 \quad \forall z \in \partial Q$.
Where $\partial Q$ denotes the boundary of $Q$ relative to a certain subspace of $E$. It is shown also that $S$ and $\partial Q$ link in the sense of Benci and Rabinowitz.

For later reference we state a preliminary lemma giving the expressions of the projections over $E^{ \pm}$.
Lemma 2.1. The orthogonal projections $P^{ \pm}: E \rightarrow E^{ \pm}$are given by the formula

$$
\begin{equation*}
P^{ \pm}(u, v)=\frac{1}{2}\left(u \pm A^{-s} A^{t} v, v \pm A^{-t} A^{s} u\right) \tag{2.16}
\end{equation*}
$$

Proof. Direct from definitions.
Now we choose numbers $\mu>1, \nu>1$ such that

$$
\begin{equation*}
\frac{1}{\alpha}<\frac{\mu}{\mu+\nu} \quad \text { and } \quad \frac{1}{\beta}<\frac{\nu}{\mu+\nu} \tag{2.17}
\end{equation*}
$$

Proposition 2.2. There exist $\rho>0$ and $\delta>0$ such that if we define

$$
S=\left\{\left(\rho^{\mu-1} u, \rho^{\nu-1} v\right) \mid\|(u, v)\|=\rho,(u, v) \in E^{+}\right\}
$$

then (IS) is satisfied.

Proof. Let $\tilde{z}=(u, v) \in E^{+}$and put $z=\left(\rho^{\mu-1} u, \rho^{\nu-1} v\right)$. Recall that $v=$ $A^{-t} A^{s} u$ and equivalently $u=A^{-s} A^{t} v$. We have

$$
\begin{equation*}
Q(z)=\int_{\Omega} \rho^{\mu-1} A^{s} u \rho^{\nu-1} A^{t} v d x=\rho^{\mu+\nu-2} \int_{\Omega} A^{s} u A^{t} v d x \tag{2.18}
\end{equation*}
$$

Using (1.20) and (2.18) we get

$$
\begin{equation*}
Q(z)=\frac{1}{2} \rho^{\mu+\nu-2}\|\tilde{z}\|_{E}^{2} \tag{2.19}
\end{equation*}
$$

On the other hand, from (H3) and (H4) we have

$$
\begin{equation*}
H(u, v, x) \leq a_{1}\left(|u|^{\alpha}+|v|^{\beta}\right)+b_{1}\left(|u|^{p}+|v|^{q}\right) \tag{2.20}
\end{equation*}
$$

for some constants $a_{1}, b_{1}$, then

$$
\begin{align*}
\mathscr{H}(z) \leq & a_{1}\left(\rho^{(\mu-1) \alpha} \int_{\Omega}|u|^{\alpha} d x+\rho^{(\nu-1) \beta} \int_{\Omega}|v|^{\beta} d x\right)  \tag{2.21}\\
& +b_{1}\left(\rho^{(\mu-1) p} \int_{\Omega}|u|^{p} d x+\rho^{(\nu-1) q} \int_{\Omega}|v|^{q} d x\right) .
\end{align*}
$$

Since $\alpha \leq p, \beta \leq q$, using Hölder inequality and Theorem 1.1 we find from (2.21) that

$$
\begin{equation*}
\mathscr{H}(z) \leq b_{2}\left(\rho^{(\mu-1) \alpha}\|\tilde{z}\|_{E}^{\alpha}+\rho^{(\mu-1) p}\|\tilde{z}\|_{E}^{p}+\rho^{(\nu-1) \beta}\|\tilde{z}\|_{E}^{\beta}+\rho^{(\nu-1) q}\|\tilde{z}\|_{E}^{q}\right) . \tag{2.22}
\end{equation*}
$$

Putting (2.19) and (2.22) together and considering $\rho=\|\tilde{z}\|_{E}$ we have

$$
\begin{equation*}
\Phi(z) \geq \frac{1}{2} \rho^{\mu+\nu}-b_{2}\left(\rho^{\mu \alpha}+\rho^{\mu p}+\rho^{\nu \beta}+\rho^{\nu q}\right) \tag{2.23}
\end{equation*}
$$

Since $\alpha \leq p, \beta \leq q$, for $\rho$ small we obtain

$$
\begin{equation*}
\Phi(z) \geq \frac{1}{2} \rho^{\mu+\nu}-2 b_{1}\left(\rho^{\mu \alpha}+\rho^{\nu \beta}\right)=\left(\frac{\rho^{\mu+\nu}}{4}-2 b_{1} \rho^{\mu \alpha}\right)+\left(\frac{\rho^{\mu+\nu}}{4}-2 b_{1} \rho^{\nu \beta}\right) \tag{2.24}
\end{equation*}
$$

From our choice of $\mu$ and $\nu$ in (2.17) we see that if $\rho$ is small enough, there exists $\delta>0$ such that $\Phi(z) \geq \delta$ if $\|\tilde{z}\|_{E}=\rho$.

We next define the set $Q$. For some constants $\sigma>0$ and $M>0$ to be precised later on we define

$$
\begin{aligned}
& Q=\left\{\tau\left(\sigma^{\mu-1} u_{+}, \sigma^{\nu-1} v_{+}\right)+\left(\sigma^{\mu-1} u, \sigma^{\nu-1} v\right) \mid\right. \\
&\left.0 \leq \tau \leq \sigma, 0 \leq\|(u, v)\|_{E} \leq M,(u, v) \in E^{-}\right\}
\end{aligned}
$$

where $z_{+}=\left(u_{+}, v_{+}\right) \in E^{+}$with $u_{+}$some fixed eigenvector of $-\Delta$. We note that $z_{+}$is an eigenvector of $L$ associated to a positive eigenvalue (i.e. to 1 ). We assume $\left\|z_{+}\right\|_{E}=1$. We denote by $\partial Q$ the boundary of $Q$ relative to the subspace

$$
\left\{\tau\left(\sigma^{\mu-1} u_{+}, \sigma^{\nu-1} v_{+}\right)+\left(\sigma^{\mu-1} u, \sigma^{\nu-1} v\right) \mid \tau \in \mathbb{R},(u, v) \in E^{-}\right\}
$$

Proposition 2.3. There are constants $\sigma>0$ and $M>0$ such that for $Q$ defined as above we have $\Phi(z) \leq 0 \quad \forall z \in \partial Q$.
Proof. For $\tau \in \mathbb{R}_{+},(u, v) \in E^{-}$we set

$$
z=\tau\left(\sigma^{\mu-1} u_{+}, \sigma^{\nu-1} v_{+}\right)+\left(\sigma^{\mu-1} u, \sigma^{\nu-1} v\right)
$$

By the definitions of $E^{+}$and $E^{-}$we have

$$
\begin{equation*}
v_{+}=A^{-t} A^{s} u_{+} \quad \text { and } \quad v=-A^{-t} A^{s} u \tag{2.25}
\end{equation*}
$$

and then evaluating $Q$ in $z$ we obtain

$$
\begin{align*}
Q(z) & =\int_{\Omega}\left(\tau \sigma^{\mu-1} A^{s} u_{+}+\sigma^{\mu-1} A^{s} u\right)\left(\tau \sigma^{\nu-1} A^{s} u_{+}-\sigma^{\nu-1} A^{s} u\right) d x  \tag{2.26}\\
& =\frac{1}{2} \sigma^{\mu+\nu-2}\left(\tau^{2}-\|(u, v)\|_{E}^{2}\right)
\end{align*}
$$

On the other hand, we have from Remark 0.5 that
(2.27) $\int_{\Omega} H(z, x) d x \geq c_{1} \int_{\Omega}\left(\sigma^{\alpha(\mu-1)}\left|\tau u_{+}+u\right|^{\alpha}+\sigma^{\beta(\nu-1)}\left|\tau v_{+}+v\right|^{\beta}\right) d x-|\Omega| c_{2}$.

Each $u$ can be written as $u=\gamma u_{+}+\hat{u}$, where $\hat{u}$ is orthogonal to $u_{+}$in the $L^{2}(\Omega)$ sense, and $\gamma$ is some real number. Using Hölder's inequality we obtain

$$
\begin{align*}
(\tau+\gamma) \int_{\Omega}\left|u^{+}\right|^{2} d x & =\int_{\Omega}\left(\tau u^{+}+u\right) u^{+} d x  \tag{2.28}\\
& \leq\left\|\tau u^{+}+u\right\|_{L^{a}(\Omega)}\left\|u^{+}\right\|_{L^{\alpha^{\prime}}(\Omega)}
\end{align*}
$$

or

$$
\begin{equation*}
\tau+\gamma \leq c\left\|\tau u^{+}+u\right\|_{L^{a}(\Omega)} . \tag{2.29}
\end{equation*}
$$

Similarly, observing that $A^{-t} A^{s} u^{+}=\lambda_{k}^{-t+s} u^{+}$, where $\lambda_{k}$ is the eigenvalue of $\left(-\Delta, H_{0}^{1}(\Omega)\right)$ whose eigenfunction is $u^{+}$, we obtain

$$
\begin{align*}
\lambda_{k}^{-t+s}(\tau-\gamma) \int_{\Omega}\left|u^{+}\right|^{2} d x & =\int_{\Omega}\left(\tau v^{+}+v\right) u^{+} d x  \tag{2.30}\\
& \leq\left\|\tau v^{+}+v\right\|_{L^{\beta}(\Omega)}\left\|u^{+}\right\|_{L^{\beta^{\prime}}(\Omega)}
\end{align*}
$$

or

$$
\begin{equation*}
\tau-\gamma \leq c\left\|\tau v^{+}+v\right\|_{L^{\beta}(\Omega)} \tag{2.31}
\end{equation*}
$$

If $\gamma \geq 0$ it follows from (2.26), (2.27) and (2.29) that

$$
\begin{equation*}
\Phi(z) \leq \frac{\sigma^{\mu+\nu-2}}{2} \tau^{2}-c_{6} \tau^{\alpha} \sigma^{\alpha(\mu-1)}+|\Omega| c_{2} \tag{2.32}
\end{equation*}
$$

And if $\gamma \leq 0$ it follows from (2.26), (2.27) and (2.31) that

$$
\begin{equation*}
\Phi(z) \leq \frac{\sigma^{\mu+\nu-2}}{2} \tau^{2}-c_{6} \tau^{\beta} \sigma^{\beta(\nu-1)}+|\Omega| c_{2} \tag{2.33}
\end{equation*}
$$

By the choice of $\mu$ and $\nu$, taking $\tau=\sigma$ large we see in (2.32) and (2.33) that $\Phi(z) \leq 0$.

Now we choose $M$. If $\tau \in[0, \sigma]$, from (2.26) and (2.27) we have

$$
\begin{equation*}
\Phi(z) \leq \frac{1}{2} \sigma^{\mu+\nu}-\frac{1}{2} \sigma^{\mu+\nu-2}\|(u, v)\|_{E}^{2}+|\Omega| c_{2} \tag{2.34}
\end{equation*}
$$

then taking $\|(u, v)\|=M$ and $M$ large enough we find $\Phi(z) \leq 0$. We finish the proof if we show that when $\tau=0$ then also $\Phi(z) \leq 0$. By hypothesis (H1) this is direct after the definition of $\Phi$ and (2.26).

## 3. The minimax theorem

In this section we formulate a minimax theorem which is a version of Theorem 5.9 of [12] and it was proved in [6]. We describe this result and then we show how to use it in our situation. We consider a Hilbert space $E$ with inner product $\langle$,$\rangle and norm \|\cdot\|$. We assume that $E$ has a splitting $E=X \oplus Y$, where the subspace $X$ and $Y$ are not necessarily orthogonal and both of them can be infinite dimensional. Let $\Phi: E \rightarrow \mathbb{R}$ be a functional having the following structure

$$
\begin{equation*}
\Phi(z)=\frac{1}{2}\langle L z, z\rangle+\mathscr{H}(z) \tag{3.1}
\end{equation*}
$$

with
(I1) $L: E \rightarrow E$ is a linear, bounded, selfadjoint operator,
(I2) $\mathscr{H}^{\prime}$ is compact.
There are two linear bounded, invertible operators $B_{1}, B_{2}: E \rightarrow E$ satisfying
(I3) If $\omega \in \mathbb{R}_{0}^{+}$then the linear operator

$$
\begin{equation*}
\widehat{B}(\omega)=P_{X} B_{1}^{-1} \exp (\omega L) B_{2}: X \rightarrow X \tag{3.2}
\end{equation*}
$$

is invertible.
Here $P_{X}$ denotes the projection of $E$ onto $X$ induced by the splitting $E=$ $X \oplus Y$. Let $\rho>0$ and define

$$
\begin{equation*}
S=\left\{B_{1} z \mid\|z\|=\rho, z \in Y\right\} . \tag{3.3}
\end{equation*}
$$

For $z_{+} \in Y, z_{+} \neq 0, \sigma>\rho /\left\|B_{1}^{-1} B_{2} z_{+}\right\|$and $M>\rho$, we define

$$
\begin{equation*}
Q=\left\{B_{2}\left(\tau z_{+}+z\right) \mid 0 \leq \tau \leq \sigma,\|z\| \leq M, z \in X\right\} \tag{3.4}
\end{equation*}
$$

Where $\partial Q$ denotes the boundary of $Q$ relative to the subspace

$$
\left\{B_{2}\left(\tau z_{+}+z\right) \mid \tau \in \mathbb{R}, z \in X\right\}
$$

Then we have the following theorem on existence of critical points of $\boldsymbol{\Phi}$.
Theorem 3.1. Let $\Phi: E \rightarrow R$ be a $C^{1}$ functional satisfying the Palais Smale condition, and (I1), (I2) and (I3). Further assume there is a constant $\delta>0$ such that
(IS) $\boldsymbol{\Phi}(z) \geq \delta \forall z \in S$,
(IQ) $\Phi(z) \leq 0 \forall z \in \partial Q$.
Then $\Phi$ possesses a critical point with critical value $C \geq \delta$.
The reader is referred to [6] for a proof of this theorem. The critical point given by Theorem 3.1 has a variational characterization we describe next. Let us consider the class of functions

$$
\begin{equation*}
\Gamma=\left\{h \in C(E \times[0,1], E) \mid h \text { satisfies } \Gamma_{1}, \Gamma_{2} \text { and } \Gamma_{3}\right\} \tag{3.5}
\end{equation*}
$$

where
$\left(\Gamma_{1}\right) h$ is given by $h(z, t)=\exp (\omega(z, t) L) z+K(z, t)$ where $\omega: E \times$ $[0,1] \rightarrow \mathbb{R}_{0}^{+}$is continuous and transforms bounded sets into bounded sets, and $K: E \times[0,1] \rightarrow E$ is compact.
$\left(\Gamma_{2}\right) h(z, t)=z$
$\forall z \in \partial Q, \forall t \in[0,1]$.
$\left(\Gamma_{3}\right) h(z, 0)=z$
$\forall z \in Q$.

Then the minimax value

$$
\begin{equation*}
C=\inf _{h \in \Gamma_{z \in Q}} \sup \Phi(h(z, 1)) \tag{3.6}
\end{equation*}
$$

is the critical value given in Theorem 3.1.
In order to use Theorem 3.1 to find critical points of our functional $\Phi$ we see that it is only left to be proved hypothesis (I3). In fact, the structure of our functional is that given by (I1) and (I2) as we saw in §1, and the P.S. condition together with the geometric conditions (IS) and (IQ) were proved in Propositions 2.1, 2.2 and 2.3 respectively.

Let us prove (I3). First we define the decomposition of $E$ by taking $X=E^{-}$ and $Y=E^{+}$. The operators $B_{1}$ and $B_{2}$ are defined as $B_{1}, B_{2}: E \rightarrow E$

$$
\begin{equation*}
B_{1}(u, v)=\left(\rho^{\mu-1} u, \rho^{\nu-1} v\right) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{2}(u, v)=\left(\sigma^{\mu-1} u, \sigma^{\nu-1} v\right) \tag{3.8}
\end{equation*}
$$

certainly $B_{1}$ and $B_{2}$ are linear, bounded, invertible operators. Here the constants $\rho$ and $\sigma$ are those of Propositions 2.2 and 2.3 respectively. To show that $\widehat{B}(\omega)$ is invertible we first give a formula for $\exp (\omega L)$.
Lemma 3.1. If $\omega \in \mathbb{R}$ then the operator $\exp (\omega L): E \rightarrow E$ is given by

$$
\begin{equation*}
\exp (\omega L)(u, v)=\cosh (\omega)(u, v)+\sinh (\omega)\left(A^{-s} \circ A^{t} v, A^{-t} \circ A^{s} u\right) \tag{3.9}
\end{equation*}
$$

Proof. We recall from Proposition 1.1 that

$$
\begin{equation*}
L(u, v)=\left(A^{-s} \circ A^{t} v, A^{-t} \circ A^{s} u\right) \tag{3.10}
\end{equation*}
$$

Then $L^{2}=\mathrm{id}_{E}$. By writing explicitly the exponential operator as a series, using (3.10) and reordering the terms we obtain (3.9).

Proposition 3.1. The operator $\widehat{B}(\omega): E^{-} \rightarrow E^{-}$is invertible.
Proof. Given $z \in E^{-}$we have $z=\left(u,-A^{-t} \circ A^{s} u\right)$ with $u \in E^{s}$. By definition of $B_{2}$ in (3.8) we have

$$
\begin{equation*}
B_{2} z=\left(\sigma^{\mu-1} u,-\sigma^{\nu-1} A^{-t} \circ A^{s} u\right), \tag{3.11}
\end{equation*}
$$

then using Lemma 3.1 if we write $\exp (\omega L) B_{2} z=(x, y)$ we have

$$
\begin{align*}
& x=\left(\cosh (\omega) \sigma^{\mu-1}-\sinh (\omega) \sigma^{\nu-1}\right) u  \tag{3.12}\\
& y=\left(-\cosh (\omega) \sigma^{\nu-1}+\sinh (\omega) \sigma^{\mu-1}\right) A^{-t} \circ A^{s} u \tag{3.13}
\end{align*}
$$

By definition of $B_{1}$ given in (3.7) and from (3.12) and (3.13), if we write $B_{1} \exp (\omega L) B_{2} z=(\bar{x}, \bar{y})$ we have

$$
\begin{align*}
& \bar{x}=\frac{\cosh (\omega) \sigma^{\mu-1}-\sinh (\omega) \sigma^{\nu-1}}{\rho^{\mu-1}} u,  \tag{3.14}\\
& \bar{y}=\frac{-\cosh (\omega) \sigma^{\nu-1}+\sinh (\omega) \sigma^{\mu-1}}{\rho^{\nu-1}} A^{-t} \circ A^{s} u . \tag{3.15}
\end{align*}
$$

Finally we project back into $E^{-}$. If we put $\widehat{B}(\omega) z=(\phi, \psi)$ then using the projection formula given in Lemma 2.1 and (3.14) and (3.15), after some calculations we obtain

$$
\begin{equation*}
\phi=\left\{\frac{1}{2}\left(\frac{\sigma^{\mu-1}}{\rho^{\mu-1}}+\frac{\sigma^{\nu-1}}{\rho^{\nu-1}}\right) \cosh (\omega)-\frac{1}{2}\left(\frac{\sigma^{\nu-1}}{\rho^{\mu-1}}+\frac{\sigma^{\mu-1}}{\rho^{\nu-1}}\right) \sinh (\omega)\right\} u \tag{3.16}
\end{equation*}
$$

If we put $m$ as the coefficient of $u$ in (3.16) we also find that

$$
\begin{equation*}
\psi=-m A^{-t} \circ A^{s} u \tag{3.17}
\end{equation*}
$$

In other words we have that $\widehat{B}(\omega) z=m z$. This constant $m$ is positive if we assume, without loss of generality that $\sigma>1$ and $\rho<1$. In fact

$$
\begin{equation*}
\left(\frac{\sigma^{\nu-1}}{\rho^{\nu-1}}+\frac{\sigma^{\mu-1}}{\rho^{\mu-1}}\right)-\left(\frac{\sigma^{\mu-1}}{\rho^{\nu-1}}+\frac{\sigma^{\nu-1}}{\rho^{\mu-1}}\right)=\frac{\left(\rho^{\mu-1}-\rho^{\nu-1}\right)\left(\sigma^{\nu-1}-\sigma^{\mu-1}\right)}{\rho^{\mu+\nu-2}} \tag{3.18}
\end{equation*}
$$

is positive so that $m>0$ independently of the value of $\omega \in \mathbb{R}$. This in turn implies that $\widehat{B}(\omega)$ is invertible.

## 4. Proof of the theorems

Now we are in a position of giving a proof of the theorems announced in the Introduction. The application of Theorem 3.1 will give existence of a critical point of the functional $\Phi$ and then by applying regularity results we obtain a solution of (ES).

Proof of Theorems 0.1 and 0.2. We apply minimax Theorem 3.1 to the functional $\Phi$. Hypothesis (I1) and (I2) are satisfied by the considerations made in §1. Definitions (3.7) and (3.8) and Proposition 3.1 give (I3). The Palais Smale condition is proved in Proposition 2.1 and the geometric conditions leading to (IS) and (IQ) are proved in Propositions 2.2 and 2.3 respectively.

Thus, there exists $z \in E$ such that $\Phi^{\prime}(z)=0$ i.e. $z$ is an $(s, t)$-weak solution of (ES). Next, Theorem 2.2 gives that $z=(u, v)$ is such that $u \in$ $W^{2, p /(p-1)}(\boldsymbol{\Omega}) \cap W_{0}^{1, p /(p-1)}(\boldsymbol{\Omega})$ and $v \in W^{2, q /(q-1)}(\boldsymbol{\Omega}) \cap W_{0}^{1, q /(q-1)}(\boldsymbol{\Omega})$. That is, $(u, v)$ is a strong solution of (ES).

When the Hamiltonian is independent of $x$ we have that $(0,0)$ is a solution of $(\mathrm{ES})$. Since $\Phi(z) \geq \delta>0$ and $\Phi((0,0))=0$ we find that $z$ is not trivial.

In order to prove Theorem 0.3 we need to redefine the Hamiltonian. Let us define $\widetilde{H}: \mathbb{R}^{2} \times \bar{\Omega} \rightarrow \mathbb{R}$ so that

$$
\widetilde{H}(u, v, x)= \begin{cases}H(u, v, x) & \text { if } u \geq 0, v \geq 0  \tag{4.1}\\ H(0, v, x) & \text { if } u \leq 0, v \geq 0 \\ H(u, 0, x) & \text { if } u \geq 0, v \leq 0 \\ 0 & \text { if } u \leq 0, v \leq 0\end{cases}
$$

Since we are assuming (H6) the new Hamiltonian $\widetilde{H}$ is of class $C^{1, \varepsilon}$ as $H$. It also satisfies (H1), (H3) and (H4). However (H2) is satisfied in a restricted form. Next we modify the arguments given before to include this new situation.

Proof of Theorem 0.3. First we define the functional $\tilde{\Phi}: E \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\widetilde{\Phi}(z)=Q(z)-\int_{\Omega} \tilde{H}(z, x) d x \tag{4.2}
\end{equation*}
$$

It is clear that $\tilde{\mathbf{\Phi}}$ is of class $C^{\mathbf{1}}$ in $E$. Assume there exists $z=(u, v)$ a critical
point of $\widetilde{\Phi}$. Then by the argument given before we have a classical solution of

$$
\begin{align*}
-\Delta u & =\frac{\partial \widetilde{H}}{\partial v}(u, v, x) \quad \text { in } \Omega \\
-\Delta v & =\frac{\partial \widetilde{H}}{\partial u}(u, v, x) \quad \text { in } \Omega  \tag{4.3}\\
u & =0, \quad v=0 \quad \text { on } \partial \Omega
\end{align*}
$$

Since $\partial \widetilde{H} / \partial u \geq 0$ and $\partial \widetilde{H} / \partial v \geq 0$ by the maximum principle we find that $u>0$ and $v>0$ in $\Omega$. We only need to prove that hypotheses of Theorem 3.1 still hold. Hypothesis (H2) was used only in proving the Palais Smale condition and the geometric condition (IQ).

Let us see first how we prove the Palais condition for $\tilde{\Phi}$. Let $\left\{z_{n}\right\}$ be a sequence in $E$ so that

$$
\begin{equation*}
\left|\tilde{\Phi}\left(z_{n}\right)\right| \leq c \text { and } \tilde{\Phi}^{\prime}\left(z_{n}\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{4.4}
\end{equation*}
$$

As we did in Proposition 2.1 we have only to prove that (4.4) implies that $\left\{z_{n}\right\}$ is bounded. Proceeding as in Proposition 2.1 we find

$$
\begin{equation*}
c_{1}\left(1+\left\|z_{n}\right\|_{E}\right) \geq \int_{\Omega} \tilde{H}\left(u_{n}, v_{n}, x\right) d x \tag{4.5}
\end{equation*}
$$

where we used the hypothesis (H2) restricted to $u \geq 0$ and $v \geq 0$. Then, after Remark 0.5 we find $c_{2}$ so that

$$
\begin{equation*}
\int_{\Omega}\left|u_{n}^{+}\right|^{\alpha}+\left|v_{n}^{+}\right|^{\beta} d x \leq c_{2}\left(1+\left\|u_{n}\right\|_{E^{s}}+\left\|v_{n}\right\|_{E^{t}}\right) \tag{4.6}
\end{equation*}
$$

Where we denote by $u_{n}^{+}$and $v_{n}^{+}$the positive part of $u_{n}$ and $v_{n}$ respectively. Next, following the proof of Proposition 2.1 we obtain

$$
\begin{equation*}
\left\|v_{n}\right\|_{E^{t}} \leq c_{4}\left(\left\|u_{n}^{+}\right\|_{L^{\alpha}(\Omega)}^{p-1}+\left\|v_{n}^{+}\right\|_{L^{\beta}(\Omega)}^{(p-1) q / p}+1\right) . \tag{4.7}
\end{equation*}
$$

By an analogous reasoning

$$
\begin{equation*}
\left\|u_{n}\right\|_{E^{s}} \leq c_{5}\left(\left\|v_{n}^{+}\right\|_{L^{\beta}(\Omega)}^{q-1}+\left\|u_{n}^{+}\right\|_{L^{a}(\Omega)}^{(q-1) p / q}+1\right) \tag{4.8}
\end{equation*}
$$

Substituting (4.7) and (4.8) into (4.6) we obtain

$$
\begin{align*}
& \left\|u_{n}^{+}\right\|_{L^{\alpha}(\Omega)}^{\alpha}+\left\|v_{n}^{+}\right\|_{L^{\beta}(\Omega)}^{\beta} \\
& \quad \leq c_{6}\left(\left\|u_{n}^{+}\right\|_{L^{\alpha}(\Omega)}^{p-1}+\left\|v_{n}^{+}\right\|_{L^{\beta}(\Omega)}^{(p-1) q / p}+\left\|u_{n}^{+}\right\|_{L^{\alpha}(\Omega)}^{(q-1) p / q}+\left\|v_{n}^{+}\right\|_{L^{\beta}(\Omega)}^{q-1}+1\right) \tag{4.9}
\end{align*}
$$

By our assumption (i) and (iii) on the exponents $\alpha, \beta, p$ and $q$ we find that $\left\|u_{n}^{+}\right\|_{L^{\alpha}(\Omega)}$ and $\left\|v_{n}^{+}\right\|_{L^{\beta}(\Omega)}$ are bounded. Next we can apply (4.7) and (4.8) again to obtain that $\left\{z_{n}\right\}$ is bounded in $E$. This ends the proof of P.S. condition.

Now we consider (IQ). Keeping the definitions of $Q$ given in $\S 2$ we take the function $z_{+}=\left(u_{+}, v_{+}\right) \in E^{+}$so that $u_{+}=\phi_{1}$ and $v_{+}=A^{-t} A^{s} \phi_{1}=\lambda_{1}^{-t+s} \phi_{1}$, where $\phi_{1}$ is the first eigenfunction of $-\Delta$. In particular $\phi_{1}>0$ in $\Omega$. We need to prove the existence of the constants $\sigma$ and $M$ used in the definition of $Q$.

Since we have

$$
\begin{equation*}
\left(\tau \phi_{1}+u\right)^{+}=\left((\tau+\gamma) \phi_{1}+\hat{u}\right)^{+} \geq(\tau+\gamma) \phi_{1}+\hat{u} \tag{4.10}
\end{equation*}
$$

we proceed as in the estimate (2.28) and get

$$
\begin{equation*}
\tau+\gamma \leq c\left\|\left(\tau u_{+}+u\right)^{+}\right\|_{L^{\alpha}(\Omega)} \tag{4.11}
\end{equation*}
$$

Similarly we obtain

$$
\begin{equation*}
\tau-\gamma \leq c\left\|\left(\tau v_{+}+v\right)^{+}\right\|_{L^{\beta}(\Omega)} . \tag{4.12}
\end{equation*}
$$

From here on we proceed as in Proposition 2.3.

Note added in proof. After this paper was finished we learned from Hulshof and van der Vorst that they have obtained similar results in their paper Differential systems with strongly indefinite variational structure, J. Funct. Anal. 114 (1993), 32-58.
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