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Abstract. Kreiss and Lundquist [1], have recently obtained certain results about the decay

of influence of wrong boundary conditions in overdetermined difference approximations to

a hyperbolic partial differential equation. We have extended this result to include systems

of hyperbolic partial differential equations in several space variables and their correspond-

ing overdetermined difference approximations.

The technique of proof involves examining sections of the resolvent of the difference

operator for analyticity within the unit circle as in Kreiss [6] and Osher [2].

I. Introduction. In this paper we shall generalize some results of Kreiss and

Lundquist [1] to the system

m

il A) ut = Aux + XI BiUvi,       y = [iji, • • -, ym],
i-l

to be solved for the n vector uOx, y, t) in 0 £ x, t > 0, — °° < y i < »,¿=1,2,

• • -, m.

A and the 5» are each constant n X n matrices. We assume that the system is

hyperbolic, i.e. for arbitrary real values of £ and r¡j, the matrix

m

(1.2) HA + £ nßi
i=i

has only real eigenvalues r.

We make the important assumption :

(Al) The eigenvalues di which obey det [A — d¿] = 0, i = 1,2, • • -,n, are such

that di > 0, i = 1, 2, • • -, n.

This means that x = 0 is noncharacteristic and that the curves t = <j>ix) formed

by the intersection of a characteristic surface and a plane y = constant have the

property that </>'(•*') < 0. (These bicharacteristics go into the boundary from the

region.)

In [1], the equation

(1.3) ut = ux,       x, t > 0 ,

was discussed. The proof of the main result in [1] does not go over to our case es-

sentially because we shall be dealing with a difference operator whose l2 norm need

not equal its spectral radius, unlike the scalar Toeplitz operators of Strang [3].

We approximate (1.1) by a difference equation of the form:

vOx, 2/1, -• -, ym, t + k)

(1.4) i       ., im

=   2     X    • • ■     X    Cj.ii.— Jm"ix + jh, yi + jihi, ••-,//,„+ jmhm, t) ,
3*=—* j]=—fii 3m=—*m
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x = ph è 0, yi = p*hi, t = qk, for q, p = 1, 2,  • • -, p' =   • • -, — 1, 0, 1, • • -,
h > 0 and h/k = p., hjk = m > 0 for /i, m¿ fixed as fc —> 0.

For both (1.1) and (1.4) we choose initial conditions:

(1.5) vOx, 2/i, • • -, ym, 0) = u(.t, j/i, • • -, ym, 0) = 0 ,        x > 0 and all //, .

We make the assumption :

(A2) (1.4) is consistent with (1.1).

The main theorem of Hersh [4] assures us that the problem (1.1) with initial con-

ditions is well posed, and hence (1.5) implies that the solution is u(x, yi, • • -, ym, t)

= 0. However we need additional data in order to use (1.4), i.e. we need

v(x, 2/i, • • -, 2/mj 0 f°r (1 — s)h = x g 0. We introduce extra boundary conditions:

(1.6) v(x, 2/1, • • -, ym, t) = g(x, yh ■■■, ym, t)

for ft - sA ¿ a; â 0, where g is square integrable in each y ¿ and 3 M > 0 such that

/oo /*°o

• • ■ / \g(x, yh ■ ■ -, ym, t)\2diji • - ■ dym < M .
*.'       Vm=—°° !/l=—oo

(The absolute value of an n-vector is the square root of the sum of the squares of

its components.)

Consider the symbol of the difference operator :

C(eie,ei(\ ■■■,eiim)

(1-8) i       h f„,

=   X    H   •■■    X   Cjth,...jmexp[iij6+jiti + ■■■ +jmU)]-
j=-S il=-si im=-sm

We make the assumptions :

(A3) For all real 0, £i, • • -, £m, |0| ^ ir, each |£,-| ^ r, the eigenvalues

Ai(e'*, • • -, ei£m) satisfy

(1.9) |X«(e", •••,e<£",)| = 1.

(A4) For all real 0, £i, • • -, £m with |0| ^ t, |£¿| tus ir, i = 1, 2, • • -, m, and

some a > 0, there is a ß > 0 such that

(1.10) |A.(ei((,+t'a,,ei{', ••-,eif'")| ^ e~ß .

A difference scheme having the last two properties is called contractive.

Now we define

(1.11) X    • • • . X   CjJu...Jm exp [-»(jiÉi + ■■■ + Aím)] = C,(eli) .
3m=—sm il=—«1

Fix £ = [£i,  • • •, ¿>,] and consider the operator 3\£) defined by

(1.12) co. = Of (£)/)* = E Cy(ei{)/y+A-,        fc = 1 - s, 2 - s, • • • ,
ja= max C(l—s—&),—*)

on the Z2 space of sequences

cô =  {co_s+i, • • -, coo, • • ■ j •

We make the assumption :
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(A5) For any real £ and for |X| ^ 1, it is true that

(1.13) [f(£) -x]/=0<=>/=0.

Finally we assume for all real £

(A6) det [C_.(e<{)] ̂ 0 ,

det [die*)] * 0 .

We may now state our main result.

Theorem. Let all five assumptions be valid. It then follows that the solution to

(1.4), (1.5) obeys

(1.14) (/"  • • • /    [vOx, 2/1, • • -, ym, t)\2dyi ■ ■ ■ dym) '   g k2e~x'haM

for some constant k2.

This result implies that the influence of the inhomogeneous boundary conditions

is present in an interval = const h |log h[.

The following lemma assures us that assumption (A4) is valid for the difference

schemes ordinarily used to approximate Eq. (1.1).

Lemma 1. Let the eigenvalues of the symbol (1.8) be strictly less than one in absolute

value for real 6 and £ unless 0 = 0 = £i = £2 • • • = £m- Let A be a diagonal matrix.

Then assumption (A4) is valid.

II. Proof of Theorem I. For any fixed t, k, h, we consider the space (L2)m+1 of

grid-functions with vit) = f(x, yi, ■ ■ -, ym, t) and

(9 n    \\vix,yi, ■■■,ym, Oil2
\^'*-) 00 00 CO

= hhi ■ ■ ■ hm   X     X   •••    X   \»iph, p1 hi, ■ ■ -, pmhm, t)\2.
p=— s+l p1=—oo pni=—oo

On this space, we may replace (1.4), (1.5) and (1.6) by

(2.2) vit + k) = Pgit + k) + H - P)TvOt) ,

where P is the orthogonal projector defined by

(2 3) ipivix,yi, ■■•,ym,t)))ix) = o  ifx>o,

iPOvix, 2/1, • • -, ym, 0))(x) = vOx, 2/1, • • -, ym, t)    if x á 0 ,

and T is the Toeplitz-convolution operator defined by

<»ix,yi, ■■■,ym,t) = Tv

(2-4) =  . ¿ Z    •••    £   Cu.h....,jm
3— max (—s,l—s—x/h)    3i=— si 3mr=—sm

■vOx + jh, y i + jihi, - • -, ym + jmhm, t) .

It thus follows that

((¡-i)/«
(2.5) vit) = Pgit) +     X     ((/ - P)T)(l,k-ñPgijk) .

3=1

If ko è 1, then
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(2.6)

We may use

((/ - P)T)k0 - ((/ - P)TiI - P))k°-\I - P)TP

(2.7) (x/ - a - p)t(7 - p))-1 = £ ia - p)Tii - p)y ;
J=0

for |X| sufficiently large, as a generating function for the powers of (7 — P)T(7 — P).

We next take the Fourier transform with respect to the y variables :

(2.8)

Ht) =vix,eli\---,etim,t)

=   £     ••    £   viph,pX,---,pmhm,t)eiiplh+-+pmu)
p =—co pm=—x

and use the obvious integral norm on |£| ^ tt which creates an isometry.

On the Fourier space L2, (2.4) becomes

i
(2.9) cô(.r,e<f) = fv = E ^(«'^(i+iM")

j'= max (—s,l—s—x/ft)

Consider the orthogonal projections on 72

Qjhivix, eli)) = vOfh, el)    if x = JÂ ,

Q-j»(0(z, e''{)) = 0   Mx^jh.

From (2.5j, it is clear that we must prove

(2.10)

(2.11) QrK E ((/ - P)T)tlk-jP§iJk)\
j-i

g k2e~a"M

for y = 0, 1, •••.
We may easily show that

(2.12)    (X7 - (7 - P)f (7 - P))-1 = P/X + (7 - P)(X - f )_1(7 - P)

We are thus merely concerned with

(2.13)

&* 'e , /    d\ Xi/4-y(7 - P)(X - f )-x(7 - P)TP§iJk)

+ Q*(7 - P)TP§itk) + QrhPgit)

for e > 0.

It is clear that if v ^ s + 1, then

(2.14) Qrt(7 - P)TPgit - k) - Q,„P<H0 = 0 ,

We must thus merely estimate

tß—i
C*E,/    d\X,/W(/ - P)(X - f)-'(7 - P)fPgijk)[

3-1      lxl = l+<!
(2.15)

We may also easily show that it is sufficient to estimate
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(2.16)
t/k-1

Q,h £    /    d\ X
j-l   IxUl+e

t/k-j (x - fr'pfijk)

where \\f(jk)|| g ||7|| Mjk)\\.
Kreiss [6] has obtained the resolvent of T. We use formula (2.10), page 709, [6].

Thus, conditions (A3), (A5), and (A6) guarantee the existence of this resolvent if

|X[ > 1. We thus know

(2.17) if (£) - X)<b(Ö = m ,

where ¡viz, £) = 0 for x ^ 0, has the solution

(2.18)

min(j',0)

wijh, £) =     £    MUiP) (£, X)v iph, £)
p=l—s

for |X| > 1 and all real £. Moreover, the matrices M(3-,P)(£, X) are analytic in all

their variables as long as

(1) the roots of the polynomial

(2.19) det [CtOi)zl+s + ■■■ + (Co(£) - \)z  + ■•■ + C_8(£)] = 0

have the property that sn of them lie within some circle \z\ < Ri and In of them lie

in the region Pi < |z|,

(2) a certain determinant [F(X, £)] ^ 0.

Condition (A5) guarantees that (2) is true for |X| ^ e~yi, /3 > 71 > 0. Condition

(A4) guarantees that (1) is true for |X| > e~ß, and in fact Pi = e~a. Finally, in this

region, it is true that

(2.20) \\Mu.v)it, AW Ú fc3Piy-p = he-aU-p) .

Thus, from the Cauchy integral formula, we have

(2.21)

and

(2.22)

Q,h    f   d\ Alk-jii - P) (X - D_1(7 - P)TP
lxl=l+e

^k,e-*aexn[-yiit/k-j)]

t/k-2

Qvn £     £    d\ A/k~JiI - P) (X - T)-\I - P)TP\
j=l    lxl=l+e

^ k¡,e Q.E.D.

III. Proof of Lemma I. Consider the solutions to (2.16). If |X| = 1, X ^ 1 or

X = 1 and some £,- p^ 0, then sn of the solutions are within the unit circle, In are

outside the unit circle. Consistency assures us that exactly n of the zeros approach

1 as X —* 1 and £1 —► 0, • • •, £m —» 0. Consistency and the fact that A is diagonal

and positive-definite imply that these n were originally outside the unit circle. Thus

the .sn solutions which were originally within the unit circle actually remain within

some smaller circle \z\ < e~a for |X| 1% e~ß and the other In solutions remain outside

this circle for such X. This implies assumption (A4).

The author would like to thank the referee for helping to make the paper more

compact.
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