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Abstract In this paper, we propose a conceptual frame-

work for assessing the salience of landmarks for

navigation. Landmark salience is derived as a result of the

observer’s point of view, both physical and cognitive, the

surrounding environment, and the objects contained

therein. This is in contrast to the currently held view that

salience is an inherent property of some spatial feature.

Salience, in our approach, is expressed as a three-valued

Saliency Vector. The components that determine this

vector are Perceptual Salience, which defines the exoge-

nous (or passive) potential of an object or region for

acquisition of visual attention, Cognitive Salience, which is

an endogenous (or active) mode of orienting attention,

triggered by informative cues providing advance informa-

tion about the target location, and Contextual Salience,

which is tightly coupled to modality and task to be per-

formed. This separation between voluntary and involuntary

direction of visual attention in dependence of the context

allows defining a framework that accounts for the inter-

action between observer, environment, and landmark. We

identify the low-level factors that contribute to each type of

salience and suggest a probabilistic approach for their

integration. Finally, we discuss the implications, consider

restrictions, and explore the scope of the framework.

Keywords Navigation � Landmark � Salience �

Attention � Information processing

Introduction

Navigation is defined as coordinated and goal-directed

movement through the environment and requires both,

planning of a route and execution of movements (Montello

2003) along this route. Planning a route involves reasoning

about the immediate and distant environment, as well as

active decision-making about possible routes through this

environment from a starting location to a destination.

Execution of movements, in contrast, is understood as

locomotion adapted to the local surrounds. The planning

process is also known as wayfinding and typically manifests

itself in route instructions. The task of emulating this pro-

cess and producing cognitively adequate route instructions

is of great significance for many practical applications, such

as navigational aids for various modes of transportation

(navigation systems, traffic information systems, etc.) or

spatially related information systems (route planners, tourist

information systems, location based services, etc.).

Problem statement and motivation

The automated generation of cognitively adequate route

instructions is a highly complex task, as it involves not

only metric information about routes, segments, and turns,

but also references to prominent spatial features. From the

beginning of human history, such prominent spatial fea-

tures, for which the collective term landmarks became

popular, played an important role. They are conceivably

the most fundamental pieces of spatial information as they
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are used for a wide collection of tasks related to the

description, understanding of and reasoning about our

physical environment (Golledge 1991; Lynch 1960; Mon-

tello 1997; Montello and Freundschuh 2005; Siegel and

White 1975). Several studies investigated the role of

landmarks (Allen 1997; Werner et al. 1997; Fontaine and

Denis 1999; Lovelace et al. 1999; Lee et al. 2002; Steck

et al. 2003) and affirmed the importance of those as

essential part of the production and communication of

route instructions (Denis et al. 1999; Tom and Denis 2004;

Daniel and Denis 2004; Weissensteiner and Winter, 2004;

Newman et al. 2007). Despite this evidence, only few

attempts exist to enhance route instructions with landmark

knowledge (Nothegger 2003; Nothegger et al. 2004; Rau-

bal and Winter 2002; Winter 2003; Winter et al. 2004) or to

incorporate landmarks in route generation algorithms

(Caduff and Timpf 2005a, b; Rüetschi et al. 2006).

The reason for the lack of such solutions lies in the

intricacy of determining what spatial features arise as

‘‘good’’ landmarks in what context. This complexity is

tightly linked to the semantics of the term landmark. The

original meaning of the term in a navigational context was

that of a distinct geographic feature used by hunters,

explorers and others to find their way back through an area

on a return trip. The semantics of the term in modern usage

differs merely in the type of the objects that are referenced.

Hence, a landmark may be any object in the environment

that is easily recognizable (e.g., buildings, rivers, specific

districts) or even idiosyncratic objects (e.g., a celebrities

mansion, my workplace), as long as its primary property is

that of a point of reference (Couclelis et al. 1995; Presson

and Montello 1988).

One of the most important concepts in this context is the

notion of salience or saliency. This term denotes relatively

distinct, prominent or obvious features compared to other

features. The above definition of a landmark, however,

suggests that the assessment of the salience of landmarks is

a challenging task. In this paper, we review literature on the

assessment of landmark salience, whereby we focus on the

use of landmarks for human navigation, and propose a

framework for the assessment of the importance of

potential landmarks.

Approach

Gaerling et al. (1986) found that three facets of the physical

environment are important for successful wayfinding.

These facets are (1) degree of (architectural) differentia-

tion, (2) degree of visual access, and (3) complexity of

spatial layout, and are essentially the result of the trilateral

relationship between observer, observed feature, and

environment. Accordingly, the central assumption of our

approach is that the trilateral relationship between obser-

ver, referenced spatial feature, and physical environment

defines the salience of the observed spatial feature. This

approach allows incorporating perceptual, cognitive, and

contextual aspects into the assessment of salience, and

hence, accounts for all three facets identified by Gaerling.

This definition of salience, however, differs from the

traditional definition. The property of being a landmark has

so far been attributed to distinct objects, such as facades,

churches, or other outstanding buildings (Raubal and

Winter 2002; Sorrows and Hirtle 1999; Winter 2003). We

argue that salience is not an inherent property of some

specific spatial features, but rather is a unique property of

the trilateral relation between the feature itself, the sur-

rounding environment, and the observer’s point of view,

both, cognitively and physically. This view is in accor-

dance with studies of human behavior in urban

environments that investigate why environmental features

are known or referenced (Appleyard 1969; Lynch 1960). In

the following paragraphs we will elaborate this claim and

lay out the theoretical framework of our approach.

The most general requirement of a landmark is that it

must be perceptually salient in some sense (i.e., visually,

auditory, olfactory, or semantically). This requires, first of

all, a contrast with the environment (e.g., architectural

differentiation), either in terms of its attributes (color,

texture, size, shape, etc.) or due to its spatial location with

respect to the other objects in the scene. Contrast and

perceptual distinction of sensory input are key to learning

landmarks from spatial environments (Montello and Fre-

undschuh 2005), and hence, are important aspects of

salience. Perceptual distinction is also imperative when

formulating route instructions that are addressed to navi-

gators unfamiliar with the environment. In contrast, it is of

lesser importance if the inquiring navigator is familiar with

the environment and relies not only on perceptual input,

but also on former experience and knowledge. Hence, the

degree of importance of the perceptual input varies as a

function of the experience of the navigator.

This subjective selection of spatial references implies

that the cognitive abilities of the observer play an impor-

tant role in selecting appropriate features for reference

(Presson and Montello 1988; Stevens 2006), that is, our

knowledge, thoughts and preconceptions shape what we

perceive and finally select as reference for making deci-

sions. The cognitive processes involved in understanding

and reasoning about a spatial scene include knowing,

thinking, learning, judging, and problem solving (Montello

and Freundschuh 2005). Cognitive abilities vary strongly

among observers and directly influence the assessment of

the relative importance or salience of potential landmarks.

This assessment, hence, needs to consider cognitive

aspects, along with the perceptual stimuli.
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Human perception is always limited to our view of the

world and the properties of our sensory system as it is

intrinsically tied to our egocentric frame of reference

(Marcel and Dobel 2005; Parkhurst and Niebur 2003). The

origin of this frame of reference is defined by the current

position of the navigator, and its orientation exhibits a

directional fixation of varying strength. The orientation of

our visual frame of reference, for instance, is firmly tied to

the plane of progression (Hollands et al. 2002), while the

orientation of the auditory frame of reference is only

loosely coupled with the orientation of the body.

Another aspect we consider is that navigation may be

performed by different means of transportation (walking,

riding, driving, etc.). Each of these modes imposes a dif-

ferent cognitive load on the navigator, which in turn affects

the range of perception and amount of visual attention

available for wayfinding. Walking, for instance, allows for

a greater degree of physical freedom and requires fewer

cognitive resources than driving, which in turn affects the

range of perception and hence, modulates the salience of

features in the environment. The directed goal-oriented

nature of navigation together with the means of transpor-

tation dictates the perceptual range, which implies that only

features that are within this range contribute to salience.

Landmarks are prominent spatial features, which are

often used as points of reference to identify targets or

reassure navigators that they are still on track (Denis et al.

1999; Montello 2003), whereby emphasis is put on the

notion of ‘‘point of reference’’. The statement ‘‘Follow the

river,’’ for instance, is basically an abbreviation of ‘‘Take

the path that will lead you along the river’’. Such a state-

ment differs considerably from just mentioning that a

landmark can be seen from some point of view, as it not

only refers to the landmark as a main attraction, but in that

it uses the spatial relation between landmark and path in

order to identify what path to take next. As a result, the

spatial relation between path and spatial feature dictates the

degree of salience of a potential landmark. These consid-

erations indicate that the circumstances and the purpose of

a journey, which we will refer to as Navigation Context,

influence the salience of features and need to be considered

accordingly.

Paper overview

These three aspects, perception, cognition, and context are

fundamental aspects of our framework for the assessment

of the salience of spatial features. The remainder of this

paper is organized as follows. After a review of related

work, we conceptualize salience of spatial features for

navigation and describe them in detail. Subsequently, we

discuss the implications, restrictions, and the scope of our

framework, and finally, we conclude with a summary and

present current and future work.

Related work

Landmarks are present throughout history as reference

points for navigation and play an important role in the

development of spatial knowledge and for solving spatial

reasoning problems. Siegel and White (1975) introduced a

three-phased theory of acquisition of spatial knowledge,

which assumes that landmarks are the linking points

between Route and Survey Knowledge, and hence, form the

foundation of cognitive maps (Downs and Stea 1977;

Tolman 1948). Lynch (1960) investigated human descrip-

tions of urban environments and identified landmarks,

along with districts, edges, nodes, and paths as one of the

main elements that enhance imageability of city space. The

nature of landmarks has been investigated from various

points of view, such as their use as spatial points of ref-

erence (Couclelis et al. 1995; Presson and Montello 1988),

or their function in the communication of route directions

(Denis et al. 1999; Golledge 1991), but despite the vast

amount of evidence for the prominent role landmarks play

in spatial behavior and navigation, few attempts have been

made to formally characterize the qualities of landmarks

and to computationally assess their salience. In the fol-

lowing sections we review landmark-related work in terms

of formal descriptions and computational frameworks.

Landmark theory

Sorrows and Hirtle (1999) proposed one of the most

influential descriptions of the characteristics of landmarks

in the domain of Geographic Information Science (GI-

Science). The authors compare commonalities between real

and electronic space and propose three different charac-

teristics of a landmark. These aspects are: (1) Visual

Prominence, which describes the visual importance of a

spatial feature, (2) Semantic Salience, which describes the

cultural or historical importance of the feature, and (3)

Structural Significance, which explains the role that the

feature plays in the configuration of the environment. The

approach is an attempt to generically describe the nature of

landmarks for real and electronic spaces in a comprehen-

sive way, but no formalization is proposed.

An alternative characterization of landmarks and their

properties was proposed by Burnett (2000), who suggest

permanence, visibility, location in relation to a decision

point, uniqueness, and brevity as the main aspects of

landmarks. The main objective of the study was to inves-

tigate the properties of landmarks in terms of usability for

Cogn Process (2008) 9:249–267 251
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car navigation. The study revealed that the significance of

landmarks for car navigation (e.g., traffic lights, pedestrian

crossings, and petrol stations) was dependent on the men-

tioned aspects, whereby two of these aspects correlate with

the aspects proposed by Sorrows and Hirtle (i.e., visual

salience as equivalent to visibility and structural salience as

equivalent to location in relation to a decision point). Both

approaches are restricted to a qualitative characterization of

landmarks and lack an answer on how to assess landmark

salience for navigation.

Proposed computational frameworks

The enumeration of the quantitative and qualitative

parameters that define a landmark is the first step in the

assessment of its salience. The second step is the compu-

tational evaluation of these parameters. The computational

assessment of landmark salience is of interest to many

scientific fields (GIScience, Robotics and Artificial Vision,

Remote Sensing, etc.), and hence, a series of different

approaches exits.

Sorrows and Hirtle’s (1999) characterization of land-

marks provides the foundation for various computational

approaches for the determination of the salience of land-

marks in the GIScience domain. Raubal and Winter (2002)

propose a model of landmark salience that addresses the

question of enriching route instructions with local land-

marks. The authors suggest a set of measures for each

aspect (i.e., visual, semantic, and structural) to formally

specify the landmark salience of a feature. The model was

developed with a specific set of urban features in mind,

namely facades, and was further refined and tested by

Nothegger (2003, 2004). The results suggest that the model

is a viable assessment of the salience of landmarks. How-

ever, as the approach focuses on facades and landmarks are

treated as point-like structures, prominent spatial features,

such as rivers or districts, which are essential for way-

finding tasks and can be viewed respectively as 2D and 3D

structures, are not considered.

Elias (2003a) proposes an approach for the extraction of

landmarks from large datasets that is based on Sorrows and

Hirtle’s (1999) definition of a landmark and on Raubal and

Winter’s (2002) salience model. From a computational

point of view, the main objective of Elias’ (2003b)

approach is to automatically extract landmarks from

existing data using a data mining approach. Although the

approach considers a variable point of view of the way-

finder and different modes of transportation, it lacks a

detailed investigation of the cognitive peculiarities

involved with navigation, such as cultural differences,

experience of navigators, and relative importance of certain

features to observers. Yet the investigation provides useful

insights about the collection and processing of suitable

data, particularly when data collection involves large sets

of data.

A similar approach was taken by Galler (2002) in her

attempt to identify landmarks in urban environments. The

goal of this work was to use the existing theoretical

framework (Elias 2003b; Raubal and Winter 2002; Sorrows

and Hirtle 1999) for the characterization of landmark

attributes and to propose an automated solution for the

assessment of landmark salience in 3D city models. An

interesting aspect of this work is that a reference set of

visible urban features (i.e., facades) is evaluated using

descriptive statistics and Shannon’s information theory

(Shannon 1948), with the evident goal of singling out those

features that contrast most within the set. The results show

that this approach for the characterization of urban space is

promising, despite the fact that the type of features is

constrained to facades and the number of attributes for

which measures are derived is restricted to a set of eight

attributes (i.e., accessibility, height, width, curvature, color,

signs and marks, and relief).

Similarly, Haken and Portugali (2003) propose a syn-

ergetic approach for the assessment of landmark salience

that uses information theory to define the amount of

information externally represented in urban environments.

Based on Lynch’s elements of the city (i.e., nodes, paths,

edges, landmarks, and districts), the authors introduce a

process of grouping and categorization, which gives

meaning to the urban environment and thus forms its

semantic information. This approach, however, takes a

global view at the urban environment as it is based on

Shannon entropy (Shannon 1948), which is a measure of

the average information content of a system. Analogous to

Galler’s (2002) approach and as a result of the holistic

nature of information theory, this approach does not allow

deducing values of single features in relation to observer

and navigation task, and hence, is inadequate for our

purpose.

Tezuka and Tanaka (2005) investigated the World Wide

Web as source for landmarks and suggest web mining as a

new, vision-independent way of acquiring knowledge

about landmarks. The central focus of this work is on the

way humans express knowledge of geographic objects,

rather than how objects are perceived. The expression of

spatial knowledge is assessed by means of statistical and

linguistic measures, which also take spatial context into

account, and result in the generation of new geographic

knowledge not present in conventional Geographic Infor-

mation Systems. First results suggest that this approach

matches with human judgment of landmarks. Nevertheless,

the relevance of this approach for the evaluation of land-

mark saliency for navigation is marginal, as the approach

does not account for the goal-oriented nature of navigation.
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Klippel et al. (2005) introduce a model of structural

salience that complements landmark research with an

approach to formalize the structural salience of objects

along routes. The structural salience of point-like objects is

approached with taxonomic considerations and with

respect to their positions along a route. The results are used

to extend the wayfinding choreme theory, which is a formal

language of route knowledge (Klippel 2004; Klippel et al.

2005). Analogous to Raubal and Winter’s (2002) approach,

this approach treats landmarks as point-like features and

does not consider spatially extended objects as potential

landmarks. However, it provides a solid foundation for the

incorporation of locomotion into the assessment process.

Moulin and Kettani (1999) developed a system that uses

the influence area of spatial objects to generate route

descriptions. The system uses a spatial model to represent

neighborhood, orientation, and distance between wayfinder

and spatial objects, based on which prominent spatial

entities, i.e., landmarks, are deduced and integrated in route

directions. The system produces route directions that cor-

respond to descriptions given by humans. However, the

system does not consider cognitive aspects, such as mem-

ory, knowledge, and familiarity with the environment.

Analogous to approaches in GIScience, where the focus

is on human navigation, landmarks also play an important

role in the field of Robotics and Artificial Vision. An open

problem in the field of robotics is the challenge of devel-

oping robots or agents that are able to learn their

geographic environment, reason about it, and navigate

through it autonomously in order to achieve some task

(rovers for planetary exploration missions, search and

rescue robots, etc.). This challenge raises many questions

related to navigation and the interaction between agent and

environment, and therefore obviously correlates with the

aim of our work. Space perception for autonomous robot

navigation comes in many styles (Escrig and Toledo 2000).

Straightforward approaches, such as the use of pre-

designed and pre-selected landmarks (Busquets et al. 2002,

2003; Kosmopoulos and Chandrinos 2002), are comple-

mented by more complex approaches involving visual

attention and automatic extraction of salient features

(Trahanias et al. 1999).

Attention-based models of landmark extraction are

typically bottom-up as they extract a set of pre-attentive

features (intensity, color, contrast, etc.), which are assessed

in terms of their salience and used to direct the focus of

attention. Unlike the primitive approaches using pre-

designed and pre-selected landmarks, attention-based

approaches promise to answer many question related to the

determination of landmark saliency. Typically, however,

attention-based approaches consider visual stimuli only,

which works well for robot navigation. For human navi-

gation, however, cognitive and contextual aspects need to

be considered, and hence, the methods need to be adapted

accordingly.

Main contribution

The main contribution of this paper is a framework for the

assessment of the salience of spatial or geographic features.

We will first conceptualize our understanding of salience

and introduce the terms Perceptual Salience, Cognitive

Salience, and Contextual Salience, which constitute a

Saliency Vector corresponding to the overall salience of

spatial objects. Next, we will discuss the components of the

saliency vector in more detail and investigate their con-

tributing factors. Finally, we propose a computational

approach for the assessment of the contributing factors and

their integration.

Conceptualization of salience for navigation

The central assumption is that in the domain of navigation,

salience emerges from the trilateral relationship between

Observer, Environment, and Geographic Feature (Fig. 1).

As a result, it cannot be attributed to a geographic feature

per se. We assume that during navigation, the observer is

located in the environment, which is perceived through

sensory input. Based on this sensory input and on the task

at hand (e.g., sightseeing, driving or walking to some

destination), navigators are able to discriminate salient

spatial features (i.e., geographic features that highly

Feature

Environment

Observer

contrasts with

is located in
perceives

or refers to

Geographic

Fig. 1 The trilateral relationship between Observer, Environment,

and Geographic Feature. The Observer is located in the environment

and perceives or refers to some geographic feature, which contrasts

with the environment. This configuration defines the basic assumption

of our framework
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contrast with the surrounding environment, either percep-

tually or cognitively) and refer to them as landmarks.

These geographic features can be districts, edges or barri-

ers, rivers or lakes, or unique objects (i.e., the classical

global landmark), or any feature of the environment that is

recognizable and may serve as spatial reference.

The implications of this central assumption are mani-

fold. First, it means that since the observer is located in the

environment, only a limited part of the whole environment

is perceived. This fact is important because it also means

that only those properties of an object that are directly

perceived can be used for memorizing, referencing, and

identifying potential landmarks from that specific point of

view. Note that this fact only applies for the acquisition of

landmark knowledge during navigation, not for the com-

munication of landmarks or route directions, which may

refer to prominent spatial objects that used to exist at

specific places. Reducing the set of properties for the

assessment of salience to those that are directly perceived

by the sensed stimuli detaches direct experience from prior

experience, and hence, draws the line between navigators

that have no knowledge of the environment and those who

are familiar with the environment. This distinction is

important for communication as humans adjust the

description of spatial configurations depending on the level

of knowledge of the inquirer (Couclelis et al. 1995).

Second, the assumption that salience is defined by a

trilateral relationship also requires that for a feature to be

salient, the perceived properties need to contrast with the

environment. This requirement implies that in order to

assess the salience of a feature, only the perceived physical

properties of the geographic features need to be compared,

rather than the total sum of their attributes.

Third, the trilateral relationship also accounts for the

cognitive abilities of the observer. These include compre-

hension and use of speech, visual perception and

construction, attention and information processing, mem-

ory, and executive functions such as planning, problem-

solving, and self-monitoring (Newell and Simon 1972;

Posner 1998). The amount of cognitive resources being

allocated for discriminating potential landmarks depends

on various factors, such as the task at hand or the mode of

transportation (walking, driving, etc.), and is tightly linked

to the limited capacity of our working memory (Miller

1956), for which several explanations, such as the Cogni-

tive Load theory (Sweller 1988), have been proposed.

Based on these considerations, we conclude that sal-

ience may also be described as the allocation of attention to

a salient object, and hence, we base our assessment of the

salience of landmarks for navigation on models of attention

(Eriksen and Yeh 1985; Miller 1956) and theories of

human information processing (Gaerling 1999; Newell and

Simon 1972). Attention is a psychological construct that

describes detection, selection, discrimination of stimuli, as

well as allocation of limited cognitive resources to com-

peting attentional demands (Scholl 2001). Research in

cognitive processing has shown that attention is either

exogenous (i.e., passive or involuntary) or endogenous

(i.e., active or voluntary) (Funes et al. 2005), and that it is

influenced by the amount of resources that can be allo-

cated. Figure 2 illustrates the three factors that influence

the overall salience of potential landmarks.

Attentional Capture, or the exogenous allocation of

attention is described as a bottom-up process in which

attention is captured by salient properties of the environ-

ment, independent of the observer’s intentions (James

1890). Sensory input, such as light, sound waves, or touch

is transduced from environmental energy to neuro-chemi-

cal energy. If perceptually salient features are received, a

capturing effect occurs and attention is automatically

directed towards these. For example, if a tall bright

building looms in the horizon, probability is high that

attention is directed towards this highly salient object, even

though it may be irrelevant for the task at hand (Ruz and

Lupianez 2002). Control of attention is exerted in a bot-

tom-up manner, as perceived stimuli are directly analyzed

for salient properties (Scholl 2001). We will use the term

Perceptual Salience to refer to effects of attentional capture

on a feature’s salience.

The endogenous mode of attention is also known as

Attentional Orienting and is characterized by being initi-

ated actively by the person in a top-down manner (Eriksen

and Yeh 1985). Top-down, in this context, refers to the

modulation of neural processing via back-projections (i.e.,

Context

Sensory

Input

Potential Landmark

Memory

Legend:

1

2
2

3

1 2 3

Information

Processing

Perceptual Salience

Cognitive Salience

Contextual Salience

1

2

3

Fig. 2 The three different types of salience that contribute to the

overall salience of geographic objects: a part of the sensory input

contributes directly to the salience of the landmark (Perceptual

Salience). Former experience and memory modulates sensory input in

a top-down manner and contributes indirectly to salience, and finally,

the given context acts as a filter for both, perception and cognition, as

it define how much processing resources may be allocated
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Prefrontal–Parietal–Sensory Control) (Soto and Blanco

2004). Modulation of neural processing occurs when

attention is deployed to a stimulus because it is important

for achieving some goal. That is, if any of the features are

recognized or otherwise relevant in the navigation context,

we recall them and orient our attention towards them.

Hence, the processing of information is based on prior

knowledge, while intentions and strategies of the observer

are in control of the allocation of attention. In our frame-

work, we will use the term Cognitive Salience to refer to

the endogenous factors that influence salience.

Finally, the deployment of attention is also based on the

amount of attentional resources that can be allocated. If a

task is such that it requires full attention of a person, the

threshold that separates relevant from irrelevant environ-

mental information is higher than if the task does not

require full attention. For example, a tourist on a sight-

seeing tour is able to discriminate objects in the

environment on a higher level of granularity than a bus

driver, who needs to allocate much of his attention to

traffic. As a result, trip purpose and modality influence the

assessment of the salience of geographic features and need

to be considered accordingly. In our assessment of salience

we will refer to this kind of influence on attention as

Contextual Salience.

In summary, our framework (Fig. 2) for the assessment

of the salience of geographic features introduces three

types of salience, namely Perceptual Salience, Cognitive

Salience, and Contextual Salience. Perceptual Salience

accounts for attentional capture of attention through direct

interpretation and discrimination of data received from

sensors. Cognitive Salience involves the processes of

problem-solving, decision-making, memory, and other

aspects of integrative performance into the assessment.

Finally, Contextual Salience modulates the assessment in

terms of resources that may, or may not determine the

salience of geographic features. Within the scope of our

framework, we will treat the total salience of a geographic

feature as a variable quantity that can be resolved into these

three components. As a result, we will use the term Sal-

iency Vector to express the overall potential of a spatial

feature of attracting navigator’s attention. In the following

sections we will discuss the components of the saliency

vector in more detail and investigate their contributing

factors.

Quantifying the components of the saliency vector

The Saliency Vector describes the total salience of a fea-

ture or static element of the physical environment. For the

purpose of navigation, we restrict the range of spatial

features to those that correspond to the definition of

landmark as point of reference. Such spatial features

include, but are not restricted to the elements of urban

environments, such as those described by Lynch (1960).

Note that for the rest of this paper, we refer to spatial

features that are potential landmarks as Spatial Objects. In

the following sections we will discuss the components that

define the salience of spatial objects in more detail and

describe ways to computationally quantify them.

Perceptual Salience

Perceptual Salience models the bottom-up guidance of

attention as it is derived from the part of the environment

that is perceived by the navigator from one specific posi-

tion. The continuous stream of stimuli may be analyzed

based on a myriad of criteria (e.g., auditory, olfactory). For

our purpose, however, we analyze a snapshot of the visual

stream of stimuli. Note that the restriction of the analysis to

one stream of stimuli does not affect the basic assumption

of the framework. The restriction is due to results from

spatial cognition and psychology, which state that in people

who are not blind the visual stream is the main contributor

for the identification of landmarks in the context of navi-

gation (Janzen and Turennout 2004).

The motivation for attention-based assessment of land-

marks is the simple hypothesis that landmarks attract

attention. There are two dominant divisions of theories in

the vast literature of Visual Attention research that inves-

tigate this hypothesis. The first theory is based on

Treisman’s (1980) model of Space- or Location-based

Attention and the second is the developing theory of

Object-based Attention (see Scholl 2001, for a review)

(Fig. 3).

The main difference between location-based attention

and object-based attention is that they use different fun-

damental units of attention. The focus of location-based

attention is on continuous spatial areas of the visual field

while the theory of object-based attention holds that visual

attention can directly select discrete objects. Although the

question of the underlying units has not been definitely

answered up to date, it is evident that these two notions,

i.e., objects and locations, should not be treated as mutually

exclusive (Kubovy et al. 1999; Müller and Kleinschmid

2003). Attention may well be object-based in some context,

location-based in others, or even both at the same time.

In addition to location- and object-based attention,

research has shown that attention is also dependent on the

concept of the scene, which defines the structure and global

semantic characteristics of the scene (see Henderson and

Hollingworth 1999, for a review). Results support the idea

that Scene Context is employed not only for scene recog-

nition and object identification, but also for guiding eye
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movement, and hence focus of attention (Aivar et al. 2005;

Hayhoe et al. 2000; Shinoda et al. 2001). We will base our

assessment of perceptual landmark salience on these three

factors.

Location-based attention assesses the potential for

attraction of attention of regions across spatial scenes, that

is, attention selects regions in space like a spotlight (Soto

and Blanco 2004). All visual stimuli across the visual field

are processed in parallel, and the most salient regions are

attended. There are many well-known models of spatial

attention, such as the guided search model of Wolfe (1994),

the spotlight or zoom lens model of Eriksen et al. (1986),

the saliency map model of Koch and Ullman (1985), or the

dynamic routing model of Olshausen et al. (1992). Com-

mon to these approaches is their bottom-up nature and that

the visual stimuli are processed in parallel.

A highly successful implementation of location-based

attention is Itti and Koch’s saliency-based spatial attention

model (Itti et al. 1998). A saliency map (cf. Fig. 4) is used

to encode and combine information about each salient or

conspicuous location in an image or a scene in order to

evaluate how different a given location is from its sur-

rounding. In this biologically inspired system, an input

image is decomposed into a set of multi-scale neural

Feature Maps, which extract local spatial discontinuities in

the modalities of color, intensity and orientation. All fea-

ture maps are then combined into a unique scalar Saliency

Map, which encodes for the salience of a location in the

scene irrespectively of the particular feature that detected

this location as conspicuous. This model has been shown to

perform well on natural scenes, which are at the focus of

our research. Therefore we will use the same approach for

the determination of location-based attention in our

framework.

Object-based attention defines the salience of single

objects or groups of objects contained in a scene (Fig. 5).

In terms of attention theory, the object-based view suggests

that attention is directed to objects or perceptual groups

based on their structure, instead of locations of particular

discontinuities of the visual scene (see Scholl 2001, for a

review). Furthermore, location-based attention is blind to

geometric properties of spatial objects, which means that

features of salience may occur at different scales. The

assessment of object-based attention accounts for these

properties as it is derived from the object’s geometric

attributes. Specifically, we derive measures of shape, size,

and orientation for objects in the scene, which provide the

basis for the assessment of the geometric similarity among

objects. We consider location-based and object-based

attention in an integrative way. This approach is consistent

c)
Scene Context

- Topology

- Metric Refinements

b)
Object-based Attention

- Size

- Shape

- Object Orientation

a)
Location-based Attention

- Color

    - Intensity

    - Texture Orientation

Fig. 3 The three components of

Perceptual Salience: a location-

based attention, b object-based

attention, and c Scene context.

Each of the components has its

own set of attributes, which

contribute to the degree of

salience of the object

Fig. 5 Object-based attention is influenced by the structure of spatial objects. We base our assessment on the similarity of shape, size, and

orientation of objects across the scene

Fig. 4 The picture on top shows a typical urban scene and the picture

below shows the corresponding saliency map, as generated by Itti and

Koch’s saliency-based model of spatial attention. Each salient or

conspicuous location in an image or a scene is evaluated with respect

to its surrounding
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with results from psychology that state that the two types

complement, rather than exclude each other (Soto and

Blanco 2004).

Scene context focuses on the global type and configu-

ration of a visual scene (Biederman 1972), rather than on

single objects. Location-based attention and object-based

attention ignore contextual information provided by the

type of the scene and the resulting correlation between

environment and objects. In our framework, we account for

this correlation by assessing scene-based salience and

integrating it with Perceptual Salience. For example, given

the case of two perceptually identical objects in a visual

scene (Fig. 6), their spatial context provides the additional

information that object B is further away and higher up

than object A. The resulting salience of the objects, hence,

needs to be weighted accordingly.

Research results suggest that feature proximity and

connectedness are essential elements to support memori-

zation of the objects (Xu 2006). Accordingly, we assess

scene-based salience by means of the binary relations

among the objects contained in the spatial scene. The

binary relations capture the configuration of the scene,

which are then analyzed in terms of topology (e.g., adjoin,

disjoint), distance, and direction. The result of this

assessment is a measure of salience for each binary rela-

tion, which, summed up and adjusted with Perceptual

Salience, contributes to the total salience of the object.

Cognitive Salience

Cognitive Salience, in contrast to Perceptual Salience,

modulates attention in a top-down manner, as it is depen-

dent on the observer’s experience and knowledge (Silva

et al. 2006). In psychology, the term cognition is used to

refer to the mental processes of an individual. For the

context of navigation, we abstract these mental processes to

the degree that the mind has an internal representation of

the spatial environment and that objects are retrieved from

this representation based on the Degree of Recognition and

the Idiosyncratic Relevance of individual objects. The

Degree of Recognition measures how well an object can be

identified by an observation, while the Idiosyncratic Rel-

evance indicates the object’s personal importance to the

observer. We assume that objects with a high degree of

recognition are more likely to be used as points of refer-

ence than objects with low recognition value. Likewise, we

also assume that well-known objects are preferred over

unknown objects (Fig. 7).

The internal representation of the spatial environment

consists of a sequence of waypoints representing a route

map, a set of observations for each waypoint along the

route, and a set of mental spatial objects defined by a non-

empty set of observations from multiple waypoints to this

mental object (Fig. 8). The motivation for this abstraction

of the mental representation of navigational space is the

incremental nature of route learning (Kuipers 1982; Goll-

edge 1992; Siegel and White 1975). Observations of

specific objects are acquired while navigating and stored in

long-term memory, from where they are retrieved if

necessary.

During the process of reasoning about salience of spatial

objects, stored instances of mental objects are considered

based on the degree of recognition and idiosyncratic rele-

vance. Recognition occurs when some pattern or object

recurs. The basic rule is that recognition is more likely to

occur if the current observation matches with the previ-

ously stored attributes of that spatial object and vice versa.

In order for a spatial object to be recognized, it must be

familiar in the sense that it must be linked to at least one

observation. Degree of recognition and familiarity, how-

ever, are fundamentally different. Recognition, in our

framework, is a match between a single observation and a

description obtained from a stored instance of a mental

spatial object, and as such, is a measure for the degree to

which observations from specific points of view support

identification of previously observed objects. Analogous to

Lacroix et al. (2006), who proposes modeling recognition

memory using the similarity structure of input, we will use

A

B

Fig. 6 An example of a spatial scene, where objects A and B have the

same attributes and salience, but the spatial configuration provides

additional information about the salience of the object

~

a)

Degree of Recognition
    - Observed vs.

       Memorized Object

b)

Idiosyncratic Relevance
    - Object Attendance

    - Nr. of Observations

    - Nr. of Activities

Fig. 7 The two components of Cognitive Salience: a the degree of

recognition, and b the idiosyncratic relevance
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the similarity between observed object features and mental

object features for assessing the degree of recognition.

Familiarity, on the other hand, relates to idiosyncratic

relevance, which is tightly linked to personal, cultural, or

historical significance of objects, and is the result of

experiences, activities, and facts associated with these

objects (Presson and Montello 1988). The degree of per-

sonal and cultural significance varies with characteristics of

individuals (age, preferences, knowledge, etc.) and geo-

graphic regions (local, regional, interregional meaning and

significance, etc.), and consequently, is accordingly diffi-

cult to model. The term idiosyncrasy is typically defined as

a behavioral attribute that is distinctive and peculiar to an

individual. In the context of navigation, this behavioral

attribute may be defined as the individual familiarity of an

observer with respect to a specific object.

We abstracts idiosyncrasy to the level of repetitive

activities and observations associated with particular

objects, and assume that idiosyncratic relevance increases

with the number of recurrences of a specific object, along

with the number of activities associated with this object.

For example, if the observer recognizes the building where

he or she used to work, the relative importance of this

object grows compared to other objects. The same pattern

applies for public buildings, shopping malls, etc. Idiosyn-

cratic relevance, hence, is determined by the type and

number of activities that are associated with individual

objects and the frequency by which these activities are

performed. The activities and their frequencies are recor-

ded for single objects and set in relation to the objects in

the scene. The result of this assessment is a measure of the

observer’s familiarity with the objects in the scene.

Contextual Salience

Context during navigation plays an important role, as it

defines how much attention can be allocated to the

recognition and assessment of potential landmarks (Wood

et al. 2006). In our framework, we distinguish between two

types of context: (1) Task-based Context, which includes

the type of task to be performed in the assessment (Fig. 9),

and (2) Modality-based Context, which describes the mode

of transportation and the amount of resources that need to

be allocated (Fig. 10).

A definition of the task that is to be performed during

navigation is to state what the goal is, namely to find the

route from start to destination. This includes the identifi-

cation of possible paths and an assessment of the relevance

of these paths for achieving the goal (Golledge 1999b).

This simple definition also points out that navigation is

obviously different from tasks such as sightseeing, where

navigators follow a route connecting points of interest. In

such tasks, the points of interest may overlap with land-

marks required to find the way, but this is merely a

coincidence rather than a requirement, as the route may

well be described only by a subset of the points of interest

along the route. In this framework, we consider that navi-

gation itself is the task based on which we assess the

salience of spatial objects.

Route instructions that refer to landmarks may take

several different forms, as for example ‘‘Walk along the

river’’ or ‘‘Cross the bridge’’. Such instructions typically

use spatial features to identify the path that is to be fol-

lowed. Hence, in the context of wayfinding, the choice of

landmark is optimized for the identification of the path to

be followed. We will use the binary relation between paths

and potential landmarks to derive the task-based salience.

The binary relation between paths and landmarks is ana-

lyzed in terms of topology and metric refinements, where

Route Map

Observations
per Object

Mental Object

Fig. 8 The structure of the route map that is created when navigating:

at each waypoint along the route observations to geographic objects

are collected. The sum of observations to a single geographic object

constitutes a mental object, which we will use in the assessment of

Cognitive Salience

Legend:

Decision Point

           Next Path Segment

           Binary Relation Path-Object

Fig. 9 A spatial scene including four possible paths and three

potential landmarks (i.e., a river, a bridge, and a building), as

experienced by observers during navigation. The binary relation

between path and geographic feature defines how valuable geographic

features are when considering a specific path
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the focus is on distance and orientation between landmark

and path. Spatial objects that are located far from the next

route segment are of lesser importance than spatially close

objects. This approach is analogous to Klippel’s (2005)

structural salience of landmarks. In fact, Klippel’s

approach captures the idea of task-based salience perfectly

and may well be incorporated in future implementations

based on this framework. The result of this assessment is a

saliency value for each pair of path and potential landmark

contained in the visual field. This value describes how

salient an object is to a navigator standing at a specific

decision point and considering the options available.

Navigation is defined as the combination of wayfinding

and locomotion (Montello 2003), whereby locomotion may

be achieved through different modes, such as walking,

riding, or driving. Each of these modalities has its own

requirements in terms of allocation of attention (Staal

2004; May et al. 2003a, b; Lee et al. 2007). As a result,

each modality will force the navigator to adapt the selec-

tion process of spatial objects so that sufficient attention is

still allocated to active locomotion. We will assess this type

of salience based on the field of view navigators may have

when moving about (Fig. 10).

The field of view, or visual field, is mainly dependent on

the speed of the modality and whether locomotion is active

or passive (i.e., driving a car vs. riding the bus). These two

components allow the definition of a virtual field of view in

terms of direction and range, which can be used to assess

the importance of potential landmarks. For instance,

pedestrians have a field of view that, with little effort,

includes all objects, independent of their spatial location.

Car drivers, on the other hand, have a much more limited

field of view, since their focus is directed in the direction of

locomotion and the range is adjusted to the speed at which

they are traveling. This limited field of view has been

termed the useful visual field (Ball et al. 1993), and has

been shown to be smaller than the peripheral visual field

(Roge et al. 2005). Our model accounts for these contextual

differences when assessing salience, resulting in a ranking

of potential landmarks in a scene that is based on the field

of view navigators have when using different modes of

transportation.

Integrated saliency assessment

So far, we have identified three types of high-level sal-

iency components (i.e., perceptual, cognitive, and

contextual) that define the saliency vector, a set of aux-

iliary components that capture important aspects of

salience in terms of attention (i.e., location- and object-

based attention, scene context, degree of recognition, and

idiosyncratic relevance), and a set of low-level compo-

nents (contrast, size, distance, etc.) that contribute to

them. In order to assess the overall salience of spatial

objects, these components need to be integrated in a

single computational model.

There are a range of cognitive activities that may occur

between the time a person first gazes at some feature to the

time that relevant information is extracted (Kosslyn 1989).

For instance, we know that attentional guidance is a two-

stage top-down process whereby the high-level cognitive

process of attending alters the low-level processing of

visual inputs. The two main questions that arise in this

context are how the single components of our framework

influence each other and how they may be computationally

integrated. We tackle these questions by modeling the

human information processing cycle and by integrating a

probabilistic approach to describe the interdependence

among components into this process.

Model of human information processing

One of the most influential theories of visual search is the

guided search theory (Wolfe 1994). It suggests a two-stage

model of visual processing. In the pre-attentive stage,

feature maps are computed in parallel in several feature

dimensions (e.g., red, blue, green, and yellow features for

color; steep, shallow, left, and right maps for orientation).

In the second stage, top-down factors modulate the bottom-

up values, and the weighted feature maps are combined

Legend:

Decision Point

           Direction of Travel

           Field of View

Fig. 10 The modality of travel (i.e., walking, driving, or riding)

influences both, the cognitive load put on the observer, as well as the

degree of physical freedom. The remaining physical and cognitive

resources are allocated accordingly, which influences the focus of

attention and field of view and hence, the prominence of surrounding

geographic features
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additively to form an activation map that eventually guides

visual attention in a sequential manner.

In our approach, we propose a similar model for the

assessment of salience. Specifically, we propose a model of

human information processing that divides the assessment

of salience in three stages and that accounts for the char-

acteristics of landmarks as discussed before (Fig. 11). The

three stages correspond to the types of memory involved,

namely Sensory Memory, Working Memory, and Long

Term Memory, and are linked together by a set of com-

putational processes (i.e., pre-attentive, attentive

processing, encoding, update, recognition, and familiarity).

Each stage is a refinement of the former in terms of

salience assessment. In the first phase, the visual stimuli are

perceived and stored in Sensory Memory. At this stage, no

processing is involved yet. Before reaching the second

phase, i.e., working memory, the stimuli undergo the pro-

cess of pre-attentive processing, which simulates the ability

of the low-level human visual system to rapidly discrimi-

nate objects and identify certain basic visual properties

(Treisman et al. 1992). Pre-attentive processing, hence,

produces a Perceptual Representation of the spatial scene

in working memory that contains the spatial objects and

quantifies their low-level components (e.g., size, length,

color, intensity).

The objects in the Perceptual Representation of the

scene are now ready for further processing. Unlike in

sensory memory, where stimuli are processed in parallel,

objects in working memory are processed sequentially.

Sequential processing in working memory simulates the

process of attentional orienting and includes top-down

factors (i.e., degree of recognition and idiosyncratic rele-

vance with object) and contextual factors (i.e., task and

modality), which modulate the Perceptual Salience of the

object. Finally, the objects are either encoded in memory

(i.e., a new mental object is created in long-term memory)

or, if the object is already present, updated with the new

information (i.e., the new observation is attached to the

object). Updating objects in long-term memory ensures that

the saliency of objects evolves over time and varies with

the level of experience of observers.

Integration of components

In our model, pre-attentive processing is understood as the

process of discriminating spatial features and extracting

low-level components from a set of visual stimuli. Atten-

tive processing, in contrast, describes the process of

sequentially assessing the salience of spatial objects in the

scene by integrating the low-level components and com-

puting the three components of the saliency vector. While

we assume that the low-level components are independent

and contribute equally to the auxiliary components (e.g.,

location-based attention, object-based attention, scene

context), we need to analyze and find a way to model the

mutual influence auxiliary components have on the high-

level components of salience, that is, how they contribute

to Perceptual Salience, Cognitive Salience, and Contextual

Salience. For this purpose, we propose to apply a proba-

bilistic inference model that is able to deal with the

complexity and uncertainty of human information

processing.

Probabilistic inference models are increasingly becom-

ing important theoretical tools for understanding cognition

(Chater et al. 2006; Scholl and Tremoulet 2000; Kersten

and Yuille 2003; Kersten et al. 2004). Following this trend,

we propose to use a Bayesian or Belief network to model

the interdependence of the auxiliary components and assess

the overall saliency. The main reason for this approach is

that Bayesian methods allow the development of quanti-

tative theories at the information processing level and that

they are able to model Causality, which plays an important

role in human reasoning (Gigerenzer and Murray 1987).

Furthermore, recent work has shown that the Bayesian

perspective yields a uniform framework for studying object

perception (Kersten 2002).

In the context of probabilistic inference, the concept of

causality or causation refers to the set of all particular

causal or cause-and-effect relations (Lewis 1973). For

better understanding consider the following simple exam-

ple: When a building stands out among other buildings, it

will be salient! The core idea of Bayesian networks, hence,

is that based on causal knowledge we are able to causally

explain probable outcomes given known relationships

between certain actions and consequences, i.e., ‘‘a taller

building is more likely of attracting attention’’ is based on

Encode or 

Update

1
Sensory

Memory

Degree of

RecognitionIdiosyncrasy

Legend:

Pre-attentive Processing

       Attentive Processing

1

2

Long-term

Memory

Working

Memory

2

2

Fig. 11 Model of human information processing: each stage holds a

refined representation of the spatial scene. Pre-attentive processing of

the data in sensory memory results in a perceptual scene represen-

tation in working memory. Objects in the perceptual scene

representation are then assessed sequentially for salient features,

and finally, objects in long-term memory are updated with new facts
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the probable cause (taller building) of the effect (attracting

attention).

Bayesian networks describe conditional independence

among subsets of variables or concepts and allow com-

bining prior knowledge about independencies and

dependencies among variables with observed data. For-

mally, a Bayesian network is a directed acyclic graph that

contains a set of nodes, which represent random variables,

and a set of directed links connecting pairs of nodes and

denoting causal dependencies between variables (Jensen

2001). The strengths of the dependencies are expressed by

Conditional Probability Distributions attached to every

node. Nodes can represent any kind of variable, be it a

measured parameter (e.g., color, shape), a latent variable

(e.g., location- or objects-based attention), or a hypothesis.

In our model, we have a set of low-level components, a

set of auxiliary components, and a set of high-level com-

ponents (Fig. 12). We will employ these components as

nodes of the Bayesian network. The next step is to define

the structure of the Bayesian network, that is, to identify

the dependencies among the nodes. Although the interac-

tion between the single components of our model has not

been fully investigated and answered yet, available evi-

dence provides a basic idea of the causal structure among

the nodes of the Bayesian network. The most important

aspects are listed below:

• Task and modality function like a filter for perceptual

and cognitive abilities and hence, influence all other

components, including what is currently perceived

(Williams 1988),

• Location-based attention is the result of attentional

capture, and therefore, only dependent on available

perceptual input (Treisman and Gormican 1988),

• Object-based attention and scene context are influenced

by top-down factors (i.e., degree of recognition and

idiosyncrasy) and by the amount of available resources

(task and modality) (Serences et al. 2004; Staal 2004),

and finally,

• Scene context influences the allocation of attention to

specific objects (De Graef et al. 2000).

Furthermore we assume the following to complete the

structure of the Bayesian network:

• Both types of attention (i.e., Location-based attention

and Object-based attention) and scene context influence

the high-level components equally,

• The degree of recognition and idiosyncratic relevance

influence Cognitive Salience, and finally,

• Task and modality modulate Contextual Salience.

These findings from the literature and our own assumptions

yield the Bayesian network depicted in Fig. 12. The next

step is to assign values to the nodes of the network. All

low-level components are either observed directly or

computationally derived from input data, and hence, serve

as evidence. For each node holding evidence, we derive the

probability of salience from the corresponding sets of

according object attributes, that is, we compute the

likelihood of salience for each low-level component as a

statistical function of all objects in the scene.

In order to fully specify the Bayesian network and thus

fully represent the joint probability distribution, it is nec-

essary to further specify for each node X (i.e., auxiliary and

high-level components) the probability distribution for X

conditional upon X’s parents. The distribution of X con-

ditional upon its parents may have any form. It is common

to work with discrete or Gaussian Distributions since that

simplifies calculations (Jensen 2001). We propose the use

of a discrete probability distribution, in combination with

the hypothesis of uniform influence of parent nodes, as

initial configuration. The validity of this hypothesis, how-

ever, remains to be challenged during the evaluation of the

framework, and, when available, revised according to sci-

entific findings.

The last step in computing the posterior distribution of

variables given evidence is called Probabilistic Inference

(Jensen 2001). The posterior probability gives sufficient

Legend:

Low-level components

Auxiliary components

T: Task-based Context

M: Modality

R: Degree of Recognition

I: Idiosyncratic Relevance

OA: Object-based Attention

LA: Location-based Attention

SC: Scene context

CGS: Cognitive Salience

PS: Perceptual Salience

CNS: Contextual Salience

OA
SC

CGS PS CNS

LA

A C G HF

I

IJ L

R T K

M

B D E

High-level components

Fig. 12 The structure of the

Bayesian network used for

simulating the salience

assessment process. The low-

level components are derived

directly from input data and

serve as evidence. The auxiliary

components account for the

different types of attention, and

the high-level components

describe the resulting saliency

of the observed spatial object
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statistics for detection of salient spatial objects, that is, the

posterior probability sufficiently explains the likelihood of

each component of the saliency vector to be a salient

property, considering the objects in the current scene,

knowledge of the observer, and the current context.

Summary

The aim of this paper is to propose a conceptual framework

for the assessment of salience of spatial objects tailored to

the requirements of navigation of sighted humans. As such,

the framework provides the ontology that is necessary to

formally model landmarks and implement them in infor-

mation systems for navigation. To achieve this goal, we

conceptualized our understanding of salience, contrasted it

with views in the literature, investigated which factors

influence the prominence of spatial objects, and proposed a

probabilistic approach for integrating the different factors

in order to determine the object’s salience. We introduced

the concept of Saliency Vector, which accounts for the

trilateral relationship between observer, observed object,

and environment in terms of Perceptual, Cognitive, and

Contextual Salience. Further, we investigated the role of

attention in the assessment of saliency and used the theo-

ries of location-based attention and object-based attention,

together with the context of the scene to identify and

classify the low-level components (bottom-up and top-

down) that modulate salience. Finally, we examined the

interdependencies among the components and suggested

using a Bayesian network to integrate the components into

a single computational model.

Discussion

The primary goal of this paper was to review literature on

landmark saliency assessment and analyze which compo-

nents add to the relative importance of spatial objects for

navigation. Knowing what factors influence landmark sal-

iency is important for accurate assessments of the saliency,

and hence, the discrimination of landmarks. The result of

this analysis is a framework that considers different types

of salience in an integrative way. This section critically

discusses the framework in terms of implications, restric-

tions, and scope.

Implications

The framework was designed with adaptability and flexi-

bility in mind. Particularly, we tailored the assessment of

salience to the requirements of landmark-based route

instructions. Automatically generating route instructions

that are not based solely on (geo-)metric properties of the

underlying network requires an evaluation of the available

spatial features in the surrounding environment. This

evaluation is necessary for finding suitable objects for

referencing the next section of the route, as proposed by

Klippel and Winter (2005), or to reassure navigators that

they are still on track (Denis et al. 1999). The presented

framework supports this evaluation as it allows modeling

what navigators will be able to perceive when approaching

points of decision along the way. It may also be extended

to include random positions along the way, as required for

long route segments, where reassurance that navigators are

still on track is typically required.

The three types of salience (i.e., Perceptual, Cognitive,

and Contextual) constitute a Saliency Vector that has the

favorable property of supporting communication when

referring to landmarks. For instance, consider the case of a

tourist asking a local for directions to some destination.

Typically, the local will adjust the route instructions to the

tourist’s knowledge of the environment and refer primarily

to prominent perceptual features instead of idiosyncratic

objects. Now consider the case of the local explaining the

route to another local. In this case the instructions do not

only refer to perceptually salient features, but may also

include references to features that both relate with sub-

jective cultural values or personal experience. The

difference in the two sets of route instructions is basically a

result of the weighting of the components of the saliency

vector. Our approach supports individual weighting of the

single components, and hence, the production of individ-

ualized route instructions.

Restrictions

Investigations on visual scene understanding revealed that

in real-world scenes an object’s semantic plausibility

within the context of the scene is coded prior to its fixation

and affects that object’s saliency as an attentional target

(De Graef et al. 2000). We do not account for this a priori

knowledge of the semantics of spatial features, but the

framework is structured such that the incorporation of

additional factors is easily possible. Another issue to con-

sider is that of identification of spatial objects (Spelke

1990). While from some perspective a specific object may

perhaps appear as the dominant spatial feature, it will

amalgamate with other objects from another perspective.

Our framework does not account for such an emergence of

landmarks.

The proposed human information processing cycle

abstracts the ease of encoding and memorizing single

objects [e.g., typical objects are hard to remember while
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atypical objects are easy to remember (Anderson 2003)].

Furthermore, selective attention controls information pro-

cessing so that sensory input is perceived or remembered

better in one situation than another (Schneider and Shiffrin

1977; Shiffrin and Schneider 1977). Incorporating such

aspects in the framework would require extensive knowl-

edge of the spatial scene and a mechanism for object and

concept identification. Even though the current framework

lacks such a mechanism, it may be integrated without

affecting the general structure of the proposed information

processing model.

We base our framework on the initial assumption that

appearance of landmarks is strictly visual. While this

assumption may apply for a large part of the population,

it certainly is not the case for all groups of people,

especially for those groups that do no rely on visual input,

but on other sensory input. A shift of sensory input,

however, implies a shift of strategies for spatial orienta-

tion (Golledge 1999b). Incorporating such strategies in the

conceptual framework is a necessity if we are to extend

the current scope of the conceptual framework. Incorpo-

rating such strategies, however, requires the consideration

of additional sensory input, such as sound and motion.

The framework was developed with adaptation and flex-

ibility in mind, and therefore, once evaluated for vision,

may be extended by incorporating additional sensory

input.

Another aspect not considered in this framework is the

influence of additional sensory input on allocation of

attention. Our model is based on visual sensory input and

theories of visual attention as we consider vision the most

important sensory input for the discrimination of salient

features for navigation. These theories do not consider

cross-modal sensory influence, although research has

shown that auditory objects can affect visual processing,

and as a result, influence the allocation of attention (Turatto

et al. 2005). Future work will have to assess to what degree

cross-modal factors influence visual processing and the

results will have to be incorporated in the framework

accordingly.

A final issue to consider is in terms of practical appli-

cability of the framework and concerns the collection of

appropriate data and the level of detail. The evaluation of

environmental features proposed in this paper is based on

the egocentric frame of reference of the observer. The

practical implications of this approach are manifold. First

of all, a scene containing the spatial features perceived

from a specific location needs to be computed from a

source dataset, and the second point to consider is that the

spatial scene needs to feature a level of detail that allows

for extraction of the low-level features (i.e., color, orien-

tation, etc.). These critical points need to be considered

when collecting the data.

Scope

Using landmarks as points of reference or as pivotal ele-

ments in making decisions implies that these objects are

salient enough for humans to direct their attention towards

them in a specific context. Results from research in human

information processing and theories of attention suggest

that there are various factors that influence where humans

direct their attention. The nature of these factors is exog-

enous, endogenous, or contextual. Our framework draws

from these results as they form the base for the definition of

the specific types of salience. The definition of the factors

that define the salience of landmarks, however, is tailored

to navigation tasks specifically. Hence, there is no claim

that the set of components that make up the total salience is

complete. It is rather a collection of the most prominent

characteristics of landmarks found in literature. The model

can be extended to include further components of either

type, be it perceptual, cognitive, or contextual.

According to Golledge (1999a), the role of landmarks can

be characterized as either organizing concept, or as navi-

gational aid. Landmarks emerging as organizing concepts

requires a process called cognitive mapping, culminating in

a superior structure often referred to as the cognitive map

(Golledge 1999a; Kuipers 1982; Miller 1956) or cognitive

collage (Tversky 1993). Within this structure, the role of the

landmark changes dramatically, as it is no longer just a

navigational aid, but assumes an important role in the

organization of the cognitive map. Although we do model

previous knowledge in our framework, we do no claim to

model such a cognitive map in any sense.

The previous sections describe a comprehensive

framework for the assessment of the salience of potential

landmarks for wayfinding tasks. The framework is based

on the trilateral relationship between observer, environ-

ment, and potential landmarks, and accounts for three

different types of salience, namely: (1) Perceptual Salience,

(2) Cognitive Salience, and (3) Contextual Salience. The

framework is comprehensive in the sense that it integrates

these three types of salience in the context of wayfinding in

order to achieve a solid assessment of which objects nav-

igators may refer to as landmarks when standing at specific

decision points along a route. Hence, the framework treats

landmarks as navigational aid, rather than as an organizing

concept

Outlook and future work

The main contribution of this paper is a review of relevant

literature and the definition of a conceptual framework for

the assessment of landmark salience. The framework for

the assessment of landmark salience is based on the
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assumption that salience of landmarks can only be deter-

mined when taking into consideration situatedness along

with perceptual and cognitive abilities of the traveler. In a

navigation context, hence, salience of geographic objects is

a property of the trilateral relationship between observer,

environment and geographic object. We define a concep-

tual framework of landmark properties and contributing

components, and set the frame for a computational model

for the assessment and integration of these components.

The overall salience of geographic features is defined as a

three-valued vector, whereby the components capture

perceptual, cognitive, and contextual aspects of geographic

objects.

On the base of this framework, we are currently working

on a prototype implementation for the assessment of

landmark saliency. The prototype application includes a

refined computational model and will serve as test-bed for

future research. Our framework defines the overall struc-

ture of the assessment, but leaves open how the low-level

components of saliency (e.g., degree of recognition, task-

based context) are derived. The prototype application will

provide support in answering these open questions. Refin-

ing the computational model and the prototype application

will also help answering questions related to usability and

performance, and provide insight into technical and infra-

structural questions, such as feasibility and acquisition of

appropriate data.

A very important question in this context is concerned

with the evaluation of the framework. We will use the

prototype application for evaluation of our framework and

plan to divide the evaluation process in two steps, namely:

(1) Verification and (2) Validation. We understand the

process of verifying the framework as confirmation by

examination and provision of objective evidence that

specified requirements have been fulfilled. Verification will

answer questions related to inner correctness and perfor-

mance of the prototype. Validation, on the other hand, is

understood as the process of ground-truthing, and will

determine if the framework can be properly applied as

intended. Validation will answer questions related to per-

formance in real world scenarios and fine-tuning with

respect to human performance. Successful evaluation of the

prototype is crucial for further research and will have to be

performed accordingly.

The prototype implementation is designed such that it

can be integrated in agent-based simulations. Agent-based

simulations are increasingly becoming a popular tool for

various lines of research and applications, including

research on human cognition and uncertainty, information

retrieval, and environmental design. Agent-based simula-

tions incorporating our framework will help answering

questions related to user-group refinement or taxonomic

cataloguing of landmarks, as well as incorporation of

landmarks in the route generation process, which was one

of the main objectives of our work.
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