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On the Automated Interpretation and Indexing of American Football zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Mihai Lazarescu, Svetha Venkatesh, Geoff West 

Curtin University of Technology 
GPO Box U1987, Perth 6001, W.A. 

lazaresc zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 cs .curtin.edu. au 

Abstract zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
This work combines natural language understanding 

and image processing with incremental Learning to develop 
a system that can automatically interpret zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand index Amer- 
ican Football. We have developed a model for  represent- 
ing spatio-temporal characteristics of multiple objects in 
dynamic scenes in this domain. Our representation com- 
bines expert knowledge, domain knowledge, spatial knowl- 
edge and temporal knowledge. We also present an incre- 
mental learning algorithm to improve the knowledge base 
as well as to keep previously developed concepts consistent 
with new data. The advantages of the incremental learning 
algorithm are that is that it does not split concepts and it 
generates a compact conceptual hierarchy which does not 
store instances. 

1 Introduction 

Natural language understanding, image understanding 

and machine learning are three important areas of research 

in artificial intelligence. In this paper we present a sys- 

tem that combines natural language and image understand- 
ing to recognise American Football plays. The system dy- 

namically expands its knowledge base through incremental 

learning. The main benefit of combining image informa- 

tion from the American Football tapes and natural language 

commentary is that it allows for information to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbe fused 

from both sources and therefore video is no longer treated zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
as a silent movie. 

This enables a rich information set to be derived from the 

text which, when combined with the analysis of the player 

positions in space and time from the video, can be used to 

understand the video at a higher semantic level than would 

be possible by processing the video data alone. 
We further explore how machine learning can be used to 

dynamically update the system’s knowledge base, by devel- 

oping new models or by modifying existing ones, and hence 
improve the system’s performance. 

Terry Caelli 
Ohio State University 

1216 Kinnear Rd., Columbus, Ohio 43212 
caelli @cfm.ohio-state.edu 

From the relatively small number of attempts that have 

been made to connect image processing and natural .lan- 

guage, of great relevance to our work are the VITRA and 

News-on-Demand systems. 

The VITRA (VIsual TRANslator) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[5]  is one of the 

projects which tries to integrate computer vision and the 

generation of natural language expressions for the descrip- 

tion of image sequences. The domains investigated in the 

VITRA project have been traffic scenes and soccer se- 
quences. 

Another project which combines natural language un- 

derstanding with image processing is Informedia: News- 

on-Demand [ 1 11. The Informedia [ 13 digital video library 

project at Carnegie Mellon University is creating a digital 

library of text, images, video and audio data available for 

full content search and retrieval. News-on-Demand zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[4] is a 

fully-automatic system that monitors TV, radio and text of 
news radio material and allows selective retrieval of news 

stories based on spoken queries. 

Several methods of learning have been developed but 

the one that is best suited for real world situations is in- 
cremental learning. Human learning is incremental. There 

are several important issues in incremental learning which 

have been identified: bias, concept drift, memory size and 

forgetting. Several systems (GEM [9], COBWEB [2] and 

UNIMEM [SI) have been developed to address these issues. 

The objective of our work is to use natural language un- 
derstanding and image processing to query and learn Amer- 

ican Football plays from video tapes. 

The paper is organised as follows. In section two, we 

describe in detail the knowledge structure that is used in the 

recognition routine. In the third section we look at the data 

analysed by the system, while in section four we discuss the 

aspects of learning in our recognition system. Section five 

describes the results whilst the conclusions are presented in 

section six. 
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2 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAPlay Model zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
The play model description we propose to represent an 

American Football play has the following features (for a 

detailed description see Lazarescu zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAet a1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[7]): 

The play class - there are three classes of plays in 

American Football which are defined by the main action 

that takes place in the play. The play classes possible are 

defined by set zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA where: A = {oflensive, defensive,special}. 
The significant players and actions in the play - 

each play involves significant players performing prede- 

fined tasks. We define as significant the players whose ac- 

tions are very likely to have a major impact on the main 

action and outcome of the play. The player significance 

is defined by set B where: B = {low, average, high, very- 
high}. 

In an analogous manner, the player position, significance 

and action is defined for all plays. The possible actions are 

defined by set zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC where: C = {pass, toss, give, hand, catch, 
get, receive, fake, tackle, block, push, grab, intercept}. 

The player combination - each play requires a specific 

combination of players. For example an offensive pass play 

might have the following player combination: 4 blockers, 

2 corner-backs, 2 receivers, 1 guard, 1 snap and 1 quarter- 

back. 

The temporal sequencing of the actions in the play - in 

each play certain actions take place at specific times and in a 
certain order. The temporal representation of the play model 

is based on a set of simple movements combined with a play 

action. The play action is the main action in the play already 

defined in the first part of the play model (see significant 

players and actions definitions). The movement describes 

the type of movement of a given player at an instance in 
time. A player can either move to a position or make a turn. 

The movements turn-ley? and turn-right are relative to the 

way in which the football player is facing. The possible 

movements of a player are defined by set D where: D = 
{move, turn-left, turn-right}. 

The order and timing of the combined movement of the 

players is described with the help of five of Allen’s temporal 

primitives [3]. The set of primitives used in the temporal 

representation is defined by the set E where: E = {before, 
a fer ,  during, meets, equals}. 

To derive the temporal relationships between the play- 

ers, the spatial model of a play (all spatial models are ex- 

tracted from coaching books) is considered and the move- 

ment of the players is described as a series of moves and 

turns. The time and sequencing of the moves by the play- 

ers are also recorded. Then using the temporal primitives 

we derive relations such as playerl(move position2) equals 
player5(move position 8). 

The movement of individual players in the play - 
players generally have specific movement patterns in spe- 

cific plays. The movement of the player over the entire play 
period is described in terms of shape and distance. The 
shape of the movement indicates whether the movement is 

straight or contains turns. The distance covered by the 

player during the play can be either short or long. To de- 

termine the type of distance, the system uses the player’s 

starting and finishing positions and the position of the de- 

fensive line. If the player started behind or in the same line 
with the defensive line and finished in-jront of the defen- 

sive line then the distance covered is considered to be long. 

Otherwise the distance is short. 
The possible overall movements are defined by set F 

where: F ={ short-and-straight, short-and-turn, short-and- 
many-turns, long-and-straight, long-and-turn, long-and- 
many-turns} . 

The relationships between a player and the other 

teammates at different instances throughout the duration of 

play are described symbolically and derived from four ref- 

erence points which are assumed to be known at all times. 

These are the left boundary, the right boundary, the op- 

ponent’s goal and the team’s own goal line and they pro- 

duce the relationships: in-front, behind, to-the-left and to- 
the-right. Two more relationships can be further defined: 

in-line-with-horizontal and in-line-with-vertical. The ref- 

erences are dependant on which way the attacking team is 

facing. The possible relationships are defined by the set G 

where: G = { in-front, behind, to-the-ley?, to-the-right, in- 
line-with-horizontal, in-line-with-vertical}. 

To build the play models we have created a database of 

play information that includes data about the player combi- 

nations, play actions, player significance and player move- 

ment over the duration of a “by the book” play. The system 

uses a well defined semi-dynamic hierarchical structure to 

store the models of the American Football plays. The struc- 

ture was designed specifically to enable the system to recog- 

nise and learn (when there is evidence that suggests learning 

from the new data is justified) from the data it receives. In 

the following section we describe in detail the type of data 

received by the system and the processing applied to convert 

it to a meaningful form. 

3 DataInputs 

We use three sources of information: the natural lan- 

guage commentary of the football game, geometrical infor- 

mation about the play and domain knowledge to determine 

the type of play. 

The natural language commentary plays a crucial role 

in recognition because it is an expert description of the ac- 

tion in the video and therefore can be used to obtain much 

information about the play. The transcript of the commen- 

tary provides three clues about the play in the video. The 

first, is the type of action that takes place in the game, such 
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as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA“the ball was passed”. The second clue gives the name 

and the type of the players that have been involved in the 
play action. For example “PlayerX throws the ball high zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto 

receiver PlayerY” describes a play “pass”, in which Play- 

erY is a receiver. The third clue that can zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbe obtained from 
the natural language text is the game statistics. The sys- 

tem searches the input commentary for a set of predefined 

keywords. The keywords found are passed onto a module 

which attempts to assemble the keywords into predefined 

patterns that describe different aspects of the game ranging 

from player positions to play actions. The patterns extracted 

from the commentary text are then used to fill two types of 

frames: a player frame and a play frame. 

The geometrical information extracted from the video is 

made up of a list of unlabelled player coordinates from the 

frames in the video sequence. This information is used to 

determine direction of movement and acceleration of play- 

ers in the video as well as the initial and final player setups 

and positions. 

Using the information from the video, three symbolic de- 

scriptions of the player movement are derived. The first de- 

scription details the movement of the player of the entire 

play as a series of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmoves and turns. The description is used 

in the temporal part of the play model. The second descrip- 

tion is used to keep track of the player’s movement at each 

instance of time and is used to reconstruct the dynamics of 

the play. The third description details the player movement 

over the entire play in terms of shape and distance. 

The information from the video is assumed to be incom- 

plete and can possibly contain noisy data about the player 

coordinates at different frames in the video. 

When the natural language commentary and the video 

data processing is completed, the resulting information 

frames and sets of coordinates are passed on to the search 

module which attempts to find a match for the query play. 

A detailed description of the processing involved in finding 

the best match for the query is presented in Lazarescu el zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa1 
VI. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
4 The Incremental Learning Algorithm 

The model representation of the American Football plays 

is complex as it includes the relationships between the ob- 

jects over time as well as the temporal sequencing of these 

relationships. Each play model consists of a large number 

of features and as a result the data structure used to store the 

models has been designed to minimise data overlap and to 

enable forgetting. 

Overall we have combined selected parts of two well 

known conceptual clustering systems - UNIMEM and 

COBWEB - with our own style of forgetting and data rep- 

resentation to develop the algorithm. 

4.1 Data Structure 

The concepts developed by our algorithm are stored in a 

hierarchy in which all nodes share all the features observed 

in the training instances. Unlike the case of UNIMEM and 

COBWEB, the nodes in our structure do not store the indi- 

vidual instances. Instead the range of values of any feature 

is defined with the help of a set which covers all the values 

encountered in the training instances which were used in the 

generalisation process. There are several reasons for choos- 

ing this type of representation. The reason for not storing 

the instances is that by retaining them, the concept tends to 

become fragmented when dealing with several distinct vari- 

ants and therefore the system is no longer able to recognise 

the actual concept or track its drift. The second reason is 

that by using all observed features to build the concepts, the 

system is able to handle cases of missing or noisy data. The 

third reason is that it substantially reduces the size of the 

concept and as a result the amount of memory required to 

store the hierarchy. 

The way in which the system sorts the instances is as 
follows. Each new instance is compared with the current 

node in the hierarchy to determine if there is enough evi- 

dence to justify the update of the current node. Each node 

produces an evidence score which determines whether the 

instance does or does not match the current node. The score 

is computed as a function of age. In our concept represen- 

tation, each feature has a set of values associated with it 

and each one of the values in the set has an age associated 

with it. Multiple conceptshodes can be updated (provided 

enough evidence was found) by the same instance. While 
this procedure results in the system updating nodes which 

should not be updated when one considers the overall set of 

instances, results show that over time the unnecessary mod- 

ifications are “aged out” of the concepts. The main reason 

for choosing to update multiple nodes is that it is a sim- 

ple way of representing a fuzzy match between the concept 

and the instance which is more appropriate than an absolute 

match. 

4.2 Forgetting 

Forgetting offers the following advantages: it helps re- 

structure the acquired knowledge, it shortens the retrieval 

time and it helps to reduce the memory size required for 

processing [6]. 

Research in cognitive psychology [ 10, 121 suggests that 

human beings have an immediate memory used to store in- 

formation for only a couple of seconds, a short term mem- 
ory which is used to store information (in a ordered man- 

ner) for time intervals ranging from minutes to hours and a 

long term memory which is used to store information in a 

associative and highly structured manner for very long peri- 
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ods of time (years). Hence we have implemented an ageing 

procedure which simulates short-term memory (set of facts 

just observed and which can be discarded if not reinforced), 

medium-term memory (concepts already reinforced but not 

up to the level justifying permanent storage and which can 

still be forgotten) and permanent memory (concepts which 

have been reinforced so many times that it justifies perma- 

nent storage and which cannot be forgotten). 

The algorithm uses ageing at two levels: the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdata level 
and the concept level. The data level refers to the data which 

is contained in the concept. Each attribute in the model has 

one or more generalised symbolic descriptions and each de- 

scription has an age value associated with it. Similarly the 

concepts in the hierarchy have an age value associated with 

each of them. 

There are three stages at the data level: system-seen 
(equivalent to the human immediate memory), system- 
learned (equivalent to the human short-term memory) and 

expert-learned (equivalent to the human long-term mem- 
ory). The difference between the three stages is the way 

in which the age of the data is updated. Any data that has 

reached the expert-learned stage no longer ages and there- 

fore it cannot be forgotten. The difference between system- 
seen and system-learned is the amount by which the age of 

the data increases or decreases. 

The age of the data in a given concept is updated only 

when the system has determined that there is enough evi- 

dence for the concept to be modified. To determine whether 

enough evidence exists to justify any concept update, the 

system computes a similarity score. 

If the new instance is found to be similar to the model, 

then the age of each of the attribute values (provided it is at 

the computer-seen or computer-learned stage) is reassessed. 

If there is an attribute value in the concept that matches its 

corresponding value in the new instance, then that attribute 

value is reinforced and its age is decreased. If the attribute 

value in the concept does not match its Corresponding value 

in the instance, then the age of the value is increased. 

The algorithm we have developed offers several advan- 

tages. The first advantage is that we use a refined (and 

we believe more appropriate) type of forgetting which is 

guided by the evidence computed from the training data. 

Our ageing procedure is applied locally and only when there 
is enough evidence to justify feature value update. 

The second major advantage is that the actual hierarchy 

is compact and it does not store any instance that it ob- 
serves. This is a major benefit especially in cases which 

involve dealing with large datasets with large numbers of 

features. 

Since the hierarchy is more compact, the system requires 

less time to access and update the concepts (when neces- 

Finally by using concepts which do not store instances, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsary). zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Pro 

our algorithm is able to better handle the problem of con- 
cept drijt (the problem of concepts becoming fragmented 

has been eliminated). 

40 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA11 28 11 12 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

5 Results 

I 

Sinnle-Back zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAL 

40 26 14 

23 13 10 

J 

Table 1. First set of tests - No Learning 
(Easy Queries). 

Pro 80 45 I 35 
I 60 27 I 33 

n Formation 11 TestsRun 11 Correct 11 Incorrect 1 

U 

Single-Back I 40 18 22 

Goal-line I 20 8 12 

Table 2. Second set of tests - No Learning 
(Hard Queries). 

recognition success rate was 65% while with the second set, 

the success rate was only 49%. In most cases where it failed 

the system was still able to identify the correct basic forma- 

tion. When the classification was carried out with incre- 
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mental learning we obtained the results shown in Tables 3 
and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4. For the first set the recognition success rate was 80% 

while for the second set the success rate was zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA64%. The ac- 

Pro 

I 

n Formation 11 Tests Run 11 Correct 11 Incorrect fl 
40 I 36 4 

40 I 33 7 

Pro zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
I I ,I 

Single-Back 11 23 11 14 11 9 

I 80 11 52 11 28 

Table 3. First set of tests - with Incremental 
Learning (Easy Queries). 

U 

I 60 42 18 

Single-Back 40 21 19 

Goal-line 20 13 7 

Table 4. Second set of tests - with Incremen- 
tal Learning (Hard Queries). 

curacy of the classification was significantly affected by the 

hypothesis generated by the system. In many of the cases 

where it  failed to accurately classify the query, the system 

generated a hypothesis which made it difficult to distinguish 

between the basic formations. This was due to the fact that 

the formations zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAFar-formation and Proformation, as well as 
I-formation and Goal-line-formation are very similar. The 

main difference between the two cases (with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAvs without 

learning) is that the system with learning is able to han- 
dle the situations where the variations between the query 

and model are significant (hard queries involving zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 players) 

more successfully. 

6 Conclusions . 

We have developed a model for representing multiple la- 

belled objects in a dynamic scene. Our representation com- 

bines several types of knowledge: expert knowledge, do- 

main knowledge, spatial knowledge and temporal knowl- 

edge. This is used in a system that is able to recognise 

American Football plays. The system has the advantages 

that it is not dependent on accurate low level data and its 

search is driven by expert input which involves cross check- 

ing its input from the several sources it has available. We 

also present an incremental learning algorithm to improve 

the knowledge base as well as to keep previously developed 
concepts consistent with new data. The advantages of the 

incremental learning algorithm are that is that it does not 
split concepts and it generates a compact conceptual hierar- 

chy which does not store instances. 
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