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Abstract. We consider alternative scale space representations beyond the well-established Gaussian case that
satisfy all “reasonable” axioms. One of these turns out to be subject to a first order pseudo partial differential
equation equivalent to the Laplace equation on the upper half plane {(x, s) ∈ Rd × R | s > 0}. We investigate this
so-called Poisson scale space and show that it is indeed a viable alternative to Gaussian scale space. Poisson and
Gaussian scale space are related via a one-parameter class of operationally well-defined intermediate representations
generated by a fractional power of (minus) the spatial Laplace operator.

Keywords: Gaussian scale space, Poisson scale space, α scale spaces, scale space axiomatics, semigroup theory

1. Introduction

Constructions of linear scale space representations
based on rigorous axiomatics date back to the 1960’s
with the publications by Iijima [22, 23] in the con-
text of pattern recognition. This early work was fol-
lowed by numerous publications [1, 11, 19, 24–
30, 36]. The pivot in all derivations is some set
of axioms expressing desirable group and/or semi-
group properties. For an overview cf. Weickert
[38].

It is commonly taken for granted that the Gaussian
scale space paradigm is the unique solution to a set
of reasonable axioms if one disregards minor modifi-
cations, such as spatial inhomogeneities [12], diffeo-
morphisms [13, 14], and anisotropies [37], which can
be easily accounted for. That this is in fact not true
has been pointed out by Pauwels [30], who proposed
a one-parameter class of scale space filters in Fourier
space, which are compatible with some basic axioms.1

Under the assumption of positivity the corresponding
parameter domain is a finite interval α ∈ (0, 1], where
α = 1/2 and α = 1 the correspond to Poisson, respec-
tively Gaussian scale space.

In this article we scrutinize properties of theseα scale
spaces (and in particular Poisson scale space) in the
spatial domain, and show that they indeed obey all basic
axioms initially believed to hold only for the Gaussian
case.2 To demonstrate this we adopt an overcomplete
set of axioms that capture the various subsets that have
been employed in the derivation of the Gaussian scale
space paradigm. In addition, some of the conjectures
raised by Pauwels [30] are verified by rigorous proofs,
whereas some intuitive expectations are disproved. For
example, it turns out that, contrary to previous belief,
the Fourier filters for all parameter values, including
the Poisson filter, do possess infinitesimal generators
in the spatial domain in the sense of linear derivative
operators.

The most natural case of all α scale spaces is the
Poisson scale space since it is the only one where the
scale parameter has the same physical dimension as
the spatial variables xi , allowing Euclidean geome-
try within scale space. Moreover, its Clifford analytic
extension, which is first introduced in a computer vi-
sion context by Felsberg and Sommer [9] has several
practical benefits. Initially, Felsberg and Duits worked
independently on the subject of Poisson scale space
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following a different approach, but recently a cooper-
ation has started on the subject of finite domain scale
spaces, cf. [5, 8] which will not be considered in this
article. In this article Poisson scale space is shown to
be associated with the first order linear scale space
pseudo p.d.e.

∂u

∂s
= −√−� u,

which at the same time illustrates the cause of previous
failure, viz. the fact that the possibility of a genera-
tor in the form of a fractional power of a derivative
operator—the precise definition of which will be out-
lined in this article—has been overlooked. The solution
of this equation for initial condition f is nevertheless
a perfectly viable, smooth scale space image, which
is essentially different from its Gaussian counterpart.
The solution can in fact be written as a straightfor-
ward convolution in closed-form using Poisson filters.
Just like filtering with Gaussian kernels is equivalent to
solving the diffusion equation on the upper half space,
filtering with Poisson kernels is equivalent to solving
the Dirichlet problem on the upper half space. Finally,
we establish an explicit connection between the vari-
ous scale space representations, in particular Poisson
and Gaussian scale spaces. Although we will not fo-
cus explicitly on probability theory in this article, we
would like to mention that α-scale spaces correspond
to α-stable Lévy motions in the field of stochastic3

processes [34].

2. Preliminaries and Notation

A point in scale space Rd × R+ will be denoted by
(x, s). Sometimes (if scale is fixed) we will write x̂ for
short. Let a ∈ Rd and λ ∈ R and define �λ, Sλ, Ta by

[�λ f ](x) = f (x/λ)

[Sλ f ](x) = λ f (x) (1)

[Ta f ](x) = f (x − a)

Let�be a subset of Rd , then �̄denotes the closure of�.
The boundary of � which equals �̄\� will be denoted
by ∂�. The outward normal to the boundary will be
written n. The d-dimensional ball in Rd with respect to
the Euclidean metric, with center a and radius R > 0,
will be denoted by Ba,R . The total surface measure of
∂ Ba,R equals σd Rd−1. From

∫
Rd e−‖x‖2

dx = πd/2, it

easily follows that

σd = 2 (π )
d
2

	(d/2)
. (2)

In the 1D case, d = 1, we occasionally use complex
function theory. We then use the following notation
z = x + is = reiθ . We denote the real respectively
imaginary part of a complex number w by �(w) re-
spectively �(w).

With regard to spaces we use the following notation:

• L(X, Y ) = the vector space consisting of linear op-
erators from X into Y . If X = Y we write L(X ) for
short.

• B(X, Y ) = the vector space consisting of continuous
linear operators from X into Y . If X = Y we write
B(X ) for short.

• If A ∈ B(X ), with spectrum σ (A), then its resolvent
is defined by

R(λ;A) = (λI − A)−1.

for all λ ∈ ρ(A) = C \ σ (A).
• The dual of a vector space X is the vector space

consisting of all continuous linear functionals on X
and will be denoted by X ′.

• Lp(�, µ) = the quotient space consisting of func-
tions with finite L p norm (p > 0), i.e.
(
∫
�

| f |p dµ)1/p < ∞ on � with respect to the nil
space of the L2-norm, which consists of all functions
f on � with zero measure support, i.e. f = 0 almost
everywhere. Mostly µ equals the usual Lebesgue
measure md and then we write Lp(�) for short.

• The Fourier transform F : L2(Rd ) → L2(Rd ), is
(A.E.) defined by

[F( f )](ω) = 1

(2π )d/2

∫
Rd

f (x) e−iω·x dx,

mostly we will write f̂ in stead of F( f ).
• The Laplace transform4 L( f ) of a function f ∈

L2(R+) is defined by

[L( f )](λ) =
∫ ∞

0
f (x) e−λx dx,

for �(λ) > 0.
• Associate to each s > 0 a positive measure µs , by

setting

dµs(y) = (1 + ‖y‖2)s dmd (y) s > 0 (3)
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• Cn(�) = the vector space consisting of all n times
continuous differentiable functions on �.

• D(�) = the vector space consisting of all in-
finitely differentiable functions with compact sup-
port within �. This space is equipped with the lo-
cal convex topology generated by the semi-norms
qN : D(�) → R (N ∈ N) given by

qN ( f ) = sup
|α|<N

sup
‖x‖<N

|(Dα f )(x)|

• Define the semi-norms pN : C∞(Rd ) → R (N ∈ N)
by

pN ( f ) = sup
|α|<N

sup
x∈Rd

(1 + ‖x‖2)N |(Dα f )(x)|.

• Sd = the vector space consisting of all infinitely dif-
ferentiable function f such that pN ( f ) < ∞ for all
N ∈ N. This space is equipped with the local convex
topology generated by the semi-norms pN . The ele-
ments in the dual space S ′

d are often called tempered
distributions. The Fourier transform of a tempered
distribution  is defined5 by ̂(φ) = (φ̂).

• Hs(Rd ) equals the vector space consisting of all tem-
pered distributions  which Fourier transform is in
L2(Rd ; µs).

The kernels Gs : Rd → R, Hs : Rd → R are defined
by

Gs(x) = 1

(4πs)d/2
e− ‖x‖2

4s

Hs(x) = 2

σd+1

s

(s2 + ‖x‖2)
d+1

2

.

(4)

Note that Gs is a rapidly decreasing function while Hs is
not. This means that the distributional approach to scale
space theory cf. [11], regarding raw images as distri-
butions defined on the test space of rapidly decreasing
functions, needs some adaptation for other semigroups
such as Poisson filtering (see Appendix).

The mapping from the original image f and scale s
onto the blurred image will be denoted by � : L2(Rd )×
R+ → L2(Rd ). The blurred image at a fixed scale s > 0
will be denoted by u and is given by

u(x, s) = �[ f, s](x), x ∈ Rd

In order to stress that s > 0 is fixed, we will often write
�s f in stead of �[ f, s].

3. Axioms

First we will summarize some basic observations with
respect to blurring:

• If the scale s tends to zero, the blurred image must
tend to the original image. For continuous images
this convergence must be pointwise.

• If two images f1, f2 satisfy f1(x) ≤ f2(x) almost
everywhere on Rd , then the corresponding blurred
images u1, u2 must satisfy u1(x, s) ≤ u2(x, s) almost
everywhere on Rd for all s > 0.

• Successive blurring at scale s1 > 0 and s2 > 0 must
correspond to a single, effective blurring with an
aperture s > 0 uniquely determined by s1 and s2.
In this report we focus on the case

s = s1 + s2 (5)

Note that the cases s = (s p
1 + s p

2 )1/p, with 0 <

p < ∞ can be brought to (5) after re-parameterizing
according to s ′ = s p.

• There are two ways of imposing causality con-
straints:

– Weak causality: Local extrema with respect to
both scale (s > 0) and space (x ∈ Rd ) within
scale space are not allowed: Closed isophotes
within scale space are not allowed.

– Strong causality: Blurring an image must lead
to less extreme grey values. Local extrema
with respect to space (not scale) should not
enhance.

• Blurring an image should be an isotropic process,
since a priori we do not know the internal structure
of an image.

• Blurring a translated image is the same as translating
the blurred image.

• The operator which maps an original image onto its
blurred image on a fixed scale, will be assumed to
be linear.

• During the blurring process information will be lost.
So, from an information theoretical point of view
entropy should increase during the blurring process.

These requirements will be formalized as follows:

1. An arbitrary original image f is assumed to be a
member of L2(Rd ) with compact support.
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2. For all f ∈ L2(Rd ) we must have

�[Ta f, s] = Ta�[ f, s]

(i.e. translation invariance).
3. For all λ > 0 and s > 0 there exists a unique s ′

such that for all f ∈ L2(Rd )

�[�λ f, s] = �λ�[ f, s ′]

We will assume that the corresponding rescaling
function � which maps s onto s ′ is a strictly in-
creasing continuous function such that �(0) = 0
and �(s) → ∞ as s → ∞.

4. Preservation of positivity:

f ≥ 0 ⇒ �[ f, s] ≥ 0.

5. The blurring operator f �→ �[ f, s] (s > 0 fixed)
can be regarded in two different ways

I assume that operator f �→ �[ f, s] ∈ B(L2(Rd ),
L2(Rd )), i.e.

�[ f + g, s] = �[ f, s] + �[g, s]

�[Sλ f, s] = Sλ�[ f, s]

for all s > 0, f, g ∈ L2(Rd ), and there exists a
C > 0 such that

‖�[ f, s]‖L2(Rd ) ≤ C‖ f ‖L2(Rd ).

for all f ∈ L2(Rd ) and s > 0 (fixed).
II assume that operator f �→ �[ f, s] ∈ B(L2(Rd ),

L∞(Rd )),

�[ f + g, s] = �[ f, s] + �[g, s]

�[Sλ f, s] = Sλ�[ f, s]

for all s > 0, f, g ∈ L2(Rd ), and there exists a
C > 0 such that

‖�[ f, s]‖L∞(Rd ) ≤ C‖ f ‖L2(Rd ).

6. For all s1, s2 > 0 we must have

�[�[·, s1], s2] = �[·, s1 + s2].

7. Causality constraints:

Figure 1. Weak causality.

Figure 2. Strong causality.

(a) Weak Causality Constraint: Any scale space
isophote u(x, s) = λ is connected to the ground
plane, i.e. it is connected to a point u(x, 0) = λ.

(b) Strong Causality Constraint: For every s1 ≥ 0
and s2 > 0 with s2 > s1 the intersection of any
connected component of an isophote within the
domain {(x, s) ∈ Rd × R+ | x ∈ Rd , s1 ≤ s <

s2} with the plane s = s1 should not be empty.

8. For all f ∈ L2(Rd ) we must have

lim
s↓0

�[ f, s] = f in L2 sense.

Moreover if f is continuous, then the above limit
also holds pointwise. If we restrict � to subspace
D(Rd ) × R+ then we can write

lim
s↓0

�[·, s](x) = δx

according to the weak star topology on D′(Rn).
9. Rotation invariance, i.e. Let R ∈ SO(d). Define

PR : L2(Rd ) → L2(Rd ) by

[PRψ](x) = �(Rx) x ∈ Rd .

Then we must have

PR�s[ f ] = �s[PR f ],

for all f ∈ L2(Rd ), s > 0.
10. Average grey-value invariance, i.e.

‖�s[ f ]‖L1(Rd ) = ‖ f ‖L1(Rd ), (6)

for all s > 0, f ≥ 0 ∈ L1(Rd ).
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11. Increase of entropy: Consider a scale space u of a
positive image f , i.e. u(·, s) = �[ f, s] and f > 0
(and thereby by Axiom 4 we have u > 0) almost
everywhere such that

[E(u)](s) = −
∫

Rd

u(x, s) ln u(x, s) dx (s > 0),

(7)

is finite. The mapping E(u) : R+ → R is called
the entropy of u. Ignoring constants, the en-
tropy is invariant scaling: E(λu)(s) = λE(u)(s) +
(λ log λ) uav , where λ > 0, uav is the average grey
value of u. Using this scaling it is always possible
to ensure that (7) is positive, since u log u < 0 ⇔
0 < u < 1. The entropy is a measure of miss-
ing information and therefore the entropy should
be a monotone increasing function on6 R+, i.e.
∂
∂s [E(u)](s) > 0 for all source images f . More-
over, we want ∂

∂s [E(u)](s) → 0 if s → ∞.

Next we summarize the direct consequences of these
axioms. For instance by the following theorem it fol-
lows that f → �[ f, s], (s > 0 fixed) is an integral
operator.

Theorem 1 (Dunford-Pettis). Let X be a measurable
space, according to measure µ : X → R+. Let 1 ≤
p < ∞. Let A be a bounded operator from Lp(X ) into
L∞(X ), then there exists a K ∈ L1(X × X ) such that

sup
x

( ∫
X

|K (x, y)|q dµ(y)

)1/q

= ‖A‖,

with q > 0 such that 1
p + 1

q = 1 and for all f ∈ Lp(X )
we have that:

(A f )(x) =
∫

X
K (x, y) f (y) dµ(y)

for almost every x ∈ X.

For a proof see [3], pp. 113–114. If we take X = Rd

equipped with the Lebesgue measure and p = 2, then7

q = 2 and by Axiom 5(II) we have that mapping
f �→ �[ f, s], with s > 0 fixed, is an integral op-
erator. By Axiom 2 (translation invariance) it follows
that operator � is given by

�[ f, s](x) =
∫

Rd

Ks(x − y) f (y) dy (8)

for a certain Ks ∈ L1(X × X ).

Lemma 1. If f ∈ L1(Rd ), then f̂ ∈ C0(Rd ), and
‖ f̂ ‖L∞(Rd ) ≤ (2π )−d/2‖ f ‖L1(Rd )

For proof see [33], p. 169.
Notice that the mapping f �→ Ks ∗ f is also a continu-
ous mapping from L2(Rd ) into itself: By the Plancherel
theorem Fourier Transform is a unitary operator on
L2(Rd ) and by the above lemma the Fourier Trans-
form of Ks is continuous on Rd with ‖K̂‖L∞(Rd ) < ∞.
So it follows that the mapping f �→ F(Ks ∗ f ) = K̂s f̂
is bounded on L2(Rd ).

Next, we will use (8) in order to adjust the other
axioms. Axiom 6 can now be written

Ks2 ∗ (Ks1 ∗ f ) = Ks1+s2 ∗ f, for all f ∈ L2(Rd ).

(9)

Axiom 9 is satisfied if the Kernel Ks only depends on
‖x‖. Since, then we have PR Ks = Ks and therefore

PR�s[ f ](x) =
∫

Rd

Ks(Rx − y) f (y) dy

=
∫

Rd

Ks(R(x − u) f (Ru) dRu

=
∫

Rd

Ks(x − u)[PR f ](u) du

= �s[PR f ](x) for all x ∈ Rd

Axiom 4 is satisfied if and only if Ks ≥ 0. An equiv-
alent condition for the average grey value invariance
axiom is that the L1-norm of the convolution kernel Ks

equals 1, since for f ≥ 0

‖Ks ∗ f ‖L1(Rd ) =
∫

Rd

Ks(y)

[ ∫
Rd

f (x − y) dx
]

dy

= ‖ f ‖L1(Rd )‖Ks‖L1(Rd ).

It is shown by Pauwels [30] (for d = 1, but the
generalization to arbitrary d ∈ N is straightforward)
that if Axioms 1–3, 5, 6, 9, 10 are satisfied, the Fourier
Transform of the convolution kernel must be equal to

Ks(x) = 1

�(s)
φ

(
x

�(s)

)
(10)

where the Fourier Transform of φ has the form:

φ̂(ω) = e−a|ω|2α

α > 0, a ≥ 0

and the corresponding re-scaling function is given by
�(s) = s1/(2α). This result is not surprising as we will
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see in Section 5. Notice that the constant a is not rele-
vant for practice; it disappears after re-scaling s �→ a s.
The trivial case a = 0 leads to the non interesting case
of the identity operator �[ f, s] = f (for all s > 0). So
Axioms 1–3, 5, 6, 9, 10 impose that the only possible
convolution kernels are given by:

K (α)
s (x) = [

F−1
(
ω �→ e−‖ω‖2αs

)]
(x)

Axiom 4 is only satisfied8 if α ≤ 1. This easily follows
by

(−i)n
∫

R

xnφ(x) dx =
∫

R

φ(x)

(
∂n

∂ωn
e−iωx

)∣∣∣∣
ω=0

dx

=
√

2π

(
∂n

∂ωn
φ̂

)
(0) n ∈ N.

(11)

Take n = 2 and notice that |ω|β is at least twice differ-
entiable and φ̂′′(0) = 0 for β > 2.

Now we have (uniquely) obtained the α-class of
scale spaces, we will have a closer look at the non-
trivial causality principles. Let’s start with Axiom 7b,
the strong causality principle. It is shown by Hummel
[21] that this principle is equivalent to the following
maximum principle:

Definition 1 (Special Cylinder Maximum Principle).
Let � be a (arbitrary) bounded subset of Rd and s1 > 0
such that u is continuous on �̄ × [0, s1], then u attains
its maximum or minimum in say (x, s) ∈ �̄ × [0, s1].
Either we must have s = 0 or x ∈ ∂�.

Notice that there are quite some maximum principles
in analysis, for instance the more famous one for har-
monic functions see Theorem 7, therefore we will not
speak of the maximum principle. Another well known
causality constraint in image analysis is Koenderinks
principle:

Definition 2 (Koenderink’s principle of non-
enhancement of local spatial extrema). Let u(x, s) be
a scale space representation then us(x, s) �u(x, s) > 0
at spatial extremal points (x, s), i.e. at points (x, s)
where the spatial gradient (∇xu)(x, s) = 0 and the
spatial Hessian (∇2

x u)(x, s) is positive or negative
definite.

Both Koenderink’s principle, the strong causality
principle and the special cylinder maximum principle

exclude the α scale spaces with α �= 1, while they are
all satisfied by the Gaussian case α = 1. See [31] for
validation of the special cylinder maximum principle
in the Gaussian case.

Felsberg [10] has given an example in which he
shows that the Koenderink’s principle in Poisson scale
space (α = 1/2) is not satisfied. We have verified
(see Fig. 3), that the same holds for the scale spaces
α ∈ (0.5, 1) and that (critical) isophotes in the alpha
scale spaces depend continuously on the α parame-
ter. Moreover, the maximum principle follows from
the Koenderink’s principle: Since Koenderink’s princi-
ple ensures that local spatial extrema are not enhanced
(which follows by a simple Taylor expansion and the
fact that �u = trace(∇2u)), so obviously the extrema
will not be in the interior of the cylinder. They can
also not lie on top of the cylinder: Suppose there would
be say a maximum on top of the cylinder, then from
u ∈ C2(R+, Rd ) it follows that in a small environ-
ment within the cylinder around this maximum both
us(x, s)�u(x, s) > 0 and �u(x, s) < 0, so in this small
environment we have us(x, s) < 0, i.e. grey-values de-
crease towards the the top of the cylinder and therefore
the image cannot assume a maximum on the top.

The weak causality principle is satisfied by all α-
scale spaces. The fact that Poisson scale space (α =
1/2) satisfy the weak causality principle is already
shown by Michael Felsberg cf. [10]. A small modi-
fication of his proof makes it possible to generalize his
result to the α scale spaces. In stead of using the maxi-
mum principle (Theorem 7) for harmonic functions in
order to exclude the possibility of closed isophotes we
use the fact that (see (25)){

us = −(−�)αu x ∈ �

u|∂� = c c ∈ R

has a unique solution which is given by u(x, s) = c, x ∈
� and by Taylor expansion u(x, s) = c for all x ∈ Rd

and s > 0, which would imply f (x) = c, contradicting
the first Axiom.

4. Strongly Continuous Semi-Groups

In this section we first examine some (non trivial)
general theory of strongly continuous semigroups.
Afterwards we will focus on the strongly continuous
semigroups corresponding to our one parameter class
of filters given by (10). The concept of strongly con-
tinuous semigroups is important as a neat theoretical
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Figure 3. Isophotes of various scale space representations of a signal consisting of 1 small delta spike between two larger delta spikes. Top
row: α = 0.5 (Poisson scale space), α = 0.6, α = 0.7, bottom row: α = 0.8, α = 0.9 and α = 1 (Gaussian scale space). The parameter α

denotes the fractional power, cf. Eq. (66) . The α scale spaces are sampled according to sα = eατn , with equidistant τn . To this end we notice
that both (sα)

1
2α and

√
s1 = σ have dimension [Length], so comparison between scale spaces should always be (sα)

1
2α ↔ λ

√
s1 = λσ , where

λ > 0 is some dimensionless constant. Therefore, the stretching of the isophotes as α increases is of no importance. The above figure shows that
for each α ∈ (0, 1) there exist locally concave critical isophotes and the fact that isophotes seem to evolve in a smooth manner as α increases.

approach to Axiom 6 and in particular Axiom 8. The
general attitude in image analysis with respect to this is
much more sloppy and from a practical and pragmatic
point of view this is understandable.

As noticed in Axiom 1 the domain of an original
image is assumed to be the whole Rd . In practice im-
ages must be extended in some way and thereby ex-
ternal information will be included ! Of course there
are other possibilities which we will not observe in
this article like working on a bounded domain and im-
posing ∂u

∂n = 0 at its boundary,9 cf. [5, 8] or work-
ing with a torus (periodic extensions). With the eye
on all these alternatives (each having their own advan-
tages and disadvantages) we will first observe a more
general concept of strongly continuous (semi-)groups,
namely continuous representations of Lie-groups G,
with identity I , into a Banach space X . For the sake of
clarity some proofs of theorems within this section are

omitted. They can be found in [4] and [6].

Definition 3. 	 is a bounded continuous representa-
tion of G into a Banach space X if

1. 	(g) ∈ L(X ) and supg∈G ‖	(g)‖L(X ) < ∞ for all
g ∈ G.

2. the mapping g �→ 	(g) from G into L(X ) is a ho-
momorphism.

3. limg→I [	(g)]x = x for all x ∈ X .

Examples:

• The left regular representation L: X = Lp(G),
(Lgφ)(h) = φ(g−1h).
In particular:
G = (Rd , +), X = Lp(R), [L tφ](x) = φ(x − t).



274 Duits et al.

• G = (SO(d), ·), X = L2(Rd ) (d ∈ N), [PRφ](x) =
φ(R−1x)

The specific case if G = (R+, +) with the extra re-
striction s > 0 leads to following definition.

Definition 4 (Strongly Continuous Semi-group). Let
X be a Banach Space, and suppose that to every s > 0
is associated an operator Qs ∈ B(X ), in such way that

• Qs1+s2 = Qs1 Qs2 for all s1, s2 > 0
• lims→0 ‖Qs x − x‖ = 0 for every x ∈ X .

Then s �→ Qs will be called a strongly continuous
semigroup.

It can be shown, cf. [6], that a semigroup is strongly
continuous if and only if it is weak-weak continuous
and lims↓0〈 f, Qs x〉 = 〈 f, x〉 for all x ∈ X and f ∈ X ′.

Definition 5. Let G be a Lie-group. A sequence
{en} ⊂ L1(G) is a bounded approximation of unity
if

1. supn∈N ‖en‖L1(G) < ∞
2. limn→∞

∫
G en dg = 1

3. The following equality must hold for every neigh-
borhood V of 0:

lim
n→∞

∫
G\V

|en| dg = 0 (12)

Recall that∫
G

f (g) dg =
∫

W⊂Rd
f(g(ϕ1, . . . , ϕd) dϕ1, . . . , dϕd,

where the mapping (ϕ1, . . . , ϕd ) ⊂ W ⊂ Rd onto
g(ϕ1, . . . , ϕd ) is a smooth parameterization of G.

Definition 6. Let X be a reflexive Banach space and
let Q be a continuous representation of some Lie-group
G into X . Let ψ ∈ L1(G), then we define the operator
Q(ψ) : X → X , by

[Q(ψ)]x =
∫

G
ψ(g)Qgx dg (13)

i.e.

〈 f,Q(ψ)x〉 =
∫

G
ψ(g)〈 f, Qgx〉 dg for all f ∈ X′.

(14)

Note that (14) indeed defines Q, since in a reflexive
Banach space x̂( f ) = f (x) defines an isomorphism
between X ′′ and X . Further note that 〈 f, Qgx〉 is uni-
formly bounded in g ;

|〈 f, Qgx〉| ≤ ‖ f ‖‖Qg‖‖x‖ ≤ C‖ f ‖‖x‖ (15)

for a certain C > 0 and ψ ∈ L(G), so the integral in
the right-hand side of (14) is convergent. Moreover, it
follows by (15) that Q is a bounded operator on X .

If we take Q = L the left regular representation,
then we obtain

L(ψ) φ = ψ ∗ φ i.e.

[L(ψ) φ](h) =
∫

G
ψ(g)φ(g−1h) dg

Theorem 2. Let X be a reflexive Banach space. Let
Q be a continuous representation of some Lie-Group G
into X. Let {en} be a bounded approximation of unity,
then

lim
n→∞Q(en)x = x in X, for all x ∈ X.

Proof: Let x ∈ X and let ε > 0. From the third
condition of Definition 3 it follows that there exists a
neighborhood V ⊂ G of the unity I in G such that
‖Qgx − x‖ < ε

3 sup ‖en‖L1(Rd )
for all g ∈ V . But then we

have

‖Q(en)x − x‖
=

∥∥∥∥ ∫
G

en(g)Qgx dg − x

∥∥∥∥
≤

∥∥∥∥ ∫
G

en(g)Qgx dg −
∫

G
en(g) x dg

∥∥∥∥
+

∥∥∥∥( ∫
G

en(g) dg − 1

)
x

∥∥∥∥
≤

∫
V

|en(g)|‖Qgx − x‖ dg

+
∫

G\V
|en(g)|‖Qgx − x‖ dg

+
∣∣∣∣ ∫

G
en(g) dg − 1

∣∣∣∣ ‖x‖

≤ ε

3
+

( ∫
G\V

|en(g)| dg

)
‖x‖

(
1 + sup

g∈G
‖Qg‖

)
+

∣∣∣∣ ∫
G

en(g) dg − 1

∣∣∣∣ ‖x‖
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Now by the second and third condition of Definition 4
it follows that there exists a N ∈ N such that

‖Q(en)x − x‖ <
ε

3
+ ε

3
+ ε

3
= ε

for all n > N . �

4.1. Strongly Continuity of Poisson
and Gaussian Semigroup

Now we focus onto the special case of the Poisson and
Gaussian scale spaces:

Take G = (Rd , +), X = Lp(Rd ) (p ≥ 1), Q = L
and let {tn} be a sequence in R+ such that tn ↓ 0.
Let Ks (s > 0) be a kernel such that∫

Rd

Ks(x) dx = 1,

Ks ≥ 0,

lim
s↓0

∫
Rd\V

|Ks(x)| dx = 0.

For instance the Gaussian kernel Ks(x) = Gs(x) or
the Poisson kernel Ks(x) = Hs(x). Then en = Ktn is
bounded approximation of the unity and by the above
theorem we obtain:

lim
n→∞ Ktn ∗ φ = φ in L2(Rd )

Since this is valid for all tn → 0, we obtain

lim
t↓0

Kt ∗ φ = φ in L2(Rd ). (16)

Applying Fourier Transform with respect to x to the
Dirichlet problem, see (27), respectively Diffusion
problem, see (26), defined on the half space Rd ×
R+ one obtains respectively û(ω, s) = e−|ω|s f̂ (ω)
and û(ω, s) = e−|ω|2s f̂ (ω). Using this together with
f̂ ∗ g = f̂ ĝ and ea+b = eaeb leads to (9). To this end
we remark that we used that

Ks1 ∗ (Ks2 ∗ f ) = (Ks1 ∗ Ks2 ) ∗ f. (17)

This equality holds for f ∈ L2(Rd ), since the direct
product in the Fourier domain is associative. (If f is
a distribution, then things become more complicated).
Therefore both the Gaussian semigroup s �→ (φ �→
Gs ∗φ) and the Poisson semigroup s �→ (φ �→ Hs ∗φ)
are strongly continuous semigroups on L2(Rd ). Finally,

we notice that the semigroups corresponding to the α-
scale spaces are also strongly continuous which will be
shown in Theorem 10.

4.2. Infinitesimal Generators of Strongly
Continuous Semigroups and their Resolvents

Given a strongly continuous semigroup Q on a Banach
space X , we define the operators Aε , for ε > 0 by

Aε = Qε − I

ε
(18)

Define

Ax = lim
ε↓0

Aεx (19)

for all x ∈ D(A), that is , for all x ∈ X for which
the limit (19) exists in the norm topology of X . It is
clear that D(A) is a subspace of X and A is thus a
linear operator in X . This operator, which is essentially
Q′(0), is called the infinitesimal generator of the semi-
group Q.

A bounded operator A on a Banach space X , which
is prescribed on a dense subset has a unique extension
on X , i.e. A is densely defined. For if xn → x , then
Axn → Ax . An unbounded operator must be closed
to have this property. This means that for all sequences
in X , which converge to say x ∈ X and whose images
{Axn} happen to converge, the limit should be equal
to Ax . The next theorem shows that an infinitesimal
generator of a strongly continuous semi-group, which
might be unbounded, is indeed densely defined.

Theorem 3. Let Q be a strongly continuous semi-
group on Banach Space X. Let A be its infinitesimal
generator, then the domain of the infinitesimal genera-
tor is dense in X, i.e. ¯D(A) = X. Moreover, since A is
a closed operator, it is thereby densely defined.

The next theorem gives an explicit expression for the
resolvent of a strongly continuous semigroup.

Theorem 4. Consider a semi group Q with infinites-
imal generator A. Put10

ω = lim
s→∞

log ‖Qs‖
s

. (20)
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Then for λ ∈ C, with �(λ) > ω, one has λ ∈ ρ(A)
and

(λ I − A)−1x = R(λ;A)x =
∫ ∞

0
e−λs Qs x ds (21)

Remarks:

• Take X = L2(Rd ). Let f ∈ L2(Rd ). Let x ∈ Rd .
Then Eq. (21) states that [R(λ;A) f ](x) is in fact the
Laplace transform of s �→ Qs f (x) evaluated at λ.
This is not surprising, since application of Laplace
transform onto the evolution equation

∂

∂s
u = Au

u(x, 0) = f (x) x ∈ Rd

gives

λL(u(x, ·))(λ) − u(x, 0) = λL(u(x, ·))(λ) − f (x)

= AL(u(x, ·))(λ),

so therefore

L(u(x, ·))(λ) =
∫ ∞

0
u(x, s)e−λs ds

= [R(λ;A) f ](x).

Thereby the resolvent of the generator of the α scale
space, A = −(−�)α , which is studied in detail in
Section 6, is a convolution with the Laplace trans-
form of the α-convolution kernel with respect to s:

[R(λ; −(−�)α) f ](x) = [
L

(
s �→ K (α)

s

) ∗ f
]
(x).

The Laplace transform of the 1D respectively 2D
Gaussian kernel is given by e−√

ax

2
√

a
respectively

K0(
√

ar )
2π

, where K0 is the zeroth order modified Bessel
function of the second kind.

• For uniformly continuous semigroups, i.e. semi-
groups for which s → Qs is continuous as a mapping
[0, ∞) → B(X ) we even have

R(λ;A) =
∫ ∞

0
e−λs Qs ds, for �(λ) > ‖A‖.

(22)

For these semigroups we have Qs = esA, so (22) is
a generalization of the well-known formula

L(s �→ eas)(λ) =
∫ ∞

0
e(a−λ)s ds = 1

λ − a
,

for all a ∈ C : �(λ) > |a|.

4.3. Holomorphic Semigroups

In Theorem 10 we will show that all α-semigroups
and in particular the Poisson and the Gaussian semi-
group on L2(R) are holomorphic.11 For these filtering
processes this means that as soon as a source image f
is filtered with a finite scale s > 0 it can be expanded
in a Taylor series with respect to s > 0.

A holomorphic semigroup on a Banach space X is
a semigroup Q, such that Q has a holomorphic ex-
tension into a cone {λ ∈ C : | arg λ| < arctan 1

αe },
α > 0 in the complex plane, locally given by Qλx =∑∞

n=0
(λ−s)n

n! Q(n)
s x , x ∈ X .

Yosida [39] p. 255, has shown that holomorphic
semigroups are exactly those semigroups which satisfy

1. Qs x ∈ D(A), for all s > 0, x ∈ X
(23)

2. ‖s Q′
s‖ = ‖s AQs‖ ≤ α for all s ∈ (0, 1].

We will mention some regularity results, that played
an important role in the proof of the above statement.
For their proofs, see [4].

Lemma 2. Let Q be a strongly continuous
semigroup, with infinitesimal generator A in a Banach
space X. Let n ∈ N and x ∈ D(An). Then

1. Qs x ∈ D(An) for all s > 0, x ∈ X.
2. Qs x is n times continuously differentiable with re-

spect to s
3. Q(n)

s (x) = An Qs x = QsAn x s > 0, x ∈ X.

Theorem 5. Let Q be a strongly continuous semi-
group, with infinitesimal generator A in a Banach
space X. Suppose Qs x ∈ D(A) for all x ∈ X and
s > 0. Then

Qs x ∈ D(An) for all s > 0, x ∈ X

Qs x is n times differentiable with respect to s

Q(n)
s (x) = An Qs x = (

Q′
s
n

)n
x = (

AQ s
n

)n
x,

s > 0, x ∈ X

(24)

for all n ∈ N.
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5. Evolution Equations Corresponding to
α-Scale Spaces

The infinitesimal generator of the α-semigroup given
by s �→ ( f �→ K (α)

s ∗ f ) corresponding to the
α scale space is given by −(−�)α , which will be
explained in Section 6 (Theorem 10) in detail. In
other words the α scale spaces given by u(x, s) =
(K (α)

s ∗ f )(x) satisfy the pseudo differential evolution
system {

us = −(−�)αu

lim
s↓0

u(·, s) = f (·). (25)

A semi-group and in particular corresponding to the α

scale spaces is completely determined by (the spectral
decomposition of) its generator. It is not difficult to
give a heuristical impression of how Axioms 1–3, 5,
6 (first part of) 8, 9, 10 lead to the generators A = −
(−�)α:

1. By Axiom 5 and 8 it follows that are indeed
strongly semigroups with infinitesimal genera-
tor A which correspond to the possible scale
spaces.

2. By rotational invariance, the fact that FPR =
PRF and by Plancherels theorem which states
that F is an isometry from L2(Rd ) into it-
self it follows that the corresponding operator in
the Fourier domain is functionally dependent on
‖ω‖2.

3. By [F(∂x f )](ω) = iωF(ω) this means that the
generator must be functionally dependent on �:
A = f (�).

4. Since scale space solutions are not allowed to ex-
plode as s → ∞ (Axiom 10) we have f (�)
< 0.

5. By Axiom 3 (dilation invariance) and 1
λ2 �λ� =

��λ it follows that f must be a homogeneous
polynomial of one variable, i.e. a monomial A =
−(−�)α and by the positivity axiom α < 1. The
cases α < 0 are not allowed since their correspond-
ing scale spaces explode and the case α = 0 ⇒
A = I is not allowed by the average grey-value
axiom.

In this section we will mainly focus to the case α =
1
2 , which corresponds to Poisson scale space. But first
we will have a short look to the familiar Gaussian case
(α = 1).

5.1. The Diffusion Equation

Definition 7. The Diffusion problem on the half space
Rd × R+ is defined by:

[∂s − �]u = us − �u = 0 x ∈ Rd , s > 0

lim
s↓0

u(x, s) = f (x) x ∈ Rd (26)

If we apply Fourier Transform we obtain
the unique solution of this problem, namely
u(x, s) = F−1(ω �→ e−|ω|2s f̂ (ω))(x) = (Gs ∗ f )(x).
So filtering with Gaussian kernels corresponds to
solving the diffusion system (26).

It is well known in the scale space community that
filtering with Gaussian kernels satisfies all axioms men-
tioned in Section 3. See for instance (Sporring-Nielsen-
Florack-Johansen [35] Section 4). Therefore we will
only mention some details.

In Section 4 it is shown that the mapping from R+ →
B(L2(R)) given by s �→ ( f �→ (Gs ∗ f )) is a strongly
continuous semi-group. Further on one can show in
exactly the same matter as was done in Theorem 6
that lims↓0 |(Gs ∗ f )(x) − f (x)| = 0 for all x ∈ Rd ,
whenever f is bounded and continuous on R.

J.Weickert has shown a general theorem from which
it follows the axiom on increase of entropy is satis-
fied in a Gaussian scale space. See Weickert [37] p. 67
Theorem 3. Nevertheless, the result easily follows by
substituting us = �u in equality (30) and use Greens
second identity (i.e. the fact that � is self-adjoint).

5.2. The Poisson Equation

Definition 8. The Dirichlet problem on the half space
Rd × R+ is defined by

�x,su = �u + uss = 0 x ∈ Rd , s > 0

lim
s↓0

u(x, s) = f (x) x ∈ Rd (27)

If we apply Fourier Transform we obtain the solution
of this problem, namely F−1(ω �→ e−‖ω‖s f̂ (ω)) =
F−1(ω �→ e−‖ω‖s) ∗ f = Hs ∗ f . See Section 5.2.3
for an alternative derivation, using Greens function.

5.2.1. Explicit Verification of All Axioms. In this
paragraph we will show that the mapping � : L2(Rd )×
R+ → L2(Rd ) given by �[ f, s] = Hs ∗ f satisfies all
axioms. It is trivial that Axiom 1–3 are satisfied. Axiom
4 is satisfied since the kernel Hs is positive.



278 Duits et al.

Let s > 0 be fixed. Note that f �→ Hs ∗ f is a
bounded operator, since the kernel is an element of
L1(Rd ) (see Theorem 1), and thereby Axiom 5a is satis-
fied. We even have Hs ∈ L2(Rd ) so it is also a bounded
operator from L2(Rd ) into L∞(Rd ), since by Cauchy-
Schwarz

sup
x∈Rd

|(Hs ∗ f )(x)| ≤ ‖Hs‖L2(Rd )‖ f ‖L2(Rd ). (28)

So Axiom 5b is also satisfied. Axiom 6 and the first part
of Axiom 8 are already proven in Section 4. The rest
will be proven in Theorem 6. We have already noticed
in Section 3 that all α scale spaces and in particular
α = 1/2 obey the weak causality principle, Axiom 7a.
Although harmonic functions satisfy the mean value
principle12 and main maximum principle functions,
they do not satisfy the special cylinder maximum prin-
ciple, cf. Definition 1, since extrema can lie on top of
the cylinder. This coincides with the fact that the strong
causality axiom and Koenderink’s principle are not sat-
isfied when α = 1/2. An easy example of a harmonic
function which doesn’t satisfy Koenderink’s principle
is given by13 h(x, y, s) = cos(s

√
2) cosh x cosh y.

Axiom 9 is obviously satisfied since the Kernel only
depends on ‖x‖ and for the verification of Axiom 10
we only need to show that the L1-norm of the Poisson
kernel equals 1:

‖Hs‖L1(Rd ) = 2

σd+1

∫
Rd

s

(s2 + ‖x‖2)
d
2

dx

= 2σd

σd+1

∫ ∞

0

s rd−1

(s2 + r2)
d
2

dr (29)

= 2σd

σd+1

√
π	(d/2)

2	((d + 1)/2)
= 1.

For the verification of the entropy axiom, Axiom 11,
see Theorem 8.

Theorem 6. Let f ∈ L2(Rd ) and suppose f is con-
tinuous on Rd and bounded on Rd i.e. supx∈Rd | f (x)| =
M < ∞, then

lim
s↓0

|(Hs ∗ f )(x) − f (x)| = 0 for all x ∈ Rd .

Proof: Let x ∈ Rn and let ε > 0.
Since f is continue, there exists a δ > 0 such that

| f (x) − f (y)| <
ε

2
for all y ∈ Bx,δ.

As a result

|(Hs ∗ f )(x) − f (x)|
= 2s

σd+1

∣∣∣∣ ∫
R2

f (y) − f (x)

(‖x − y‖2 + s2)
d+1

2

dy

∣∣∣∣
≤ 2s

σd+1

∫
Bx,δ

+
∫

R2\Bx,δ

| f (y) − f (x)|
(‖x − y‖2 + s2)

d+1
2

dy

≤ ε

2
+ 4M s σd

σd+1

∫ ∞

δ

r−2 dr

So there exists an S > 0 small enough such that

|(Hs ∗ f )(x) − f (x)| < ε for all s < S.
�

In particular we have

〈δx, f 〉 = f (x) = lim
s↓0

(Hs ∗ f )(x)

for all f ∈ D(Rd ), x ∈ Rd .
So, if we denote the mapping f �→ (Hs ∗ f )(x) by

Qx
s then

Dα Qx
s → Dαδx in D′(Rd ) for every multi-index α.

Theorem 7 (The main maximum principle for har-
monic functions). Let � be a connected open subset
of Rn, n ∈ N. Let f be a harmonic function on �. If f
attains its maximum at a ∈ �, then f is a constant.

Proof: Let M denote the set of maximum points of f
in �. Then M is closed in � since f is continuous. The
set M is also open, because of the mean value theorem
for harmonic functions.14 But since � is connected, the
only open and closed subsets of � are � and the empty
set. �

If � is bounded and if f is continuous on �̄,
then f attains a maximum and minimum on �̄. From
Theorem 7 it follows that this extreme points lie on ∂�.

Theorem 8. Let u be the Poisson scale space of a
positive image, i.e. u(x, s) = (Hs ∗ f )(x), x ∈ Rd , s >

0, for a certain f ∈ L2(Rd ) such that 0 < f < 1
almost every where. Let E(u) : R+ → R be defined by
(7). Then s �→ [E(u)](s) is monotonically increasing.
Moreover, ∂

∂s Es(u) → 0 for s → ∞.
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Proof: First, we will show that the second order par-
tial derivative to s is negative. We use uss = −�u and
at the end Greens first identity (partial integration).

∂2[E(u)](s)

∂s2
= −

∫
Rd

∂2

∂s2
(u(x, s) ln u(x, s)) dx

= −
∫

Rd

(us(x, s))2

u(x, s)
dx

−
∫

�

(ln u(x, s) + 1)uss(x, s) dx

<

∫
Rd

(ln u(x, s) + 1)�u(x, s) dx

=
∫

Rd

ln u(x, s) �u(x, s) dx

= −
∫

Rd

‖∇u(x, s)‖2

u(x, s)
dx ≤ 0

Notice with respect to the first inequality that the posi-
tivity axiom and 0 < f < 1 imply that 0 < u(·, s) < 1
for all s > 0. Next, we note that lims→∞ ∂

∂s [E(u)](s) =
0. This follows from

∂

∂s
[E(u)](s) = −

∫
Rd

(ln u + 1)
∂u

∂s
dx (30)

and the fact that lims→∞ ∂
∂s u(x, s) = 0. Finally, we will

show that s �→ ∂[E(u)](s)
∂s , is continuous on (0, ∞):

Let t > 0. Let {tn}n∈N be a sequence in R+, such that
tn → t (n → ∞).

By Lebesgue’s dominated convergence principle and
the fact that u is continuously differentiable with re-
spect to s.

lim
tn→t

[E(u)](tn) = lim
tn→t

∫
�

(1 + ln u(x, tn))us(x, tn) dx

=
∫

�

lim
tn→t

(1 + ln u(x, tn))us(x, tn) dx

= [E(u)](t)

As a result we have ∂[E(u)](s)
∂s > 0 for all s > 0. �

5.2.2. The Infinitesimal Generator of the Poisson
Semigroup. First we will examine the case d = 1
and later we generalize to the case d > 1.

By applying Fourier Transform with respect to x onto
the Dirichlet problem one obtains the ordinary differ-

ential equation
∂2

∂s2
û(ω, s) = ω2 û(ω, s)

û(ω, 0) = f̂ (ω).

Normally, one would find û(ω, s) = Ae−|ω|s f̂ (ω) +
Be|ω|s f̂ (ω), but by Plancherel’s theorem and the fact
that Qs ∈ B(L2(R1)), for all s > 0, it follows that
B = 0. So, in the Fourier domain the infinitesimal
generator becomes −|ω|. Since operator ∂2

∂x2 is negative
definite and self-adjoint (� in the general case d ∈ N)
we have that the infinitesimal generator of Q equals

−
√

− ∂2

∂x2 . For more information on fractional powers
(see Section 6).

To this end we remark that(
∂2

∂s2
+ ∂2

∂x2

)
=

(
∂

∂s
−

√
− ∂2

∂x2

)(
∂

∂s
+

√
− ∂2

∂x2

)
.

Operator ∂2

∂x2 is a continuous operator from Hs(R)

(s > 0) into Hs−2(R) and −
√

− ∂2

∂x2 is a continuous op-
erator from Hs(R) (s > 0) into Hs−1(R). The domain
of an infinitesimal operator is always dense in X (see
Theorem 3). In our case, we have X = L2(R) = H0(R).
From Hille [20] (Theorem 21.4.2, p. 576) it follows that

D
(√

− ∂2

∂x2

)
= { f ∈ S′ : −|ω| f̂ (ω)

is the Fourier Transform of an element in L2(R)}.
Since Fourier Transformation is a unitary operation

on L2(R) and since H1(R) ⊂ L2(R) we thus obtain
that

D
(√

− ∂2

∂x2

)
= H1(R),

which is indeed dense in L2(R). Next we will show
some properties of the infinitesimal generator of Q.

Theorem 9. The infinitesimal generator A =
−

√
− ∂2

∂x2 of the Poisson semi-group Q on L2(R) given
by

[Qs f ](x) = (Hs ∗ f )(x) x ∈ R, f ∈ L

is symmetric, negative definite and satisfies

A f = −H f ′ for all f ∈ H1(R), (31)
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with H : L2(R) → L2(R) the Hilbert Transform,

which can be given by an integral in principal value
sense:

(H f )(x) = 1

π

∫ ∞

−∞

f (t)

x − t
dt, (32)

existing for almost every x.

Proof: First we will show that the Hilbert transform
is properly defined by (32):

Let f ∈ L2(R). Define g j : R → R, j ∈ N by

g j (x) =


√

2

π

1

x
if

1

j
< |x | < j

0 else

Using contour integration in the complex plane
(Jordan’s lemma) one easily finds the pointwise
limit

lim
j→∞

ĝ j (ω) f̂ (ω) =
√

1

2π

√
2

π
f̂ (ω)

∫ ∞

−∞,PV

e−iωx

x
dx

= − 2i

π
f̂ (ω) lim

j→∞

∫ j

1/j

sin(ωx)

x
dx

= − i sgn(ω) f̂ (ω)(ω ∈ R) (33)

and obviously (ω → −i sgn(ω) f (ω)) ∈ L2(R). There-
fore by Lebesgue’s dominated convergence principle,
(ω → ĝ j (ω) f̂ (ω)) converges to (ω → −i sgn(ω) f̂ (ω))
in L2 sense. So, by Plancherel we conclude that f ∗ g j

converges in L2(R). This limit is called the Hilbert
transform of f and is given by (32).

We have for f ∈ D(A) = H1(R)

F(H f ′)(ω) = − lim
j→∞

F( f ′ ∗ g j )(ω)

= −iω
(

lim
j→∞

ĝ j (ω)
)

f̂ (ω)

= iω i sgn(w) f̂ (ω) = −|ω| f̂ (ω)

= F(A f )(ω).

(34)

Note that f ′ ∈ L2(R) for all f ∈ H1(R).
By Plancherel’s theorem we now conclude

A f = −H f ′for all f ∈ H1(R).

Next, we will use this equality in order to show that
A∗ = A and A < 0. As this can only be the case if{

1. (H f ′, g) = ( f, Hg′)
2. (H f ′, f ) > 0 for all f, g ∈ H1(R).

From (33) it follows that

Ĥ f (ω) = −i sgn(ω) f̂ (ω) for every f ∈ L2(R) (35)

Using (35), it is easy to Proof 1 and 2:

1.

(H f ′, g) = (Ĥ f ′, ĝ) = (i ω(−i) sgn(w) f̂ , ĝ)

= ( f̂ , |ω|ĝ)

= ( f̂ , Ĥg′)

= ( f, Hg′)

2.

(H f ′, f ) = ( ˆH f ′, f̂ ) = |ω| ( f̂ , f̂ )

= ( f̂ , |ω| f̂ ) > 0
�

Remarks:

• One can show similarly to the 1D case above, that the
Poisson scale space generator in the d-dimensional
case is given by

−√−� = −R · ∇ = −∇ · R = −
d∑

j=1

R j ∂ j ,

(36)

where ∂ j is short notation for ∂
∂x j

and
R = ∑d

j=1 e j R j denotes the Riesz Transform,
which is given by the principal value integral

R j f (x) = 2

ωd+1

∫
Rd

x j − y j

‖x − y‖d+1
f (y) dy (37)

Notice that if d = 1 the Riesz Transform equals
the Hilbert Transform. Notice that the Gaussian
equivalent of (36) is given by � = ∇ · ∇. Conse-
quently, the (d+1)D vector scale space consisting of
Gaussian scale space and its first order spatial deriva-
tives corresponds to the Poisson scale space and its
Riesz transform components, which is first put in the



On the Axioms of Scale Space Theory 281

context of image analysis by Felsberg [9] and which
will be further examined in Section 5.2.4:

ed+1(Gs ∗ f )(x) +
d∑

j=1

e j (∂ j Gs ∗ f )(x)

↔ (38)

ed+1(Hs ∗ f )(x) +
d∑

j=1

e j (R j Hs ∗ f )(x),

with respect to image analysis this means that ana-
logue to the fact that −∇(Gs ∗ f )(x) equals the grey-
value flow in a Gaussian scale space R(Hs ∗ f )(x) de-
scribes the grey-value flow in a Poisson scale space.
Since by Gauss’ divergence theorem we have for all
�′ ⊂ �:

∂

∂s

∫
�′

uα(x, s) dx =



∫
∂�′

∇ u · n dσ

α = 1

−
∫

∂�′
Ru · n dσ

α = 1/2

. (39)

• In the general d dimensional case we the Laplace op-
erator (with respect to both s and x) can be factorized
in an analogue matter:

uss + �u = (∂s − √−�)(∂s + √−�)u = 0

and since the nill-space of the linear operator in the
first factor of the factorization is zero, this equation
is equivalent to

(∂s + √−�)u = 0 ⇔ us = −√−� u,

which indeed corresponds to the pseudo differential
equation in (25) when α = 1/2.

• Both Property 1 and 2 can also be shown by applying
partial integration onto the principal value integral
representation for the Hilbert Transform given by
(32).

• From (35), it follows that H is an L2(R)-isometry, of
period 4. (Fourier Transform also has this property)
Since,{

H 2 f = − f

‖H f ‖L2(R) = ‖ f ‖L2(R) for all f ∈ L2(R)
(40)

Another consequence of the above together with the-
orem is that

∂2k = (−1)kA2k, k ∈ N (41)

By the second equality of (40) it follows that ‖H‖ =
1 and therefore by (31) it follows that ‖A‖ = 1, i.e.
the according semigroup Q is a contraction semi-
group.

• The operators A = −
√

− ∂2

∂x2 , ∂ = ∂
∂x and ∂2 = ∂2

∂x2

respectively the infinitesimal generators of the Pois-
son, translation and Gaussian semigroup, have all the
same smooth elements since

D(A∞) =
∞⋂

n=1

D(An) =
∞⋂

n=1

Hn =
∞⋂

n=1

H2n = H∞

and the same analytic elements since the Hilbert
transform, which equals the (operator) product of
A−1∂ is unitary on L2(R). For a definition of these
items (see Appendix). In case we regard the Pois-
son semigroup on L∞(R) equipped with the sup-
norm ‖ f ‖L∞(R) = supx∈R | f (x)| then these op-
erators still have the same smooth and analytic
elements as we will next show, but operators A
is no longer linearly15 bounded by ∂ . Since the
Poisson semigroup is a contraction semigroup, we
have by equality (21) that the (operator) norm of
R(ε,A) = (ε I − A)−1 is at most 1. So ‖(I −
εA) f ‖ ≥ ‖ f ‖ for all ε > 0 and f ∈ D(A) = H1.
Therefore

ε‖A f ‖L∞(R) ≤ ‖(I + εA) f ‖L∞(R) + ‖ f ‖L∞(R)

≤ ‖(I − ε2A2) f ‖L∞(R) + ‖ f ‖L∞(R)

≤ ε2‖A2 f ‖L∞(R) + 2‖ f ‖L∞(R)

Obviously, ∂ : H1 → L2, satisfies ‖∂‖ ≤ 1 and
therefore we can apply the same reasoning on ∂ and
obtain a similar estimate. By taking A2m f respec-
tively ∂2m f in stead of f and ε = 1 in these estimates
and using (41) we obtain

‖∂2m f ‖L∞(R) = ‖∂2m f ‖L∞(R)

for f ∈ H2m and

‖∂2m+1 f ‖L∞(R) ≤ ‖A2m+2 f ‖L∞(R)

+ 2‖A2m f ‖L∞(R)
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‖A2m+1 f ‖L∞(R) ≤ ‖∂2m+2 f ‖L∞(R)

+ 2‖∂2m f ‖L∞(R)

for f ∈ H2m+2.

5.2.3. Greens Function on the Half Space s > 0.
Another way to obtain the solution of the Laplace prob-
lem is by using the fundamental solution
S : (Rd × R+) × (Rd × R+) → R given by

S(x̂, ŷ) = 1

(d − 1) σd+1
‖x̂ − ŷ‖1−d for d ≥ 2,

S(x̂, ŷ) = 1

2π
log

1

‖x̂ − ŷ‖ for d = 1,

(42)

for x̂ = (x, s) �= (y, t) = ŷ. This pointwise nota-
tion of the fundamental solution might be deceptive,
since in strict sense S is a distribution in D′(Rn) with
non-compact support. However, since � is an ellip-
tic operator with constant coefficients the fundamental
solution can be regarded as an infinitely differentiable
function outside the origin. See, Rudin [33] Theorem
8.12, p. 201.

Define ŷ∗ = (y, −t). This point is the result of mir-
roring ŷ in the plane s = 0. Then one can easily verify
that Greens function on a half plane is given by16

G(x̂, ŷ) = S(x̂, ŷ) − S(x̂, ŷ∗) (43)

Recall Greens second identity on a bounded region �

with boundary ∂� and outward normal n.∫
�

u�v − v�u dx =
∫

∂�

u
∂v

∂n
− v

∂u

∂n
dσ

Take17 v = G and

� = (Rd × R+) ∩ (B0,R \ By,δ),

with δ > 0 sufficiently small and R > 0 sufficiently
large. Then one can verify that

∫
∂ By,δ ,s>0(u ∂v

∂n −
v ∂u

∂n ) dσ → u(x, s) and
∫
∂ B0,R

(u ∂v
∂n − v ∂u

∂n ) dσ → 0
if respectively δ ↓ 0 and R → ∞. Moreover, Greens
function G is harmonic on �. As a result we obtain

u(x, s) =
∫

Rd

f (y)
∂G(x̂, ŷ)

∂t

∣∣∣∣
t=0

dσy. (44)

Now by Eq. (42) we find

∂G(x̂, ŷ)

∂t

∣∣∣∣
t=0

= ∂S(x̂, ŷ)

∂t

∣∣∣∣
t=0

− ∂S(x̂, ŷ∗)

∂t

∣∣∣∣
t=0

= 2
∂S(x̂, ŷ)

∂t

∣∣∣∣
t=0

= 2

σd+1

s

(s2 + ‖x − y‖2)
d+1

2

= Hs(x − y)

and substituting this result into Eq. (44) we indeed find:

u(x, s) = (Hs ∗ f )(x).

5.2.4. Clifford Analytic Extension of Poisson Scale
Space. In this subsection we give theoretic back-
ground to a highly interesting new approach to scale
space theory which is first introduced by Felsberg and
Sommer [9].

In case of 1D-signals (d = 1) it is possible to extend
the Poisson scale space to an analytic scale space ũ(x +
is) = u A(x, s) = u(x, s) + iv(x, s), simply by adding
i times the harmonic conjugate v which is determined
(up to a constant) by the Cauchy-Riemann equations
ux = vs and us = −vx . The harmonic conjugate is
given by v(x, s) = (Qs∗ f )(x, s), where Qs denotes the
conjugate Poisson kernel which is given by the Hilbert
transform of the Poisson kernel:

Qs(x) = (HHs)(x) = 1

π

x

s2 + x2
.

This follows directly by Cauchy’s integral formula for
analytic functions:

ũ(z) = 1

2π i

∮
C

ũ(w)

w − z
dw z = x + is, (45)

where C is any positively oriented simple curve around
z, since

Hs(x) = �
(

1

(2π i)(z)

)
Qs(x) = �

(
1

(2π i)(z)

)
.

In particular by taking C = C0 ∪ CR ∪ Cδ , with C0 =
[−R, R] and CR = {z ∈ C+ | |z| = R}, Cδ = {z ∈
C+ | |z| = δ} in (45) and letting δ → 0, R → ∞
we obtain the Cauchy operator C : L2(R) → H 2(C+)
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which is given by

(C f )(x, s) = 1

2π i

∫
R

f (t)

t − z
dt

= 1

2
((Hs ∗ f )(x) + i (Qs ∗ f )(x)),

z = x + is ∈ C+,

where the space H 2(C+) consists of all analytic func-
tions F on C+ such that

sup
t>0

∫ ∞

−∞
|F(x + it)|2 dx < ∞.

Any signal can be split uniquely and orthogonally into
an analytic and a non-analytic part:

L2(R) = H 2(∂C+) ⊕ (H 2(∂C+))⊥,

f = fAN + fNAN = f + iHf

2
+ f − iHf

2
.

where the subspace of analytic signals is given by

H 2(∂C+) = { f ∈ L2(R) | supp( f ) ⊂ [0, ∞)}.

To this end we recall (35) so indeed fAN(ω) = 0 for
ω < 0. Further we notice18

C f = C( fAN) + C( fNAN) = C( fAN) + 0

lim
s↓0

C f (·, s) = fAN .

In practice f is real valued, so then f = 2�( fAN) and
consequently

u(x, s) = �ũ(x, s) = 2�(C fAN)(x, s) = (Hs ∗ f )(x).

Remarks

• Physically, the Poisson scale space should be re-
garded as a potential problem rather than a heat prob-
lem. The isophotes within the Poisson scale space
correspond to equi-potential curves and the isophotes
within the conjugate Poisson scale space correspond
to the flow-lines. By the Cauchy-Riemann equations
these lines intersect each other orthogonal through
each point (x, s):

(∂x , ∂s)u · (∂x , ∂s)v = uxvs + usvx = 0.

For instance the isophotes of the Poisson ker-
nel K (1/2) are the semi-circles x2 + (s − a)2 =

a2, a, s > 0, x ∈ R which intersect the flow lines
(x + a)2 + s2 = a2, a, x ∈ R, s > 0 orthogonal.
It might be tempting to regard f as charge density
distribution, but this is not right: f is the potential at
the boundary, due to some charge-distribution in the
plane s < 0. By writing u = f + D(� f ), where D
denotes the Dirichlet operator (i.e. �x,sD f = − f
and D( f )(x, 0) = 0) it is possible to regard � f as a
charge density function (independent of s > 0).

• The 2D Laplace operator can be split into two dif-
ferent ways:

�2 = (∂s + i∂x )(∂s − i∂x ) = 4∂z̄∂z

�2 = (∂s − √−∂xx )(∂s + √−∂xx ).
(46)

The space of analytic signals H2(∂C+) is very spe-
cial since its elements are treated similarly by the
operators −√−� and i∂x :

−
√

−∂xx f = i∂x f for f ∈ H2(∂C+),

which can be easily be verified in the Fourier domain.
Consequently for sufficiently smooth19 f ( f ∈ H∞):

u(x, s) = (Hs ∗ f )(x) = (e−s
√−∂xx f )(x)

= (es i∂x f )(x) = ũ(x + is).

• The extension of the Gaussian semigroup restricted
to the positive imaginary axis corresponds to the
Schrödinger semigroup of the free particle. Let P
be the restriction of the extension of the Poisson
semigroup Q to the positive imaginary axis, i.e.
Pt = Qit , t > 0, then the restriction of P to the
analytic signal subspace H 2(∂C+) equals the posi-
tive wavefront semigroup restricted to H 2(∂C+) and
the restriction of P to (H 2(∂C+))⊥ equals the nega-
tive wavefront semigroup restricted to (H 2(∂C+))⊥.
Since analogue to (46) we have:

utt − uxx = (∂t − ∂x )(∂t + ∂x )u

= (∂t − i
√−∂xx )(∂t + i

√−∂xx )u.

Complex analytic extension can only be done in the
signal case (d = 1). For images d ≥ 2 an analogue
recipe can be followed, using the more general notion
of Clifford analytic functions. To this end some knowl-
edge of Clifford algebra is necessary, cf. [7, 16]. Let
{ei }n

i=1 = {ei }d
i=1 ∪ {ed+1}, n = d + 1, be an orthonor-

mal base in Rn and let Rn and R+
n be the Clifford algebra
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and its even subalgebra of Rn . Let � be an open set in
Rn .

Definition 9. A function ũ ∈ C∞(�, R+
n ) is Clifford

analytic on � if

∇nũ =
n∑

j=1

e j
∂ ũ

∂x j
= 0.

There again exists a (generalized) Cauchy integral the-
orem for these functions, cf. [16], p. 103. Analogue
to the d = 1 case we define the closed subspace of
L2(Rd ):

H 2(∂R+
n ) = { f ∈ L2(Rd ) | (I − Red+1) f = 0}.

Notice that (R j f, f ) = (F(R j f ),F f ) = 0 for j =
1 . . . d and (R)2 = ∑

R2
j = −I , therefore we can

split complex valued signals into a Clifford analytic
and orthogonal to Clifford analytic part:

L2(Rd ) = H 2(∂R+
n ) ⊕ (H 2(∂R+

n ))⊥

f = f + Red+1 f

2
+ f − Red+1 f

2
= fAN + fNAN,

Notice that these two subspaces of L2(Rd ) are precisely
the irreducible subspaces of the semi-direct product
of the dilation and translation group on Rd and that
I+Red+1

2 and I−Red+1

2 are the orthogonal projections on
them.

We define the Cauchy operator C : L2(Rd ) →
H 2(R+

n ) by

(C f )(x, s) = 1

σd+1

∫
Rd

z − u
‖z − u‖d+1

ed+1 f (u) du,

z = ∑d
j=1 x j e j + sed+1, which can again be expressed

in the Poisson kernel and its harmonic conjugate:

Qs(x) = RHs(x)

=
d∑

j=1

e j R j Hs(x)

=
d∑

j=1

e j Q( j)
s (x)

=
d∑

j=1

2

σd+1

x j e j

(s2 + ‖x‖2)
d+1

2

,

by

(C f )(x, s) = 1

2
(Hs ∗ f )(x)

+ 1

2

d∑
j=1

e j ed+1
(
Q( j)

s ∗ f
)
(x)

=
(

Hs ∗
(

1

2
(I + Red+1)

)
f

)
(x)

= (Hs ∗ fAN)(x).

Remarks

• The nil-space of C equals (H 2(∂R+
n ))⊥, so C f =

C( fAN + fNAN) = C( fAN).
• Let d = 3 and ũ be Clifford analytic, then ∇d ũ = 0

and therefore

∇d ũed+1 = ∇d · (ũed+1) + ∇d ∧ (ũed+1) = 0 + 0

so if we put u = ũed+1 we have rot u = 0 and
div u = 0 from which it follows that u has a harmonic
potential u = ∇ p, with �p = 0.

• The monogenic scale space uM which is introduced
by Felsberg and Sommer, cf. [7] (for d = 2) is given
by

uM (x, s) = ũ(x, s)ed+1 = 2(C f )(x, s)ed+1

=
(

Hs +
d∑

j=1

e j ed+1 R j Hs

)
∗ f)

= ed+1(Hs ∗ f )(x) +
d∑

j=1

e j
(
Q( j)

s ∗ f
)
(x),

where f = f ed+1. By Eqs. (36) and (38) it follows
that the other components in the monogenic scale
space besides the Poisson scale space describe the
Poisson image flow analogue to the fact that −∇u
describes the Gaussian image flow.

Some interesting local features can easily be obtained
from the Monogenic/Clifford analytic scale spaces,
such as the local phase r, vector field, local attenua-
tion A (amplitude eA), local orientation ( r

‖r‖ ). These
concepts are again generalizations of the local phase
analysis in signal analysis and are related by the
logarithm (A, r) = log(u, Ru) = log

√
|u|2 + ‖Ru‖2

+ Ru
‖Ru‖ arctan ‖Ru‖

u ⇔ (u, Ru) = eAr = eA( r
‖r‖ sin ‖r‖,

cos ‖r‖) of the Monogenic scale space, cf. [7, 8, 10].



On the Axioms of Scale Space Theory 285

6. Fractional Powers of Closed Operators

This section gives a short introduction into the theory
of fractional powers of positive, closed and self adjoint
operators. First, we deal with some general theory and
then we apply it to the special case A = �. For more
details the reader is referred to Yosida [39], Rudin [33]
and Balakrishnan [2].

For every positive, closed self-adjoint operator (not
necessarily bounded) −A > 0 on a Hilbert space H
there exists a unique self-adjoint B, such that B2 =
−A. This can be shown by using a resolution of the
identity E on the Borel subsets of the real line such
that (Ax, y) = ∫ ∞

0 s d Ex,y(s), which exists since −A
is self adjoint. Operator B is then uniquely defined by

(Bx, y) =
∫ ∞

0

√
s dEx,y(s). (47)

See, Rudin [33] Theorem 13.31 and 13.30.
In this report we write

√−A or −A 1
2 in stead of

B. Notice that if −A is also compact, σ (−A) is dis-
crete and −A has a complete set of eigenfunctions.
Then operator

√−A is uniquely determined by tak-
ing square roots of the eigen values. This is exactly
what happens if one deals with α scale spaces on a
finite domain, with Neumann boundary conditions!
Then the α scale spaces are very directly related to the
Gaussian scale space simply by taking α powers of the
minus eigenvalues of the diffusion generator, i.e. the
solution of the α scale space on a finite domain with
Neumann boundary conditions takes the simple form
uα = ∑

n( fn, f ) fne−(−λn )αs , cf. [5]. However in this ar-
ticle we focus on the infinite Rd case in which it takes
quite an effort to derive the direct relation between the
α scale spaces as we will see.

Given a strongly continuous semigroup Q with in-
finitesimal generator A one can construct a holomor-
phic semigroup Q̂α(0 < α < 1), such that the corre-
sponding infinitesimal generator Âα equals −(−A)α ,
which is defined by (61), see Theorem 10. In
Theorem 10 we will show that these operators indeed
satisfy (−A)α(−A)β = (−A)α+β for α + β < 1 and
α = β = 1

2 . From this we conclude that the square
root of −A is indeed explicitly given by (61) setting
α = 1

2 . We will apply this fundamental theory to the
case A = � and thereby construct the α scale spaces
from their “mother” scale space; the Gaussian scale
space, which at the same time gives the strong connec-
tion between all α-scale spaces. First we will do some
preparation before we obtain this fundamental result.

For s, σ > 0, 0 < α < 1 we define qs,α : R → R

by20

qs,α(λ) =


1

2π i

∫ σ+i∞

σ−i∞
ezλ−szα

dz if λ ≥ 0

0 else

(48)

where the branch of zα = eα ln z = |z|αeiα arg(z) is the
one valued function in the z-plane cut along the nega-
tive real axis. By Cauchy’s integration theorem it im-
mediately follows that (48) is independent of the choice
of σ = �(z) > 0. By deforming the path of integration
in (48) to the union of two paths reiθ , re−iθ , for any
fixed θ ∈ π

2 and r running from 0 to infinity we obtain
by straightforward computation

qs,α(λ) = 1

π

∫ ∞

0
sin(λr sin θ − s rα sin(αθ ) + θ )

∗ eλr cos θ−s rα cos(αθ ) dr (49)

Yosida [39] uses this formula, in particular the case
θ = θα = π

1+α
, frequently in the proofs in paragraph

I X − 11 of his book. In order to avoid these nasty
calculations we will use Laplace transform properties
of qt,α instead. The Laplace Transform L(qs,α) of qs,α

is given by

L(qs,α)(µ) = e−sµα

µ > 0, (50)

since by Cauchy’s theorem of residue after choosing
σ < s we have∫ ∞

0
e−λµqs,α(λ) dλ = −1

2π i

∫ σ+i∞

σ−i∞

1

z − µ
e−zαs dz

= e−sµα

.

As a result we have

qs+t,α = qs,α � qt,α s, t > 0, (51)

where � represents the convolution product with re-
spect to Laplace transform. Moreover, by (50) it fol-
lows that:

L(q1,α)(s1/αµ) = L(qs,α)(µ) s, µ > 0

and therefore21

s− 1
α q1,α(s−1/αλ) = qs,α(λ) s > 0 (52)
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By differentiating (50) with respect to s we have

L(q ′
s,α)(µ) = −µαe−sµα

(53)

Consequently,

• L(q ′
1,α)(µ s1/α) = s L(q ′

s,α)(µ), s > 0, which gives
us the following equation

s−1−1/αq ′
1,α(s−1/αλ) = q ′

s,α(λ) λ, s > 0. (54)

• Let s ↓ 0 in (53) we easily obtain

lim
s↓0

q ′
s,α(λ) = − λ−α−1

	(−α)
. (55)

Since,

L(λ−1−α)(µ) = µα

(
µ−α

∫ ∞

0
λ−α−1e−µλ dλ

)
= µα	(−α). (56)

Note that 0 < α < 1, the Gamma function can
be extended analytically to C \ Z− by 	(z) =

	(z+n)
(z+n−1)(z+n−2)···z , −n ≤ �(z) ≤ 0 .

It can be shown (see Yosida [39], p. 261) that

qs,α(λ) = lim
n→∞

(−1)n

n

(n

λ

)n+1
L(n)(qs,α)

(n

λ

)
, λ > 0.

Thereby,

qs,α(λ) ≥ 0 for all λ > 0. (57)

Obviously we have
∫ ∞

0 qs,α(λ) dλ < ∞, for instance
by (49). Further we have |qs,α(λ)e−µλ| ≤ |qs,α(λ)| =
qs,α(λ), so by Lebesgue’s dominated convergence prin-
ciple and (50) we have∫ ∞

0
qs,α(λ) dλ =

∫ ∞

0
lim
µ↓0

qs,α(λ)e−µs dλ

= lim
µ↓0

L(qs,α)(µ) = 1
(58)

As a result, since qs,α is differentiable with respect to
s, we have ∫ ∞

0

∂qs,α(λ)

∂s
dλ = 0, s > 0. (59)

Let Q be a semigroup on a Banach space X , with in-
finitesimal generator A. Define for 1 > α > 0 the

operator Q̂s,α : X → X by

Q̂s,αx =
∫ ∞

0
qs,α(η)Qηx dη (s > 0). (60)

Theorem 10. Let Q be a strongly continuous
semigroup, with infinitesimal generator A on a Ba-
nach space X such that A has a resolvent R(λ;A) =
(λI − A)−1 for all λ > 0. Let Q̂s,α : X → X be given
by (60).

Then, the mapping s → Q̂s,α is a holomorphic
semigroup on X, which infinitesimal generator −Âα

satisfies

Âα = (−A)α,

where (−A)α is the operator on X given by

(−A)αx = sin απ

π

∫ ∞

0
λα−1 (λI − A)−1 (−Ax) dλ,

(61)

for x ∈ D(A). Moreover, if sup�(λ)>0 |�(λ)| ·
‖R(λ;A)‖ < ∞, then

(−A)α(−A)β = (−A)α+β 0 < α + β < 1

lim
α↑1

(−A)αx = (−A)x if x ∈ D(A)

lim
α↓0

(−A)αx = x if lim
λ↓0

λ R(λ;A)x = 0. (62)

Proof: First we will show that s → Q̂s,α is a strongly
continuous semigroup for every α > 0. Let α ∈ (0, 1),
x ∈ X and s, t > 0. Then, by (60) and (51) we have

Q̂s,α(Q̂t,αx) =
∫ ∞

0

∫ ∞

0
qs,α(η)qt,α(ξ )Qξ+ηx dξ dη

=
∫ ∞

0
(qs,α � qt,α)(σ )Qσ x dσ

=
∫ ∞

0
(qs+t,α)(σ )Qσ x dσ

= Q̂s+t,αx .

So, Q̂s+t,α = Q̂s,α Q̂t,α . Further, by (52) and by sub-
stitution ξ = s−1/α η we obtain

Q̂s,αx =
∫ ∞

0
s−1/α q1,α(s−1/α η) Qηx dη

=
∫ ∞

0
q1,α(ξ ) Qξs1/α x dξ. (63)
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Now from Lebesgue’s dominated convergence princi-
ple it follows that

lim
s↓0

‖Q̂s,αx − x‖X

=
∫ ∞

0
q1,α(ξ )

{
lim
s↓0

‖Qξs1/α x − x‖
}

dξ

which tends to 0 as s ↓ 0. Second, we will show that this
semigroup is holomorphic. By (54) and by substitution
ξ = s−1/αλ it follows that

Q̂′
s x =

∫ ∞

0
q ′

s,α(λ)Qλx dλ

= 1

s

∫ ∞

0
q ′

1,α(ξ ) Qs1/α ξ x dξ.

Due to the uniform boundedness principle (see
Theorem 2.5.2 [18]) there exists a M > 0 such that
‖Qs‖ ≤ M for all s ≤ 1. Therefore,

‖s Q′
s‖ ≤ M

∫ ∞

0
|q ′

1,α(ξ )| dξ < ∞.

So by (23) we have that Q̂ is indeed a holomorphic
semigroup.

Third, we show that the infinitesimal generator of
this semigroup indeed equals −Aα . Using (55) and
(59) we obtain

Âαx = Q̂′
0x = lim

s↓0

∫ ∞

0
q ′

s,α(λ) Qλx dλ

= lim
s↓0

∫ ∞

0
q ′

s,α(λ) (Qλ − I )x dλ

= − 1

	(−α)

∫ ∞

0
λ−α−1(Qλ − I )x dλ,

(64)

for x ∈ D(A). We will rewrite this expression by using
(56) with 1 + α in stead of −α, Theorem 4 and the
formula 	(z)	(1 − z) = π/ sin π z:

Âαx = 1

	(−α)	(1 + α)

×
∫ ∞

0

{∫ ∞

0
e−λt tα dt

}
(I − Qλ) x dλ

= sin απ

π

∫ ∞

0
tα

(
(t I − A)−1 − t−1 I

)
x dt

= sin απ

π

∫ ∞

0
tα−1(t I − A)−1Ax dt

for x ∈ D(A). Since a formal proof of (62) yields
much computation we will skip the proof. For a proof
see Yosida [39] p. 267.

Nevertheless, we will show this for the special case
thatA is self-adjoint. Notice that by assumptionAmust
be negative definite. From (61) it follows that Âα is also
self adjoint, commuting with A. So with the eye on the
spectral resolution (47) and the fact that A and Âα are
commuting self-adjoint operators on a Banach space, it
follows that we only need to show (62) for the case that
x equals an eigenfunction with eigenvalue −µ, µ > 0
(with respect to A). We shall use the formula∫ ∞

0

v p−1

1 + v
dv = Beta(p, 1 − p) = 	(p)	(1 − p)

	(1)

= π

sin πp
, 0 < �(p) < 1. (65)

This integral is convergent and analytic (as a function
of p) and can be calculated by a “Pac-Man” contour
around the real axis in the complex plane or by substi-
tution of t = x

1+x in Euler’s beta function.
By straightforward computation and (65) we have

−(−A)αx = − sin απ

π

∫ ∞

0

tα−1

t + µ
µx dt

− µα sin απ

π

∫ ∞

0

v p−1

1 + v
x dv = −µαx,

x ∈ Eµ(A), (v = t
µ

). So, (−A)α(−A)β =Aα+β , forα +
β < 1. Moreover, we have limα↑1(−A)αx = limα↑1 −
µαx = −µx = −Ax and limα↓0 − (−A)αx = x . �

Remark. In the special case where A self-adjoint and
negative definite we also have (−(−A)1/2)2 = −A.
Take α = β = 1/2 − 1/n, n ∈ N in (62) and let
n → ∞.

Although in the general case the eigenvalues need
not be real-valued (62) remains valid, if α + β < 1. If
x is an eigenfunction of −A with eigenvalue µ. One
might think that this condition is due to the conver-
gence of (65), but probably this is not true! To this end
we notice that the infinity of the integral is due to the
representation of −(−A)γ x by (61), which is valid for
0 < γ < 1.

The true essence of the restriction α + β < 1 is that
the formula

zα+β = zαzβ with z ∈ C such that �(z) > 0

is only valid for (0 <)α + β < 1, since the argument
of zα+β may not exceed the negative axis cut in the
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complex plane. Note that by the assumptions of Theo-
rem 10 the real part of eigenvalues of the operator −A
in this theorem must be positive.

This problem doesn’t arise in the self adjoint case
where all eigenvalues are real valued.

6.1. Fractional Powers of the Minus Laplace
Operator: (−�)α , 0 < α ≤ 1

By Green’s first respectively second identity it follows
that � is a negative definite respectively self adjoint on
the vector space of twice continuously differentiable
functions. This vector space is dense in H2(Rd ) and
since � is a closed operator � is also self adjoint
and positive on the Banach space H2(Rd . Therefore
we can apply Theorem 10 to the Gaussian semigroup
Q : R+ → B(H2(Rd )) and obtain a new holomorphic
(!) semigroup Q̂ : R+ → B(H2α(Rd )) with infinitesi-
mal generator −(−�)α which satisfies

Q̂s f =
∫ ∞

0
qt,α(ξ )Qξ f dξ f ∈ L2(Rd),

−(−�)α f = απ

π

∫ ∞

0
tα−1 R(t ; �)� f dt f ∈ H2(Rd).

6.2. Derivation of the Poisson Semigroup
from the Gaussian Semigroup

The special case α = 1
2 leads to the Poisson semigroup.

Since by equality (49), for the special case θ = π , we
have

qs,1/2(ξ ) = 1

π

∫ ∞

0
e−ξr sin(s

√
r ) dr = 8s

ξ
√

πξ
e−s2/4ξ .

So the Poisson semigroup is given by:

(Q̂s f )(u) =
∫ ∞

0
qs,1/2(η)Qη f dη

=
∫ ∞

0

8s

η
√

πη
e− s2

4η

∫
Rd

e− ‖u−v‖2

4η

(4πη)d/2
f (v) dv dη

= 2(3−d)

π
d+1

2

∫
Rd

∫ ∞

0

e− ‖u−v‖2

4η

η(d+1)/2
dη

 f (v)dv

= 2

σd+1

∫
Rd

s

(s2 + ‖u − v‖2)
d+1

2

f (v) dv

= (Hs ∗ f )(u) u ∈ Rd .

which is indeed a convolution with the Poisson kernel.

6.3. Verification of the Axioms with Respect to the α

Scale Spaces

Let us consider the scale evolution system
∂u

∂s
= −(−�)αu (0 < α < 1),

lim
s↓0

u(x, s) = f (x) (x ∈ Rd ).
(66)

Since we already verified the axioms in the Poisson
case (α = 1/2), we will only highlight the axioms for
which a generalization to the case α ∈ (0, 1) is not
trivial. Notice that we have already shown in Section 3
that all α-scale spaces obey the weak causality princi-
ple. They do not satisfy the Koenderinks principle nor
the special cylinder maximum principle nor the strong
causality principle. Felsberg [10] used a signal con-
sisting of three delta spikes to show that Koenderinks
principle is sometimes not satisfied in Poisson scale
space. We use the same example to illustrate the evo-
lution of isophotes as α increases (see Fig. 3). Next we
derive a formal expression for the α convolution kernel
in the spatial domain:

u(x, s) = [Q̂s f ](x) =
∫ ∞

0
qs,α(t)(Gt ∗ f )(x) dt

=
([∫ ∞

0
qs,α(t)Gt dt

]
∗ f

)
(x), α ∈ (0, 1).

(67)

So the convolution kernel equals
∫ ∞

0
qs,α (t)√

4π t
e

−‖x‖2

4t dt.
Since qs,α is positive cf. (57) and ‖qs,α‖L1(Rd ) = 1 we
have by Lebesgue’s dominated convergence principle
(applied on {∫ N

0 qs,α(t)Gt dt}N∈N):∥∥∥∥∫ ∞

0
qt,s Kt dt

∥∥∥∥
L1(Rd )

=
∫ ∞

0
qt,s‖Kt‖L1(Rd ) dt

=
∫ ∞

0
qt,s dt = 1

So indeed average grey value is preserved, when using
this filter. It also follows from (67) and the positivity of
qs,α that Axiom 4 is satisfied. See also (11). It follows
directly from (52) and (67) that Axiom 3 is satisfied.
It follows from (67) and the rotation invariance of the
Gaussian kernel that the rotation invariance property
is also satisfied. In a analogue matter we have that the
convolution kernel has a finite L2-norm, therefore by
Cauchy Schwarz it follows that Qs is a bounded oper-
ator from L2(Rd ) into L∞(Rd ).
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With regard to Axiom 11 we remark that until now a
generalization of Theorem 8 hasn’t been found. Notice
that it is quite hard to compare the α scale space since
the scale parameters have different physical dimension
[LENGTH]2α . Moreover, the α scale spaces for α < 1
do not have finite variance, which directly follows from
(11). Variance is not a good general measure for kernel
width. This is only true for the Gaussian case. The
comparison of α scale spaces on a bounded domain
with Neumann boundary conditions is (in comparison
to the unbounded domain considered in this article)
much more obvious using the notion of relative scale,
cf. [5].

7. Gaussian Filtering and Poisson Filtering

In this section we mainly focus on special properties
(besides the mentioned axioms) of Gaussian filtering
and investigate whether similar results can be obtained
using Poisson filtering. It will turn out that the deriva-
tives of the Poisson kernels have at least as nice prop-
erties as the derivatives of the Gaussian kernels. At the
end of this section we will present some practical results
using different members of the unique class of filters,
satisfying all Axioms. The following figure shows the
similarity between the Gaussian and Poisson kernel:

7.1. Using One Dimensional Kernels in
Multi-Dimensional Implementation

The Gaussian kernel Gs is separable and even satisfies

G(x1, . . . , xd ) =
d∏

i=1

G(1)
s (xi ), (68)

Figure 4. The graphs of Gaussian kernels σ = 1, 3, 5 and Poisson
for s = 1, 3, 5.

with G(1) the 1D Gauss kernel. Of course this is a very
nice property with respect to multi-dimensional im-
plementation in the spacial domain, since computation
becomes order O(dn) in stead of O(nd ). It is easy to see
that the Poisson kernel Hs does not have this property.
Namely, suppose Hs(x1, . . . , xd ) = ∏d

j=1 f j
s (x j ),

then we would have

∂
∂xi

Hs(x1, . . . , xd )

Hs(x1, . . . , xd )
=

[
f i
s

]′
(xi )

f i
s (xi )

for all i = 1 . . . d,

with the righthand side depending only on xi , but
clearly the left hand side depends on x1, . . . , xd . The
only C1 filter � which is both separable �(x, y) =
φ(x)ψ(y) and isotropic must be Gaussian, since

PR� = � for all R ∈ SO(d)

⇔ (y∂x − x∂y)�(x, y) = 0

⇔ yψ(y)

ψ ′(y)
= xφ(x)

φ′(x)
= C. (69)

The separability of Gaussian kernels coincides with the
fact that the 1D infinitesimal generators (∂2

i ) commute
and satisfy

� =
d∑

i=1

∂2
i .

Although the 1D infinitesimal generators of 1D Pois-
son semigroups commute they do not satisfy the last
property:

−√−� �=
d∑

i=1

−
√

−∂2
i ,

but they do satisfy

(−√−�)2 = −� = −
d∑

i=1

∂2
i =

d∑
i=1

( −
√

−∂2
i

)2
.

(70)

Suppose we would write in case d = 3:

−√−� =
3∑

i=1

−ei

√
−∂2

i ,

with {ei } a righthanded orthonormal base in a 3D eu-
clidian space. Then it follows by (70) that the ei must
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satisfy

1

2
(ei e j + e j ei ) = δi j i, j = 1 . . . 3.

But this means that our 3-space is thus extended to the
real 3DClifford/Pauli algebra

P = {1, e1, e2, e3, e1e2, e2e3, e3e1, e1e2e3 = i},

equipped with product ab = (a, b) + a ∧ b. Therefore
the commutator with respect to this Clifford product
equals 2 a ∧ b. Therefore, in general22

d∏
i=1

e −ei

√
−∂2

i �= e−√−�.

The primitive of the Poisson kernel in contrast to the
Gaussian kernel can be described explicitly. In the one
dimensional case it is given by Ps(x) = arctan

(
x
s

)
,

x > 0. In d-dimensions it is given by

Ps(x) = 2
σd

dσd+1

(r

s

)d
F2,1

[
d

2
,

d + 1

2
,

2 + d

2
, −r2

s2

]
.

Where the hypergeometric function F2,1 is given by

F2,1[a; b; c; z] =
∞∑

k=0

(
(a)k(b)k

(c)k

)
zk

k!
(71)

and (a)k = 	[a+k]
	[a] .

For d = 2m (71) can be simplified into

σ2m

σ2m+1
(−1)m B−( r

s )2

(
m,

1

2
− m

)
,

where Bz(a; b) denotes the incomplete beta function.

For d = 1 and d = 2 we obtain Ps(x) = 1
π

arctan( |x |
s )

and Ps(x) = 1 − 1√
1+( ‖x‖

s )2
.

7.2. Derivatives of the 1D Poisson and
Gaussian Kernel

It is well known that the derivatives of the Gaussian
kernel are given by

G(n)
s (x) = (−1)n

σ
Hn

(
x

σ

)
Gs(x), x ∈ R, n ∈ N,

where Hn is the Hermite polynomial of order n. These
are orthogonal polynomials, with respect to the weight
function w(x) = e−x2

and satisfy:

H ′′
n (x) − 2x H ′

n(x) + 2nHn(x) = 0

Hn(x) = (−1)nex2
D(n)e−x2

e2xt−t2 =
∞∑

n=0

Hn(x)

n!
tn

Hn(x) = n!
� n

2 �∑
k=0

(−1)k(2x)n−2k

k!(n − 2k)!

Hn(x) = H ′
n+1

2(n + 1)
Hn+2(x) = 2x Hn+1(x) − 2(n + 1)Hn(x).

A Hermite polynomial Hn is even (odd) if and only
if the order n is even (odd) and it has n distinct real
nil-points, which lie between the n +1 distinct real nil-
points of Hn+1. The functions �n : R → R given by
�n(x) = e− x2

2 Hn(x) form a complete orthogonal set
in L2(R) and they form a base of eigenfunctions with
respect to Fourier transform, �̂n = i n�(ω).

The above results are quite useful in practice, there-
fore we investigate if some kind of similar results also
appear in differentiating the Poisson kernel.

n times differentiation of the Poisson kernel leads
to:

H (n)
s (x) = Pn,s(x)

(x2 + s2)n+1
, (72)

where Pn,s is a polynomial of n-th order in x .
By differentiating both sides of (72) one easily ob-

tains the recursion formula:

Pn+1,s(x) = P ′
n,s(x)(s2 + x2)

− 2(n + 1)x Pn,s(x) n = 0, 1, . . . . (73)

Next we derive a formula for the polynomials Pn,s .
Write Hs(x) = 1

2π i ( 1
x−is − 1

x+is ), then

H (n)
s (x) = 1

2π i

[
(−1)nn!

(x − is)n+1
− (−1)nn!

(x + is)n+1

]
,

so,

Pn,s(x) = (−1)nn!

2iπ
[(x + is)n+1 − (x − is)n+1].

(74)



On the Axioms of Scale Space Theory 291

Using Newton’s binomium we obtain

Pn,s(x) = (−1)nn!

π

� n
2 �∑

k=0

(
n + 1

2k + 1

)
xn−2ks2k+1(−1)k .

(75)

From this it directly follows that:

P ′
n,s(x) = −(n + 1)n Pn−1,s(x), (76)

n = 1, 2 . . . . It now follows by (73) and (76) that

Pn+1,s(x) + 2(n + 1)x Pn,s(x)

+ n(n + 1)(x2 + s2) Pn−1,s(x) = 0.

Moreover, from (75) it follows that the polynomials
Pn,s satisfy the second order differential equation:

(s2 + x2)P ′′
n,s(x) − 2nx P ′

n,s(x) + n(n + 1)Pn,s(x) = 0.

If we write z = x + is = reiθ , (z ∈ C, r > 0, 0 < θ <

π ), then (74) and (72) can be written

H (n)
s (x) = (−1)n

πrn+1
sin(n + 1)θ = �

{
zn+1

|z|2n+2

}
= (−1)n

2π i

[
z̄ −(n+1) − z−(n+1)

]
,

Pn,s(x) = (−1)nn!

2π i

[
zn+1 − z̄n+1

]
(77)

So for all n ∈ N ∪ {0} the mapping (x, s) �→ Pn,s(x)
is a homogeneous harmonic polynomial. In the sequel
we will denote this mapping with �n . It satisfies23

(�n, �m)L2(∂ B0,R ) = 2 ∗ (−1)n+mn!m!Rn+m+3

π2

×
∫ π

0
sin(n + 1)θ sin(m + 1)θ dθ

= δnm
(n!)2 R2n+3

π
(78)

Note that the set consisting of the mappings (x, s) �→
Hn,s(x) n = 0, 1 . . . is also orthogonal on the (upper
half of the) unit circle.

Define χn : C → C by

χn(z) = (−1)n

2π i

[
z̄ −(n+1) − z−(n+1)

]
,

then by (78) we have Hn(s) = χn(x + is).
Since z̄ = 1

z on the unit disk, we have∫
∂ B0,1

χn(z)χm(z)
dz

iz

= (−1)n+m+1n!m!

2π
Res
z=0

(zn − z−n)
(
z(m+1) − z−(m+1)

)
= δnm

(n!)2

π
.

One might hope that there exists a smooth
isotropic weight function w ≥ 0, such that the set
{H (n)

s }n∈N∪{0} is orthogonal with respect to
∫ ∞
−∞ f (x)

g(x)w(x) dx, but this can not be the case as we
will next show by contour-integration in the complex
plane:

So, by letting R → ∞ and δ ↓ 0 we have∫ ∞

−∞
H (n)

s H (m)
s (x)w(x2 + s2) dx

=
∫

is+R

χn(z)χm(z)w(|z|2) dz

= 1

2
Res
z=0

[
z−n−m−2 − z−(n+1)(z − 2is)−(m+1)

− z−(m+1)(z − 2is)−(n+1)g(z)
]
,

with g(z) analytic on {z ∈ C : 0 ≤ �(z) ≤ s} \ {0}
such that g(z) = w(z) on C1.24 From the fact that
Resz=0z−n = δn1 it follows that either zn , zm , z2n+1,
or z2n+1 must appear in the expansion of g(z) in order
to obtain δmn . But this means that w will depend on n
or m.

For each n ∈ N \ {1} the polynomial Pn,s , s > 0,
has n real-valued zero’s which lie around the zero’s of
Pn−1,s (see Fig. 5).

We will show this by induction:
Since P1,s(x) = −2s

π
x and P2,s(x) = s

π
(−2s2 +

6x2), it is obvious that the above statement holds for
n = 2.
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Figure 5. The graphs of Pn,1 for n = 1, . . . , 4.

Figure 6. The graphs of H (n)
1 for n = 1, . . . , 4.

Let n ∈ N and suppose that the above statement
holds for this n. Then because (x2 + s2) > 0 and the
fact that Pn+1,s(x) = (x2 + s2)n+2 H n+1

s (x) = (x2 +
s2)n+2

(
d

dx

)
H n

s (x) it follows by Rolle’s theorem that
H n+1

s has n − 1 + 2 = n + 1 real-valued zero’s that lay
around the n real valued zero’s of H n

s (x).
Note that the zeros of the n-th order Poisson kernel

derivative coincide with the zeros of Pn,s and that the
graphs show familiar behaviour as the Gaussian deriva-
tives.

7.3. Minimizing Energies

Let f be an entire analytic vector with respect to the
Gaussian resp. Poisson filtering, i.e. f ∈ D(A∞) =⋂

n∈N
D(An) = H∞ such that

∑∞
k=1

sn

n! ‖Ak f ‖L2 < ∞
for all s > 0. See appendix for definition and properties
analytic vectors.

In Section 5.2.2 we have shown that the analytic
vectors of the first order operators A = −√−� and
A = ∂ are the same. The solution of the diffusion
problem on the upper half space (s > 0) can now be
written u = es� f and the solution of the Dirichlet
problem on the upper half space (s > 0) can be written

u = e−s
√−� f . These solutions are (respectively) the

solutions of the following minimization problems:

min
u

EGauss[u](s)

=
∫

Rd

( f − u)2 +
∞∑

|α|=1

s|α|

α!
(Dαu)2 dx,

min
u

EPoisson[u](s)

=
∫

Rd

( f − u)2 +
∞∑

k=1

sk

k!
‖(−�)k/4u‖2 dx s > 0.

with s > 0 and α = α1 . . . αd multi-indices. Before we
verify this statement, we remark that by using respec-
tively partial integration and multinomial coefficients
we have

∞∑
|α|=1

s|α|

α!
‖Dαu‖2

=
∞∑

k=1

sk
∑
|α|=k

1

α1!α2! . . . αd !

×
(

∂α1

∂xα1
1

· · · ∂αd

∂xαd
d

u,
∂α1

∂xα1
1

· · · ∂αd

∂xαd
d

u

)
L2(Rd )

=
∞∑

k=1

sk(−1)k

k!

×
(∑

|α|=k

(
k

α1 . . . αd

)
∂2 α1

∂x2 α1
1

· · · ∂2 αd

∂x2 αd
d

u, u

)
L2(Rd )

=
∞∑

k=1

sk

k!
( (−�)ku, u )L2(Rd ).

With regard to the Poisson minimization we remark
that (−�)k/4 is self adjoint. So we have

EGauss[u](s) = ‖ f − u‖2
L2(Rd )

+ (u, es�u)L2(Rd ) − (u, u)L2(Rd )

EPoisson[u](s) = ‖ f − u‖2
L2(Rd )

+(u, e−s
√−�u)L2(Rd ) − (u, u)L2(Rd ),

and therefore by using the Euler Lagrange principle:

2(u − f ) + 2
∞∑

k=1

sk

k!
(−�)ku = 0 ⇔ u = es� f

2(u − f ) + 2
∞∑

k=1

sk

k!
(
√−�)ku = 0 ⇔ u = e−s

√−� f.
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Figure 7. Various scale space representations of a 128×128
MR brain slice. Top row: α = 1

2 (Poisson scale space), middle
row: α = 3

4 , bottom row: α = 1 (Gaussian scale space). The
parameter α denotes the fractional power, cf. Eq. (66). Grey-
values have been mapped to full range for the sake of clarity.

Note that because of Sobolev’s lemma (see Yosida
[39], pp. 174–175), the extra term added to the L2

(mean squared) part ensures that on every bounded
open subset � of Rd there exists a ũ ∈ C∞(�) such
that u(x) = ũ(x) almost everywhere on �.

8. Conclusion and Discussion

A unified framework to scale space theory on d-
dimensional images on the unbounded domain is pre-
sented. An overcomplete set of scale space axioms
leads uniquely to a parameterized class of scale spaces,
the so-called α scale spaces, with corresponding filters
of which the Fourier Transform is given by e−s‖ω‖2α

.
The special cases α = 1 and α = 1/2 lead to respec-
tively Gaussian and Poisson scale space, with corre-
sponding Gaussian and Poisson kernel. For implemen-
tation in the spatial domain Poisson filtering is a good
alternative to Gaussian scale space in the sense that
typical properties are maintained, besides the fact that
all scale space axioms are satisfied. For implementa-
tion in the Fourier domain (which implicitly boils down
to boundary conditions), cf. [5], all α scale spaces are
relevant for practice.

The general theory of constructing a holomorphic
semigroup with infinitesimal generator −(−A)α , 0 <

α < 1 out of a strongly continuous semigroup with
infinitesimal generator A that is a fractional power
0 < α < 1 of −A applied to the Laplace opera-
tor, reveals the strong connection between this whole

family. Therefore it seems reasonable that Gaussian
and Poisson scale space show similar results. Nev-
ertheless, there are two main differences. First, the
physical dimension of the Poisson evolution param-
eter is [LENGTH], while the physical dimension of the
Gaussian evolution parameter equals [LENGTH2]. Sec-
ond, from an analytic point of view there is an es-
sential difference: In Poisson scale space one solves
the Dirichlet problem instead of the Diffusion problem
on the upper half space, which means that the kernels
and the filtered images are harmonic functions. This
is a very nice property indeed, e.g. with regard to sin-
gularity analysis. The filtered images are then locally
approximated by polynomials satisfying the PDE. In
Poisson scale space this approximation will be a series
of spherical harmonics converging uniformly on com-
pact sets, with the useful property that the spherical
harmonics form a complete orthogonal set on a ball or
sphere. Further advantages over Gaussian scale space
are: The mean value principle and its (Clifford) analytic
extension, which corresponds (d = 2) to the mono-
genic scale space which is first introduced by Fels-
berg [9]. Although in the sense of grey-value flow, this
(d + 1)-dimensional vector scale space is analogue to
the (d + 1)-dimensional vector space consisting of the
Gaussian scale space and its first order derivatives, it
yields several local features which cannot be obtained
in the latter.
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Appendix: Holomorphic Semigroups
and Generalized Functions

Florack [11] first mentioned the role that test-functions
and distributions play in scale space theory. On the one
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hand there is a state space, i.e. the space of all possible
scalar field configurations and on the other hand there
is a device space consisting of all admissible detector
devices. It seems reasonable, from a physical point of
view to describe a model for the detector device and to
prescribe the state space by duality. Since the Gaussian
kernels lie in the (Fourier invariant) Schwartz space
S, one can take it as a device space. As a result the
state space is the set of all tempered distributions S ′.
In [17] De Graaf has derived a theory of generalized
functions based on holomorphic semi-groups. In this
appendix we will apply little of this theory onto the
Poisson semigroup.

In a Hilbert Space X we consider the evolution
equation

du

ds
= Au

with A a negative unbounded self-adjoint operator. A
is the infinitesimal generator of a holomorphic semi-
group. Solutions u(·) : (0, ∞) → X of this equation
are called trajectories. Such a trajectory may or may
not correspond to an “initial condition at s = 0” in X .
The set of trajectories is considered as a space of gen-
eralized functions. The test function space is defined to
be

SX,A =
⋃
s>0

esA(X ).

Theorem 11. Let X be a Banach space. Let Q be
a strongly continuous, holomorphic semigroup, with
infinitesimal generator A < 0. Then SX,A consists ex-
actly of those f ∈ D(A∞) such that

∞∑
k=1

sk

k!
‖Ak f ‖ < ∞ for a certain s > 0. (79)

Proof: “⊂”: Let x ∈ SX,A ⇒ ∃s>0 ∃xs∈X x = Qs xs .
Now since Q is holomorphic, there exists a M > 0 that
‖AQs‖ ≤ M s−1, see (23). Consequently,

‖An x‖ = ‖(AQs/n)n xs‖
≤ Mn(n/s)n ‖xs‖
≤ (eM/s)nn! ‖xs‖

where we have used the elementary inequality nn ≤
enn!. With these bounds it is now obvious that∑∞

k=1
sk

k! ‖Ak f ‖ < ∞.

“⊃”: Let x ∈ D(A∞), such that (79) is convergent.
Choose t > 0 such that

∑∞
n=1

sn

n! ‖An x‖ < ∞ for all
s ≤ 2t . Since X is a Banach space, we have for s ∈
(0, t)

xs =
∞∑

k=1

sk

k!
(−A)k x exists in X,

(The sequence of partial sums is a Cauchy sequence).
By differentiation we have x = Qs xs = esAxs . �

Remark. Elements of D(A∞) that satisfy (79) are of-
ten called analytic vectors. If (79) holds for any s > 0
then then they are called entire analytic vectors.

Example: The Test Space Corresponding to
Poisson Filtering

In this paragraph we will only observe d = 1.
The test function space which belongs to the

Dirichlet problem (27) is given by S
L2(Rd ),−√−�,

which—as we shall next show—equals a Gelfand-
Shilov space, namely

S
L2(Rd ),−√−� = S1. (80)

If the reader is not familiar with Gelfand-Shilov spaces
he/she is referred to Gelfand and Shilov [15] (2nd edi-
tion, Chap. 4) for a general and profound theory with
regard to their spaces. For our purposes we will only
need S1, S1, S1,A, S1,A. First we give the definitions
of these spaces and then we give a short overview
of main results with references, about these Gelfand-
Shilov spaces and finally we will show (80). Recall that
the Schwartz space S consists of all φ ∈ C∞(R) such
that,

sup
x∈R

|xkφ(q)(x)| ≤ mqk for certain mqk < ∞

with (k, q = 1, 2, . . . ). To obtain Gelfand-Shilov
spaces, we have to impose conditions on mqk . Below,
a summary of conditions on mqk and corresponding
Gelfand-Shilov spaces:

• S1: mkq = Cq Akkk , with Cq , A > 0 depending on
φ.

• S1: mkq = Cq Bqkk , with Cq , B > 0 depending on
φ.

• S1,A: mkq = Cq ¯(A + δ)kkk , with Cq depending on
φ and any δ > 0.
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• S1,B : mkq = Cq ¯(B + δ)qkk , with Cq depending on
φ and any δ > 0.

The following relations hold:

• The test space S1 = {φ ∈ C∞(R) : |φ(q)(x)| ≤
Cqe−a|x |1/α }, with a = α

eA1/α depending onφ. The idea
behind this equality is that infξ∈R

kk

|ξ |k = O(e− 1
e |ξ |) .

• The test space S1 consists of all functions φ in C∞(R)
which can be extended analytically onto a strip {z ∈
C : |�(z)| ≤ h(φ)}, which width h(φ) depends on φ.
All members of S1 are analytic, since the remainder
| hq

q! φ
(q)(x + θh)| of a Taylor expansion smaller than

|h|q
q! C0 Bqqq .25

• Fourier Transform F maps S1 onto S1 and visa
versa.26 Note thatF2 is an isometrical mapping from
S1 (S1) onto itself, since it maps x �→ φ(x) onto
x �→ φ(−x).

• The space S1,A consists exactly of those infinitely
differentiable functions that satisfy

|φ(q)(x)| ≤ Cqδe−(a−δ)|x | δ > 0

• The spaceS1 (S1) is the union of allS1,A (S1,B), A >

0 (B > 0), i.e.

S1 =
⋃
A>0

S1,A,

S1 =
⋃
B>0

S1,B .

A sequence {φn} ⊂ S1 converges to zero, if all φn

belong to some S1,A in which they converge to zero.

Note that we assumed functions to be infinitely dif-
ferentiable. We will use analytic vectors f . In the
semi-groups, we are interested in (Poisson and Gaus-
sian) we have (respectively) D(A∞) = ⋂∞

n=1 Hn =⋂∞
n=1 H2n = H∞. This space consists of all functions,

whose generalized derivatives have finite L2-norms. To
this end we notice that by Sobolevs lemma (Yosida [39]
pp. 174–175) states that such functions are indeed al-
most everywhere infintely differntiable functions in the
usual sense. So, we then arive at a special case of the
above. For instance the space S1 will now consists of
all infinitely differentiable functions f which can be
extended analytically on a strip with widht h along the
real axis in the complex plane such that

sup
−h<y<h

∫ ∞

−∞
| f (x + iy)|2 dx < ∞.

This space equals the space S
L2(Rd ),−√−�, since

S
L2(Rd ),−√−� = F−1F

(⋃
s>0

e−sA(L2(Rd ))

)

= F−1

(⋃
s>0

e−s|ω|(L2(Rd ))

)

= F−1

(⋃
s>0

S1,s

)
= F−1S1 = S1.

Notes

1. Following Pauwels we dismiss separability as a viable basic
axiom, since it is a coordinate dependent notion. It is a straight-
forward that any C1, normalised filter which is both separable
and isotropic must be a Gaussian, see (69).

2. The usual causality principle must be relaxed, but the main result
remains.

3. Scale space theory can be approached in three ways: as semi-
groups, as evolution equations (partial differential equations)
and as stochastic processes (probability theory). This arti-
cle handles with the first two approaches, but the connec-
tion with probability theory will be further examined in future
work.

4. Formally, the Laplace Transform maps the space L2(R+) onto
the Hardy Lebesgue class H2(0), cf. [39] p. 163.

5. To every f ∈ L1(Rd ) corresponds a distribution  f . Note
that the definitions of Fourier transform of resp. f and  f

coincide (as they should): ˆ( f )(φ) =  f (φ̂) = ∫
f φ̂ =∫

f̂ φ = ( f̂ )(φ). Moreover, the same argument is valid if
f ∈ L2(Rd ).

6. Using Cauchy Schwarz and the fact that u → f for s ↓ 0 in L2

sense one obtains that E(u) is also continuous in 0.
7. In a Hilbert space the Riesz identification identifies the original

space with its dual.
8. This coincides for the case α = 1/2 (Poisson semigroup) with

a general result on strongly elliptic forms. See Robinson [32]
Proposition 3.6.

9. This boundary condition ensures that the average grey value is
maintained. Analogue to thermic isolation in heat physics.

10. One can show that such a limit always exist.
11. For the constant α in part 2. of (23) in the Poisson case, see

proof of Theorem 10.
12. Moreover if a function satisfies the mean value principle, then

it must be harmonic!
13. Notice that this function cannot be a scale space function.
14. f (a) = 1

τn Rn

∫
Ba,R

f (x) dx, a ∈ �, R > 0.
15. It is shown in Robinson [32] p. 49 that the Hilbert transform is

unbounded as an operator from L∞(R).
16. Physically, one could say that the potential field of a positive

charge and that of a mirrored negative charge cancel out along
s = 0.

17. It is sloppy to use �S(x̂, ŷ) = −δ(x̂ − ŷ) and apply Greens
second identity on � = R

d × R
+, but interesting enough the

result is the same.
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18. If restricted to the subspace of analytic signals the Cauchy op-
erator is an isometric isomorphism such that the non tangen-
tial limit lims↓0 Cg(·, s) = g(·) for all g ∈ H2(∂C+), cf. [16]
p. 113.

19. Actually, Sufficiently smooth should be replaced by analytic
vectors, see Appendix, but in order to avoid confusion with
analytic function this term is avoided.

20. In general inverse Laplace transformation can be done by using
the inversion formula

f (λ) = 1

2π i

∫ σ+i∞

σ−i∞
eλz[L( f )](z) dz

with σ such that L( f )(z) is analytic on �(z) ≥ σ . So, qs,α is in
fact the inverse Laplace transform of µ �→ e−sµα

.
21. Equation (52) corresponds to the scale invariance axiom,

Axiom 3.
22. One might think of using the Campbell-Baker-Hausdorff

formula, since the clifford product commutator is known.
23. Formally, we have s > 0 so �n is only defined for s > 0.

Therefore, use Schwarz reflection principle if necessary.
24. Substitute (z−2is) for z̄ in the expansion of w(|z|2) with respect

to |z|2 = zz̄.
25. From Stirling’s Formula q! = qq+(1/2)e−q

√
2π Eq (Eq → 1)

it follows that h(q) = 1
B(φ)e .

26. In general we have F(Sβ
α ) = F(Sα

β ), so the Fourier invariant
spaces are Sα

α . For example the Schwarz-Space, α = ∞.
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