
Citation: Bacanin, N.; Stoean C.;

Zivkovic, M.; Rakic, M.;

Strulak-Wójcikiewicz, R.; Stoean, R.

On the Benefits of Using

Metaheuristics in the

Hyperparameter Tuning of Deep

Learning Models for Energy Load

Forecasting. Energies 2023, 16, 1434.

https://doi.org/10.3390/en16031434

Academic Editor: Ahmed Abu-Siada

Received: 29 December 2022

Revised: 17 January 2023

Accepted: 27 January 2023

Published: 1 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

On the Benefits of Using Metaheuristics in the Hyperparameter
Tuning of Deep Learning Models for Energy Load Forecasting
Nebojsa Bacanin 1 , Catalin Stoean 2,* , Miodrag Zivkovic 1 , Miomir Rakic 1 , Roma Strulak-Wójcikiewicz 3

and Ruxandra Stoean 2

1 Faculty of Informatics and Computing, Singidunum University, Danijelova 32, 11010 Belgrade, Serbia
2 Department of Computer Science, University of Craiova, A.I.Cuza, 13, 200585 Craiova, Romania
3 Faculty of Economics and Transport Engineering, Maritime University of Szczecin, Wały Chrobrego 1/2,

70-500 Szczecin, Poland
* Correspondence: catalin.stoean@inf.ucv.ro; Tel.: +40-726-300-376

Abstract: An effective energy oversight represents a major concern throughout the world, and the
problem has become even more stringent recently. The prediction of energy load and consumption
depends on various factors such as temperature, plugged load, etc. The machine learning and deep
learning (DL) approaches developed in the last decade provide a very high level of accuracy for vari-
ous types of applications, including time-series forecasting. Accordingly, the number of prediction
models for this task is continuously growing. The current study does not only overview the most
recent and relevant DL for energy supply and demand, but it also emphasizes the fact that not many
recent methods use parameter tuning for enhancing the results. To fill the abovementioned gap, in
the research conducted for the purpose of this manuscript, a canonical and straightforward long
short-term memory (LSTM) DL model for electricity load is developed and tuned for multivariate
time-series forecasting. One open dataset from Europe is used as a benchmark, and the performance
of LSTM models for a one-step-ahead prediction is evaluated. Reported results can be used as a
benchmark for hybrid LSTM-optimization approaches for multivariate energy time-series forecasting
in power systems. The current work highlights that parameter tuning leads to better results when
using metaheuristics for this purpose in all cases: while grid search achieves a coefficient of deter-
mination (R2) of 0.9136, the metaheuristic that led to the worst result is still notably better with the
corresponding score of 0.9515.

Keywords: metaheuristic optimizers; deep learning; long short-term memory networks; energy load
prediction; time series

1. Introduction

According to the latest UN report “World Population Prospects 2022”, from 15 Novem-
ber, the Earth’s population has reached 8 billion people. According to the forecasts of the
UN Department of Economic and Social Affairs, the world population should increase
to 8.5 billion by 2030 and to 9.7 billion by 2050 [1]. Population growth, continued indus-
trialization, and urbanization will be key factors in the growth of energy demand in the
coming decades. The development of the economy of any country highly relies on its
energy resources, as well as its management [2]. This occurs because energy is necessary
for every type of industry and within every stage of development.

Given the current state of facts, it becomes crucial to create accurate models for
forecasting the power load since it is subsequently used as the basis for making adequate
decisions within the power management domain [3]. Predicting electricity demand is a
critical element for power sector planning and development as it helps to match the future
power demands of a variety of sectors consuming electricity. Power load forecasting is
critical in the capacity planning, scheduling, and maintenance of power systems, along
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with end-consumer awareness of observing their consumption pattern and bills in real
time [4]. Because of the growing deregulation of the energy market, it is more important
than ever for utility providers to produce stronger load forecasts. Electric energy storage
is either expensive, inefficient, or impracticable. Furthermore, the demand and supply of
power must always be balanced [3]. Consequently, good forecasting approaches for energy
demand are indispensable for power system governance which further involves efficient
resource management [2,5].

Various factors such as weather (e.g., temperature, wind, rain), consumer behavior,
plugged load, social and geographical factors, etc., more or less directly influence the quan-
tity of energy that is consumed in different areas [2]. Accordingly, since there are several
factors affecting the amount of used energy and due to the nonlinearity and uncertainty
of these different predictors, forecasting energy consumption represents a rather complex
task [6,7]. While the economical factors affect the consumption trend directly, the modifica-
tions concerning the weather induce a cyclical behavior in the time series. The identification
of sufficient and adequate information for a good time-series dataset for power load or
consumption prediction represents a challenge in the development of methods that would
achieve credible forecasts. Forecasting will be poor if there is insufficient information;
similarly, modeling will be difficult or even misleading if the information in the dataset is
irrelevant or redundant [8].

Most of the research in the literature is made for developing prediction approaches for
short-term (up to 1 day or at most 1 week) forecasting and fewer models are dedicated to
medium (several weeks and up to a few months) and long term (from a year to 10–20 years
ahead) [9]. On the other hand, many methods which do not perform suitably for mid-to-
long-term forecasting can work well for short-term forecasting by providing better results.
Before using predictive analysis, it is important to understand the limitations of each
method [10].

The purpose of this study is manifold. It proposes an overview of the most recent
employments of DL for energy forecasting in various ways (e.g., individual household
power consumption, building consumption, consumption of the economic sector, electricity
load for an energy market operator, etc.) which leads then to an effective oversight of
the produced and consumed energy, subsequently. The techniques are varied, ranging
from convolutional to recurrent architectures; however, they do not frequently use hyper-
parameter tuning. Then, the focus is set on the latest entries for power load forecasting,
which is a task that is later used in the current work as well. In this context, the second
part of the study is devoted to an exemplification of a real-world scenario of power load
forecasting using an optimally parameterized LSTM network. We do not aim to propose
a state-of-the-art DL model for this task, but, rather, to point that the quality of results
clearly improves when efforts are invested in fine-tuning the hyperparameters of the LSTM
via metaheuristics.

The article is structured as further described. The next section starts with an overview
of recent studies in energy forecasting, where all the presented methods are DL-based
and are examined under similar circumstances. The section continues with a subsection
dedicated only to recent models that studied the estimation of the power load, which is a
task further treated in the current work. Finally, the section closes with a short description of
the dataset that is used within it. Section 3 describes the methods that are later exemplified
in the experiments section. It presents the used LSTM as well as the various metaheuristics
that are utilized for hyperparameter tuning. Section 4 presents the results obtained from
the tried implementation and discusses their meaning. The final section concludes the
study and suggests new ideas for future work.

2. Materials and Methods

This section covers the state of the art in DL techniques for an efficient energy manage-
ment and presents an example of the employment of an optimized baseline LSTM network
for the prediction of electrical load.
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2.1. State of the Art

The state-of-the-art review is proposed in view of the latest applications of DL for the
energy market and is subsequently concentrated on power load forecasting, which will be
an example of DL performance and tuning in this field.

2.1.1. Overview of Recent Work in Energy Forecasting

Table 1 proposes a list of very recent publications that present DL-related models
applied for different forecasting tasks related to energy.

The different columns of the table show the main reference paper and the year of
publication, some of the methods presented (as mentioned, the focus is placed on those
related to DL), what type of tuning is used in each case, and the different metrics employed
in the comparative analyses in the indicated articles, as well as information on the datasets.
The last couple of columns refer to the time granularity and the period in which the dataset
was collected, as well as to its purpose and the location, where available. A reference to
the dataset is also provided for convenience within the last column where this is explicitly
given in the original article. The types of datasets vary from individual household power
consumption, edifices such as a train station or an academic building, to energy load from
industrial market operators that model the power demand in vast regions.

As can be observed from the list of methods presented in Table 1, LSTM (or variants
that involve the approach) is most often the method of choice, which seems rather natural,
since its recurrent nature represents one of the most appropriate options for time-series
forecasting [11]. Most of the time, the hyperparameter tuning is manually performed,
meaning that the authors try various values in a pre-experimental session and the results
are evaluated on validation data. The hyperparameter values that lead to the best results on
the validation set are then used on the test set. Similarly, the values can be discovered via
grid or random search on a validation set, or using another model, such as a metaheuristic,
a Bayesian optimization algorithm, or software dedicated for ML hyperparameter tuning
such as Optuna [12].

The next section is dedicated to an experiment that shows how a simple LSTM can
be employed for the specific problem of forecasting the power load, and that utilizes a
grid search and several metaheuristics for tuning some hyperparameters of the model.
Thus, besides achieving a review of the most recent DL models for prediction within
energy management, the current work attempts to underline the importance of tuning the
hyperparameters of the DL model for best performance.

Figure 1 illustrates the usual overview of the methodology used when employing an
ML or DL approach for time-series prediction in general and, in particular, for energy load
forecasting.

Data preparation can refer to various procedures. For instance, the dataset may consist
only of information regarding the power load; nevertheless, the future values do not
depend only on the preceding ones of the same kind. The temperature in the same period
influences, to a great extent, the values of the power load. In this sense, the existing dataset
may be enriched by adding another time series that refers to the weather temperature from
the same period, and the model will be multivariate by taking the information together into
account. Naturally, additional useful information in the form of time series may be included
into the existing data. Other data preparation procedures can target its preprocessing, such
as identifying missing values and deciding how to deal with them, either by filling the data
or erasing these entries completely, or dealing with outliers, etc.
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Table 1. Related work. The following abbreviations are used: Method—LSTM: long short-term
memory, CNN: convolutional neural network, GRU: gated recurrent unit, TCN: temporal convolu-
tional network, Bi-LSTM: bidirectional LSTM, edRVFL: ensemble deep random vector functional
link, CNN-Seq2Seq-Att: CNN with an attention-based sequence-to-sequence. Metrics—MSE: mean
squared error, RMSE: root mean squared error, MAE: mean absolute error, APE: absolute percentage
error, MAPE: mean APE, ND: normalized deviation, NRMSE: normalized root mean square error,
CV: coefficient of variance, FS: forecast skill, MASE: mean absolute scaled error, R2: coefficient of
determination, MAR: mean absolute residual.

Reference, Year Method Parameter Tuning Metrics Used Time Scale Dataset

Aleksei Mashlakov
et al. [13], 2021

DeepAR, DeepTCN,
LSTNet and DSANet Grid and manually ND, NRMSE Hourly, from 2012 to

2014

Electricity
consumption, wind

and solar power
generation,
Europe [14]

Tae-Young Kim and
Sung-Bae Cho [15],

2019
CNN-LSTM Manually MSE, RMSE, MAE,

MAPE

1 min units from
December 2006 to

November 2010, but
used hourly

Individual household
power consumption

from Sceaux,
France [16]

Nivethitha Somu
et al. [17], 2020 LSTM

Improved sine cosine
optimization

algorithm

MSE, RMSE, MAE,
MAPE

30 min interval, from
January 2017 to

October 2018

KReSIT academic
building energy

consumption data

Hanjiang Dong
et al. [18], 2023

Transformer Seq2Seq
Net, LSTM RNN,

GRU RNN

Manually, random
search RMSE, MAE, MAPE

Hourly, from January
2019 to December

2019

MFRED power
consumption records

of 390
apartments [19]

Dalil Hadjout
et al. [20], 2022

LSTM, GRU, TCN,
ensembles Grid and Manually MAPE, MAE, RMSE Monthly, from 2006

to 2019

Electricity
consumption of the
economic sector for

Algeria

Ruixin Lv et al. [21],
2022

LSTM, GRU,
Bi-LSTM, Bi-GRU Optuna [12] RMSE, MAE, MAPE,

APE

1 min units from 24
October 2021 to 30

January 2022, used in
15 min intervals

Heating load
prediction for a train

station building in
Tibet

Mohamed Aymane
Ahajjam et al. [22],

2022

ResNet, Omni-Scale
1D-CNN, LSTM,
InceptionTime

Manually MAPE, RMSE, CV, FS
30 min interval, from
summer 2020 to late

spring 2021

Electricity
consumption of 5

Moroccan
households,
MORED [23]

Ruobin Gao
et al. [24], 2022 edRVFL, LSTM

Bayesian
optimization

algorithm
RMSE, MASE

30 min interval, from
January, April, July,
and October 2020

Electricity load
forecasting from the
Australian Energy
Market Operator

Majed A.
Alotaibi [25], 2022 LSTM Manually R2, MAR

Hourly, 200
randomly chosen

readings

Load forecasting
modeling power

demand in Ontario,
Canada

Mosbah Aouad [26],
2022

CNN-Seq2Seq-Att,
CNN-Seq2Seq,

CNN-LSTM, DNN
Grid search MSE, RMSE, MAE

1 min units from 2006
to 2010, used by min,

hour, day, week

Individual household
power consumption

from Sceaux,
France [16]

Bibi Ibrahim
et al. [27], 2022 Bi-LSTM, GRU Manually R2, MSE, MAPE,

MAE
Hourly, from January
2016 to October 2019

Electricity demand
from the National
Dispatch Center of

Panama

The second important step in Figure 1 refers to the split of the dataset into training,
validation, and test sets, ML/DL model development, fine-tuning of the involved hy-
perparameters, and, finally, the choice of the model that will be trained on the data and
tested on the test set in the third step. The most often used method for splitting the data
into training, validation, and test considers the first approximately 60% of the data for
training, the next 20% for validation, and the final 20% for testing. The sizes of the splits
may differ, but the three splits have to follow a chronological order, which implies that
training is taken from the initial period and is followed by the validation and test. The
values for the hyperparameters of the approaches are usually fine-tuned on the training
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and validation data, and the best model is then used for the forecasting of the test subset,
which is previously unseen data (right section in Figure 1).

Parameter tuning 
& model selection

Time series
data 

preparation

Test
Validation
Training

Testing 

Test 
data

Generated 
model

Predicted 
output

Figure 1. Overview of the usual workflow dealing with time-series forecasting.

2.1.2. Electrical Power Load Forecasting Advancements

For an experimental demonstration of optimized DL architectures for electrical power
management, the current paper focuses on one particular problem formulation and dataset,
i.e., electrical power load forecasting. The literature entries with regard to this aspect are
herein reviewed with respect to the variables used and the techniques employed, as a
comparative background to our experiments.

A reliable estimation of the power load is important for an efficient cyclic process of
resource supply and consumption, without any waste. Meteorological (outside) conditions
and ambient (inside) characteristics can influence the power load fluctuations, and hence
they are typically exogenous predictors in the time-series forecasting task.

Several recent contributions to the task exemplified in the current work can thus be
found in the literature. In the study of [28], real-world power load time series is gathered
from a distribution company in Bangladesh, and meteorological data are taken from the
national weather department. LSTM, feedforward backpropagation and Elman neural
networks are employed for short-term prediction, having as exogenous variables power
factors and the temperature. The paper [29] presents the prediction of electric load through
an LSTM parameterized by a simplex approach. The dataset is also real and was taken
from a Chinese power company during the first months of the COVID-19 pandemic.
Additionally, COVID-19-related daily data were gathered, in terms of new and cumulative
deaths, cures, and confirmed and suspected cases. Another short-term load forecasting
model was proposed in [30], where this time a CNN was used to model data from a
Romanian power operator. Daily values for temperature were taken as exogenous data,
along with COVID-19 pandemic restrictions, the day of the week, the season, and the
presence of holidays. A very recent survey [31] brings an encompassing view on this task
by formulating the load forecasting problem and discussing the variables involved, the
lead times, the locations, and the open data sources. The machine learning approaches are
reviewed from multiple facets, including models, feature selection, and data augmentation.

As can be seen, it is also mostly the recurrent architecture of LSTM that is used as well
in the problem of the prediction of the electrical load from historical data accompanied
by exogenous variables. Nevertheless, the entries on the optimization of the architecture
are scarce. An optimal choice of the hyperparameters of the network makes a difference
in achieving a good performance. The current paper will therefore show, in what follows,
some options for parameterizing an LSTM on a real-world scenario of load forecasting.
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2.2. Example Dataset

The conducted research makes use of a collection constructed from two sources of
real-world data. The first source concerning hourly energy demand and generation is the
European association for the cooperation of transmission system operators for electricity
(ENTSO-E) portal. The second source related to weather data is the OpenWeather API.
Weather data cover hourly meteorological variables for Valencia, Spain. Energy data include
hourly information on the power generated using renewable energy for the same location.
Complete data sources are provided in [32]. The combined dataset is made of hourly data,
from 1 January 2015 to 28 December 2018, with a total of 35,065 data points.

To reduce computational demands, and improve the overall accuracy, the available
data were split and recombined into one more compact dataset that was utilized in this
research. The time frame that was taken for the experiments was between 1 June 2018
and 28 December 2018. In addition, as the combined dataset contains a large number of
features, attribute importance was examined in order to select the set of features that have
the greatest influence on the grid load.

The power load dataset obtained in the previous step thus covers data concerning
power-grid load. It contains data on the time of day and total actual power-grid load
(expressed in megawatts) needed for time-series forecasting alongside ambient temperature,
humidity, and wind speed. These meteorological variables were selected from the available
data since they present a significant influence on user habits. Ambient temperature control,
including heating and air conditioning, represents one of the key drivers of global electricity-
demand growth. Therefore, meteorological variables that contribute to a perceived need
for ambient temperature control were included in the prediction problem. However, it is
important to note that hourly prices were not included in this dataset. While user behaviors
influence power demand at an hourly level, and therefore affect the price of generation, the
change in price does not immediately affect users, since price adjustments happen annually
and through policy change.

3. Baseline Methods Used within Experiments

This section briefly introduces the baseline methods that were implemented and
utilized in the experiments. First, the description of the LSTM model is provided, followed
by the explanations of the six swarm intelligence metaheuristics that were employed to
tune the LSTM architecture.

3.1. Long Short-Term Memory

The main focus of the recent AI applications is represented by the ANNs, which
provide the firm ground for DL. These networks try to mimic the biological structure of the
human brain, with neurons and connections between them. During the training process, the
neural cells can obtain the correlations to their neighbors, allowing them to solve different
prediction problems. With respect to the type of problem that needs to be solved, there
are various sorts of ANNs, including shallow, deep, convolutional, and recurrent neural
networks [33].

The traditional neural networks can determine the output based on the current input,
without consideration of the previous inputs, which renders them useless for time-series
predictions. RNNs, on the other hand, can remember the previous input data, and LSTM is
additionally capable of retaining the long-term input data. The LSTM consists of a repeating
memory cell with three interacting layers, known as the forget gate, the input gate, and the
output gate. Gates represent the mechanism utilized to select which processing data will
be kept and which will be forgotten.

Data entering the LSTM model will first pass through the forget gate, which will
decide if this data should be released from the current state. The function of the forget gate
ft is obtained by Equation (1).

ft = σ(W f xt + U f ht−1 + b f ), (1)
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where ft denotes the forget gate, which is in the range [0, 1], as the function is defined by
the sigmoid expression σ. W f and U f are variable weight matrices and b f denotes the bias.
xt denotes the input data and ht−1 is the previous output.

During the next phase, data are passed to the input gate, which is described by
Equations (2) and (3). In Equation (2), it represents the output of the sigmoid function,
which specifies which data are to be stored within the memory cell. Wi, Ui, and bi are
parameters to be optimized.

it = σ(WiXt + Uiht−1 + bi) (2)

To obtain the entire result from the input gate, it is required to establish the potential
update vectors C̃t, which can be defined with Equation (3). This vector is within the
boundaries (−1, 1), as it represents the result of the tanh function.

C̃t = tanh(Wcxt + Ucht−1 + bc) (3)

To determine the final state at the output gate, it is required to perform calculations by
utilizing the potential values that need to be updated, according to Equation (4).

Ct = ft � Ct−1 + it � C̃t (4)

ft � Ct−1 represent the values that need to be discarded from the memory, while the novel
data that will be stored in the cell are given by it � C̃t.

The final output gate can be expressed as in Equation (5). The gate ot denotes the
sigma function, whose output is utilized in a product with the tanh on the cell state Ct, as
described by Equation (6).

ot = σ(Woxt + Uoht−1 + bo) (5)

ht = ot � tanh(Ct) (6)

LSTM models are famous for their superior performance level when it comes to time-
series forecasting, as can be seen from recent applications including stock prices [34,35],
petroleum production [36], medical diagnosis [37,38], and COVID-19 cases prediction [39,40],
to name only a few.

3.2. Metaheuristics

This subsection introduces the six renowned metaheuristics algorithms that are utilized
throughout the experiments to optimize the LSTM model. The selected methods are famous
optimizers, frequently used for solving a wide range of NP-hard assignments in the last
two decades with a significant success. All observed metaheuristics are implemented in
their original variants, with the default control parameter values, as proposed by their
respective authors in the initial papers.

Among recent successful applications of the population-based methods, the most
prominent include COVID-19 cases forecasting [41,42], cloud computing challenges [43–45],
cloud-edge computing [46], wireless sensor network optimization [47–50], feature selec-
tion [51–53], classification of MRI images and other medical solutions [54–56], optimization
problems [57,58], credit card fraud detection [59,60], pollution estimation [61], network
security [62,63], and also the general optimization of the different machine learning models,
including LSTM [64–67].

3.2.1. Genetic Algorithm

The genetic algorithm (GA) is a type of evolutionary metaheuristic that found inspira-
tion in the natural selection. The algorithm simulates the processes of selection, inheritance,
crossover, and mutation at the cellular level. A recent overview of the GA can be found
in [68].
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The individuals in the initial population have a set of properties which are alterable and
mutative. Based on the single fitness, parents are designated for producing the individuals
in the next generation.

Additionally, they can be crossed-over in pairs and exploit their advantages to create a
better one. Finally, the process of mutation can be applied to a single individual to alter its
previous properties for better fitness in the next generation.

3.2.2. Particle Swarm Optimization

Kennedy et al. suggested a metaheuristic optimization method and named it particle
swarm optimization (PSO) in the year 1995, incited by the flocking habits expressed by
birds and fish [69]. The particles, which are considered individuals in the population, act
as search agents. Their goal is to provide satisfactory solutions for discrete and continuous
optimization problems.

The collective experience is shared while seeking for the best solution, which consists
of the individual best experience and those of neighboring solutions. After the evaluation
of the gathered experiences, the next move is decided.

Initially, random velocities are given to each particle in the generated population,
which are represented as initial positions. The particles move over iterations and the best
position of each one is stored.

The velocity with which the particle moves is a sum of the weights for three com-
ponents: the old velocity, the velocity that leads in the direction of the currently best
determined individual, and the velocity towards the best individual attained by neighbor-
ing particles. {−→vi ← −→vi +

−→
U (0, φ1)

⊗
(−→pi −−→xi ) +

−→
U (0, φ2)

⊗
(−→pg −−→xi )

−→xi ← −→xi +
−→vi

(7)

where the
−→
U (0, φ1) shows a vector consisting of uniformly distributed random values

within the limits of 0 to φi, randomly produced during every round for all agents. The
⊗

represents the component-wise multiplication. Each component of vi is inside the range of
[−Vmax,+Vmax].

3.2.3. Artificial Bee Colony

Karaboga devised the artificial bee colony (ABC) algorithm [70], modeled after the
food-collecting behavior shown by bees in the colony. The ABC differentiates three varieties
of bees in the colony: workers, observers, and scouts, being utilized for guidance in respect
to exploration and exploitation. The colony is split into two sections, the first consisting
of the worker bees and the second formed by the observers. Workers are assigned to
execute the exploitation procedure of nourishment sources converted to candidate solutions.
Simultaneously, the observers identify the nourishment sources that are the most promising
for exploitation, based on the feedback received by the workers. If the individual sticks to
the food source that is not possible to enhance, that individual switches their role to scout
and begins the exploration procedure. The arbitrary starting set of individuals is produced
by utilizing Equation (8):

xi,j = lbj + rand(0, 1) ∗ (ubj − lbj), (8)

where the j-th component belonging to the i-th individual is marked with xi,j, and lower
and upper limits are given by ubj and lbj for component j.

Equation (9) models the process where every worker bee discovers a novel nourish-
ment source within its proximity in every round of execution.

vi,j =

{
xi,j + φ ∗ (xi,j − xk,j), Rj < MR
xi,j, otherwise

, (9)
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where xi,j gives the j-th component of the former solution i, xk,j describes the j-th component
that belongs to the solution’s neighbor k, and parameter φ denotes an arbitrary number
inside interval (0, 1), while the modifying rate is given as MR, representing the suboptimal
converging control value.

When the solution is discovered in the proximity, the fitness value is determined with
respect to the former solution. If the fitness of the novel solution is more suitable, it is
stored within the population.

After completing the intensification procedure, workers will give feedback to the
observers about the nourishment level of quality. The observers will make a decision over
a source i with the probability correlated to the fitness, as defined by Equation (10):

pi =
f iti

∑m
j=1 f itj

, (10)

where pi represents the likelihood that the nourishment source i will be selected, when the
total count of nourishment sources is given by m, while the fitness value is denoted by f it.

Equation (10) determines the higher amount of observers that are attracted to the
quality nourishment sources. After determining the latest best source of food, observers
will continue to seek other fine nourishment sources in the proximity, as described by
Equation (9). If the worker abandons the source that cannot be enhanced and changes into
the scout unit, that source is removed, and a novel source is produced. The control variable
that determines if the source should be deserted is given as limit.

3.2.4. Firefly Algorithm

Yang proposed the firefly algorithm (FA) [71] that was inspired by the swarming
properties exhibited by fireflies, which they use to communicate among themselves. The
fireflies communicate by utilizing the bioluminescence treat, referring to their natural
property to radiate light. The specimens communicate with respect to the light’s magnitude,
as the individuals that emit less intense light tend to move in the direction of the more bright
fireflies. The fireflies are observed as unisex organisms; consequently, the gender does not
affect communication. The attractiveness property is used to quantify the brightness of
each unit. In case several fireflies have the same attractiveness, random movement will be
chosen. The objective function that is tuned influences the volume of light radiated by the
single insect.

As stated above, the fitness function is modeled by manipulating the brightness and
attractiveness of the fireflies. The majority of the FA variants use the brightness values
provided by the fitness function. For the minimization task, the following Equation (11)
is utilized:

I(x) =

{
1

f (x) , if f (x) > 0

1+ | f (x) | , otherwise
, (11)

where I(x) determines the attractiveness, while f (x) denotes the value of the fitness
function at position x. To reflect the physical properties of light, where the intensity fades
with the increase in distance from the source, the attractiveness also decreases at larger
distances, as shown by Equation (12).

I(r) =
I0

1 + γr2 , (12)

where I(r) gives the volume of light at range r, assuming that the intensity at the origin
is represented by I0. Additionally, to reflect the effect of absorption of light by surround-
ing objects, parameter γ is introduced to model the absorption coefficient. This prop-
erty is mathematically modeled by using the Gaussian form that outlines the effect with
Equation (13).

I(r) = I0 · e−γr2
(13)
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The attractiveness β of the fireflies in the flock changes with respect to the light volume
emitted by the individual, taking into account also the range between the insects, as defined
by Equation (14).

β(r) = β0 · e−γr2
(14)

where the β0 value denominates the attractiveness level of the firefly at range r = 0. It
should be noted that the majority of FA applications do not use Equation (14) directly, but
recommend using Equation (15) instead.

β(r) =
β0

1 + γr2 (15)

Equation (16) describes the search for the i-th random firefly that moves into the
direction of j—representing the firefly that emits more intense light, by step of t + 1 in
every round. The randomization parameter is given by α, while κ is an arbitrary value from
the Gaussian distribution. The range among two insects i and j is given by ri,j. Exhaustive
simulations have shown that the FA attains the best level of performance with values of
[0, 1] and 1 for the α and β0 parameters.

xt+1
i = xt

i + β0 · e
−γr2

i,j(xt
j − xt

i ) + αt(κ − 0.5) (16)

Finally, Equation (17) is used to calculate the Cartesian distance ri,j, where the number
of particular problem dimensions is represented by D.

ri,j = ||xi − xj|| =

√√√√ D

∑
k=1

(xi,k − xj,k)2 (17)

3.2.5. Bat Algorithm

Bats are very interesting animals in nature. This animal is the only winged mammal
and it possesses an advanced echolocation ability as well. The echolocation behavior of
bats should be correlated to the objective function that is required to be tuned, making
it suitable for creating a metaheuristic solution called the bat algorithm (BA) [72]. The
solution is formulated by multiple factors that influence the way bats move. Firstly, every
unit from the population flies at random velocity Vi towards the position, which is the
solution xi in this case. The frequency varies on wavelength and loudness. During its hunt,
a bat has varying frequency, loudness, and pulse emission rate. The intensification of the
search is performed by random walk. The criteria need to be set, after which it is decided
that the best possible results are achieved. The tuning of the exploitation and exploration
phases is controlled through the parameters of the algorithm.

To keep the algorithm simple, the following approximations or idealized guidelines
were employed:

• All units utilize the echolocation to feel the distance, and they can also differentiate
betwixt the target prey and surrounding structures.

• Even though the loudness can be varied in numerous ways, it is assumed that it differs,
starting with a large (positive) A0 to the minimal value of Amin.

The current solution is marked by xt−1
i , and the novel, adjusted location during round

t of the i-th solution is represented by xt
i . It is computed as in Equation (18). The velocity is

denoted by vt
i .

xt
i = xt−1

i + vt
i (18)

The speed of the bat at iteration t can be attained by Equation (19).

vt
i = vt−1

i + (xt−1
i − x∗) fi, (19)
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where the most recent global best location is marked by x∗, while fi describes the frequency
level utilized by the i-th individual.

The frequency used by the individual is uniformly taken from the specified inter-
val bounded by the minimum and maximum frequencies, and it can be obtained in the
following way:

fi = fmin + ( fmax − fmin)β, (20)

where fmin and fmax represent the minimum and maximum frequencies, while the β value
is an arbitrary number, β ∈ [0, 1].

The random walk is used to modify the most recent best individual, directing the
algorithm’s exploitation procedure, that can be formulated as presented in Equation (21).

xnew = xold + εAt, (21)

where the mean loudness value of the entire population is represented by At, while ε
denotes a scaling parameter produced as an arbitrary number in the range [0, 1].

When the target prey has been discovered by the bats, they will update the loudness
with respect to Equation (22).

At
i = αAt−1

i , rt
i = r0

i [1− exp(−γt)] (22)

At
i → 0, rt

i → r0
i , while t→ ∞,

where At
i denotes the loudness level of the i-th individual, during round t, while r represents

the pulse-emitting rate. The parameters α and γ are fixed values.

3.2.6. Sine Cosine Algorithm

The sine cosine algorithm (SCA) was suggested by Mirjalili [73]. Standardly, population-
based optimization methods begin the tuning procedure with a collection of arbitrary
options. This arbitrary set is assessed repetitively by the objective function enhanced by
the series of regulations that represent the kernel of the tuning method.

Regardless of the differences among the formulas utilized in the stochastic population-
based algorithms, the tuning task is separated into two procedures: exploration and
exploitation. During exploration, the metaheuristic integrates the random services in
the collection of individuals quickly by applying a high level of randomness, aiming
to determine the auspicious areas of the entire search realm. During the exploitation
procedure, nevertheless, there are steady modifications in the arbitrary remedies, and also
arbitrary perturbations are significantly lower than compared to the expedition stage. The
search is defined by Equation (23).

Xt+1
i =

{
Xt

i + r1 × sin(r2)× |r3Pt
i − Xt

i | r4 < 0.5
Xt

i + r1 × cos(r2)× |r3Pt
i − Xt

ii
| r4 ≥ 0.5

(23)

where Xt
i represents the setting of the observed individual in the i-th measurement within

the t-th model, r1, r2, and r3 are arbitrary control variables, Pi is placement of the location
factor in i-th dimension, and || shows the absolute value.

As the above equations reveal, there are four primary specifications in SCA: r1, r2, r3,
and r4. The parameter r1 determines the following setting regions (or motion direction) that
can be either in the area between the individual and destination or outside it. The criterion r2
specifies exactly how far the activity needs to be towards or outwards from the destination.
The specification r3 offers arbitrary weights for location, aiming to emphasize (r3 > 1)
in a stochastic fashion, or play down (r3 < 1) the result of desalination in specifying the
distance. Ultimately, the specification r4 equally changes in between the two components
in Equation (23). As a result of using basic trigonometrical functions in this metaheuristic,
the algorithm was named sine cosine algorithm (SCA).
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The cyclic patterns of trigonometrical functions permit a service to be repositioned
around an additional remedy. This can ensure the exploitation of the area located betwixt
two options. For checking out the search area, the individuals need to be also capable of
browsing externally in the area between their equivalent locations. This can be attained by
transforming the series of the sine and cosine features.

4. Results

The observed dataset described previously was divided into training, validation, and
test subsets (70%, 10%, and 20%), and multivariate time-series forecasting was performed
by utilizing the tuned LSTM network. The dataset visualization is shown in Figure 2.
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Figure 2. The visual representation of the used dataset. The training, validation, and test sets are
highlighted using different colors.

All six observed metaheuristic algorithms were assigned to determine the optimal
set of hyperparameters for the LSTM model inside a collection of empirically established
boundaries. The LSTM models were developed in Python by utilizing the Keras and
TensorFlow 2.0 libraries. The hyperparameters that were subjected to the tuning process,
together with their respective search boundaries, are, namely,

• count of neurons [100, 200];
• learning rate [0.0001, 0.01];
• training epochs’ count [300, 600];
• dropout [0.001, 0.01].

The recurrent dropout was fixed to 0.01. Additionally, the early stopping criteria
was utilized in the following way. If the results were not improved for epochs

3 rounds,
training would halt to avoid overfitting. The metaheuristics were initialized with a starting
population size of four units and the tuning process was executed in five rounds (iterations),
across five independent runs. Finally, the metaheuristic-tuned LSTM was referred to by
adding the LSTM suffix to help with the clarity of the presented experimental outcomes
(for example, LSTM-FA denotes LSTM model tuned by FA algorithm). It is noted that
a relatively low number of individuals in population, iterations, and runtime was used
because experiments need computational power.

The training of an LSTM is very resource-intensive, and the graphical processing unit
(GPU) that supports the CUDA technology is needed in order to finish training in a reason-
able amount of time. By adding the LSTM layer, the training process requirements grow
exponentially. Therefore, it should be noted that this research employs a relatively simple
network structure with only one LSTM layer that can be trained relatively inexpensively,
yet obtaining satisfying performance.

The results of each LSTM network are evaluated by utilizing a standard set of metrics
(which are largely used in similar works, as seen in Table 1), that includes the mean squared
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error (MSE)—Equation (24), root mean squared error (RMSE)—Equation (25), mean absolute
error (MAE)—Equation (27), and the coefficient of determination (R2)—Equation (27).

MSE =
1
N

N

∑
i=1

(ŷi − yi)
2 (24)

RMSE =

√√√√ 1
N

N

∑
i=1

(ŷi − yi)
2 (25)

MAE =
1
N

N

∑
i=1
|ŷi − yi| (26)

R2 = 1− ∑n
i =1 (yi − ŷi)

2

∑n
i =1 (yi − ȳ)2 , (27)

where yi and ŷi represent the vectors containing the observed set of values and the predicted
ones, both having the size N. This research utilizes MSE as the objective function with the
goal to minimize it.

In all tables that contain the results, the best outcome for each category is marked in
bold. Table 2 presents the experimental outcomes in terms of objective function indicators
for the best, worst, mean, and median run, as well as the standard deviation and variance
throughout five independent runs. As can be observed from Table 2, the LSTM-FA achieved
the best result, while the LSTM-SCA scored the best value for the metric denoting the worst
run. The best mean and median values were achieved by the LSTM-GA algorithm.

Table 2. Overall metrics for objective function. Best results are written in bold.

Method Best Worst Mean Median Std Var

LSTM-GA 0.002254 0.002336 0.002287 0.002279 3.01 × 10−5 9.05 × 10−10

LSTM-PSO 0.002304 0.002431 0.002364 0.002360 5.23 × 10−5 2.73 × 10−9

LSTM-ABC 0.002259 0.002392 0.002331 0.002335 4.82 × 10−5 2.32 × 10−9

LSTM-FA 0.002182 0.002426 0.002315 0.002326 9.57 × 10−5 9.16 × 10−9

LSTM-BA 0.002302 0.002515 0.002369 0.002329 8.51 × 10−5 7.24 × 10−9

LSTM-SCA 0.002302 0.002335 0.002319 0.002319 1.19 × 10−5 1.42 × 10−10

Tables 3 and 4 show the normalized and denormalized metrics of one-step-ahead
estimations, for the best runs of all six observed models. The LSTM-FA was superior in
terms of all observed metrics (MSE—the objective function, R2, MAE, and RMSE). Lastly,
Table 5 shows the best hyperparameter values established by each one of the six observed
metaheuristic algorithms.

Table 3. Normalized metrics for one-step-ahead predictions. Best results are written in bold.

Method R2 MAE MSE RMSE

LSTM-GA 0.952567 0.036396 0.002254 0.047475
LSTM-PSO 0.951516 0.036617 0.002304 0.047998
LSTM-ABC 0.952452 0.036990 0.002259 0.047533
LSTM-FA 0.954082 0.036149 0.002182 0.046711
LSTM-BA 0.951545 0.036855 0.002302 0.047984

LSTM-SCA 0.951550 0.036639 0.002302 0.047982
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Table 4. Denormalized metrics for one-step-ahead predictions. Best results are written in bold.

Method R2 MAE MSE RMSE

LSTM-GA 0.952567 819.429950 1,142,449.879411 1068.854471
LSTM-PSO 0.951516 824.388429 1,167,766.517877 1080.632462
LSTM-ABC 0.952452 832.800399 1,145,217.749855 1070.148471
LSTM-FA 0.954082 813.859923 1,105,974.502970 1051.653224
LSTM-BA 0.951545 829.748974 1,167,073.215332 1080.311629

LSTM-SCA 0.951550 824.885492 1,166,963.126895 1080.260675

Table 5. The best LSTM determined hyperparameters by each algorithm.

Method Neurons Learning Rate Epochs Dropout

LSTM-GA 163.000000 0.010000 464.000000 0.004250
LSTM-PSO 171.000000 0.010000 390.000000 0.010000
LSTM-ABC 114.000000 0.007583 484.000000 0.001305
LSTM-FA 200.000000 0.010000 496.431039 0.002726
LSTM-BA 100.000000 0.010000 434.000000 0.010000

LSTM-SCA 151.000000 0.004171 438.000000 0.006704

The visualizations of the executed experiments are shown in Figures 3 and 4, and
outline the following for the objective function (MSE) and R2 indicator: the convergence
graphs for the best run, box plots and violin plots for the objective function distribution
over five runs, and swarm plot for population diversity in the last iteration of the best run.
From the swarm plots, it is interesting to note that the ABC exhibits the highest diversity
in the last round, while all solutions of the FA metaheuristic are concentrated around the
best subset of the search space. This behavior is expected because the ABC uses the limit
parameter that ensures high population diversity on the whole, while, at the other end, the
FA exhibits strong exploitation towards the current best solution.
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Figure 3. Visualizations of the executed LSTM experiments for all 6 algorithms in terms of conver-
gence, box plot, violin diagrams, and swarm diversity diagrams for the objective function (MSE).
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Figure 4. Visualizations of the executed LSTM experiments for all 6 algorithms in terms of conver-
gence, box plot, violin diagrams, and swarm diversity diagrams for the R2 indicator.

Figure 5 shows the kernel distribution estimation (KDE) plots for both the objective
function (MSE) and R2, depicting the probability density function. These plots present the
distribution of the results of the runs, and it can be noted that all run results come from the
normal distribution, which proves that all metaheuristics exhibit relatively stable behavior
throughout different runs.
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Figure 5. Visualizations of the kernel distribution estimation plots for both the objective function
(MSE) and R2.

Finally, the visualizations of the best forecasts of the results determined by the best-
generated LSTM network by all six metaheuristics are shown in Figure 6. It can be noted
that the LSTM model produced by the FA algorithm achieved the best predictions of the
observed power load time series.
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Figure 6. The best predictions by the LSTM model determined by each observed metaheuristic.

Additionally, in order to make sure that the very-resource-intensive LSTM tuning by
using metaheuristics is worthwhile, an experiment with its variable setting by employing
a simple grid search was also conducted, and the same LSTM hyperparameters were
used. The search space boundaries for each hyperparameter (shown at the beginning of
Section 4) are divided into 10 subsets, e.g., the number of neurons used for the grid search
consists of the following values [110, 120, 130, ..., 200]. The best-performing LSTM structure
generated by grid search obtained the MSE value of 0.002665 and an R2 of 0.913574, which
are substantially worse than the results of any metaheuristic included in analysis that were
generated in the worst run.

Best Model Interpretation Using Explainable AI

The possibility to explain the behavior exhibited by an ML model is vital to compre-
hend the process that is modeled and the obtained results. In order to explain the LSTM
model that achieved the best level of performance on the power load dataset, the advanced
explainable AI method Shapley additive explanations (SHAP) was employed. The SHAP
procedure successfully evades the balancing betwixt the accuracy and the possibility to
interpret the results, by providing a straightforward and relevant interpretation of the
obtained LSTM predictions. SHAP relies on Shapley values, inspired by game theory, that
represent the feature importance metric, providing an insight into what attributes have the
largest influence on the predictions [74].

Simply said, Shapley values denote a set of distributed payouts between players that
work together (representing the features) with respect to their contributions to the joint
payout (denoting the prediction). Consequently, the SHAP method allocates to each feature
an additional metric—the importance, that measures the contribution of that feature to the
specific prediction, by calculating the impact of the model’s prediction in comparison to
the prediction if that particular feature was set to a baseline value.

The best-performing LSTM model obtained from experiments (LSTM-FA) was taken
and Shapley values were calculated. To observe the influence of each predictor on the
final output in the testing set, SHAP summary plots for all features with and without the
target variable, which was also used as predictor, were created and are shown in Figure 7.
Summary plots in the form of bars (first row in the figure) represent the relative importance
of each feature, calculated by taking the average absolute value of the SHAP values. Plots
shown in the second row of the figure depict the influence that each observation has on the
target variable (power-grid load).
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Figure 7. SHAP summary plots for the testing set based on the LSTM-FA tuned model.

From Figure 7, some important conclusions can be observed. First, the feature that has
the most relative importance on the target is the power-grid load in the past period, in this
case in the previous h. Secondly, the second most influential predictor is the temperature
and, from the summary plots per each observation, it can be clearly noted that with the
increase of temperature for most observations, the power-grid load is also increasing.
This implication is logical because it is generally hot in Spain and people are using air
conditioning systems for cooling that use a lot of electricity. Similar conclusions can be made
for humidity and wind speed predictors on the total power-grid load (energy consumption).

5. Conclusions

Some of the most recent DL architectures for energy modeling, in general, are reviewed,
with an emphasis on energy load prediction. Although there exist recent shallow ML
approaches for energy forecasting, the supremacy of the DL-based models is generally
acknowledged. The models are assessed from several facets, and one of them refers to
whether hyperparameter tuning was used or not in previous works. When not specifically
mentioned whether the hyperparameters were tuned via a specific method and their values
were simply provided, it is assumed that manual tuning was performed.

As many of the recent research works made in this area do not use any dedicated
tool or method for parameter tuning, a straightforward experiment was assembled herein
that evaluates the necessity and adequacy of employing a specific tool for this task, e.g., a
metaheuristic. As a counterpart, a grid search is used for tuning the same hyperparameters.
A simple LSTM architecture to allow numerous simulations in a relatively short time was
used. The overall results indicate that FA led to the best results out of the entire set of used
heuristics, although the differences in the outputs are very small. Nevertheless, the results
obtained when using any of the six metaheuristics for parameter tuning led to results
notably better than when grid search was used for the same purpose. While it is true that
DL is rarely a fast procedure, it is shown that even with an economical metaheuristic (e.g.,
a population of only four individuals evolved over five iterations), the results are improved
to a great extent and, when possible, the integration of such supplementary mechanism
pays off.

The goal of the current experiment was not to propose the most appropriate model for
the problem at hand, but rather to demonstrate that hyperparameter tuning via metaheuris-
tics leads to considerably better results. More complex DL approaches, such as bidirectional
LSTM (BiLSTM) or gated recurrent units (GRUs), would probably improve the results, espe-
cially if properly tuned. Still, the results that are presented in the current work can be used
for comparative studies in the future, as obtained from baseline approaches. We conclude
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by recommending the use of metaheuristics for the hyperparameters of the DL models
since these generally lead to better-tailored models and, consequently, to improved results.
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