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Abstract

Let α > 0 not be an integer. In papers published in 1913 and 1938,
S. N. Bernstein established the limit

Λ∗
∞,α = lim

n→∞
nαEn [|x|α ;L∞ [−1, 1]] .

Here En [|x|α ;L∞ [−1, 1]] denotes the error in best uniform approx-
imation of |x|α on [−1, 1] by polynomials of degree ≤ n. Bernstein
proved that Λ∗

∞,α is itself the error in best uniform approximation of
|x|α by entire functions of exponential type at most 1, on the whole
real line. We prove that the best approximating entire function is
unique, and satisfies an alternation property. We show that the scaled
polynomials of best approximation converge to this unique entire func-
tion. We derive a representation for Λ∗

α,∞, as well as its Lp analogue
for 1 ≤ p < ∞.
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1 Introduction

Let α > 0 be not an even integer. In papers published in 1913 and 1938,
S. N. Bernstein [2], [3] established the limit

Λ∗
∞,α = lim

n→∞
nαEn [|x|α ;L∞ [−1, 1]] ,

where
En [f ;Lp [a, b]] = inf

{

‖f − P‖Lp[a,b] : deg (P ) ≤ n
}

denotes the error in best Lp approximation of a function f on [a, b] by polyno-
mials of degree ≤ n. The most studied case of this limit is α = 1. Bernstein’s
first proof for this case was in the 1913 paper, and was long and difficult.
Later he obtained a much simpler proof, for all α, involving dilations of the
interval, making essential use of the homogeneity of |x|α, namely that for
λ > 0,

|λx|α = λα |x|α .
This enabled Bernstein to relate the error in approximation on [−λ, λ] to
that on [−1, 1]. It also yielded a formulation of the limit as the error in
approximation on the whole real axis by entire functions of exponential type,
namely

Λ∗
∞,α

= inf
{

‖ |x|α − f (x) ‖L∞(R) : f is entire of exponential type ≤ 1
}

.

Recall here that f is of exponential type A ≥ 0 means that for each ε > 0,
and for |z| large enough,

|f (z)| ≤ exp (|z| (A+ ε)) .

Moreover, A is the smallest number with this property. This formula was ex-
tended to Lp by Raitsin [25]. We reproduce a variant of Bernstein’s argument
in Section 8 below. Bernstein also showed that [3], [5, p. 194]

|sinαπ|Γ (2α)

(

1 − 1

2α− 1

)

< Λ∗
∞,α <

|sinαπ|
π

Γ (2α) .

However, Bernstein did not establish uniqueness of the entire function
attaining the inf, nor characterize it. Bernstein did not determine the value
of Λ∗

α,∞, but speculated that

Λ∗
∞,1 = lim

n→∞
nEn [|x| ;L∞ [−1, 1]] =

1

2
√
π

= 0.28209 47917 . . . .
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Some 70 years later, this was disproved by Varga and Carpenter [34], [33]
using high precision scientific computation. They showed that

Λ∗
∞,1 = 0.28016 94990 . . .

They also showed numerically that the normalized error 2nE2n[|x|; L∞[−1, 1]]
should admit an asymptotic expansion in negative powers of n. Further nu-
merical explorations for approximation of |x|α have been provided by Varga
and Carpenter [5]. Their crucial numerical work pointed the direction for
analytic investigations into a number of classical approximation problems.

Surprisingly, the much deeper analogous problem of rational approxima-
tion has already been solved, by H. Stahl in a series of seminal papers [27],
[28], [29]. He proved, using sophisticated methods of potential theory and
other complex analytic tools, that

lim
n→∞

eπ
√

nRn [|x| ;L∞[−1, 1]] = 8,

where Rn [|x| ;L∞[−1, 1]] denotes the error in best L∞ approximation of |x|
on [−1, 1] by rational functions with numerator and denominator degree ≤ n.
Later [29], he extended this to |x|α, establishing

lim
n→∞

eπ
√

αnRn [|x|α ;L∞[−1, 1]] = 41+α/2
∣

∣

∣
sin

πα

2

∣

∣

∣
.

Although Λ∗
α,∞ is not known explicitly, the ideas of Bernstein have been

refined, and greatly extended. M. Ganzburg has shown limit relations of this
type for large classes of functions, in one and several variables, even when
weighted norms are involved [9], [10]. He and others such as Nikolskii and
Raitsin have considered not only uniform, but also Lp norms. It is known
[10] that for 1 ≤ p ≤ ∞, there exists

Λ∗
p,α = lim

n→∞
nα+ 1

pEn[|x|α ;Lp [−1, 1]].

In particular, Nikolskii [23] proved that at least for odd integers α,

Λ∗
1,α =

∣

∣sin απ
2

∣

∣

π
8Γ (α + 1)

∞
∑

k=0

(−1)k (2k + 1)−α−2 .

He also established an integral representation valid for all α > −1, and
Bernstein later noted that this implies the above series representation for all
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α > −1. Raitsin [26] proved that for α > − 1
2
,

Λ∗
2,α =

∣

∣sin απ
2

∣

∣

π
2Γ (α + 1)

√

π/ (2α + 1).

These are the only known explicit values of Λ∗
p,α.

Vasiliev [32] extended Bernstein’s results in another direction, replac-
ing the interval [−1, 1] by fairly general compact sets. Totik [31] has put
Vasiliev’s results in final form, using sophisticated estimates for harmonic
measures. For example, if K is a compact set containing 0 in its interior,
then the Vasiliev-Totik result has the form

lim
n→∞

nαEn [|x|α ;L∞ (K)] = (πωK (0))−α Λ∗
∞,α,

where ωK denotes the equilibrium density of the set K (in the sense of classi-
cal potential theory). The Bernstein constant continues to attract attention:
for example it is discussed in the recent book of Finch on mathematical
constants [8, p. 257 ff.] in different branches of mathematics.

In this paper, we prove:

Theorem 1.1. Let 1 ≤ p ≤ ∞ and α > − 1
p
, not an even integer. For n ≥ 1,

let P ∗
ndenote the unique polynomial of degree ≤ n that best approximates |x|α

in the Lp [−1, 1] norm, so that

‖ |x|α − P ∗
n‖Lp[−1,1] = inf

deg(P )≤n
‖ |x|α − P‖Lp[−1,1]. (1.1)

Then uniformly in compact subsets of C,

lim
n→∞

nαP ∗
n (z/n) = H∗ (z) , (1.2)

where H∗ is an entire function of exponential type 1 satisfying

‖ |x|α −H∗ (x) ‖Lp(R) = inf ‖ |x|α − f (x) ‖Lp(R), (1.3)

the inf being taken over all functions f that are entire of exponential type
≤ 1.

The scaled asymptotics for P ∗
n are new for all α and all 1 ≤ p ≤ ∞.

Concerning H∗, we prove that it is the unique best approximant:
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Theorem 1.2. Let 1 ≤ p ≤ ∞ and α > − 1
p
, not an even integer. There

is exactly one entire function H∗, of exponential type ≤ 1, satisfying (1.3).
Moreover, the function H∗ is even.
(a) If 1 ≤ p <∞, H∗ is characterized by the conditions that

‖ |x|α −H∗ (x) ‖Lp(R) <∞ (1.4)

and
∫ ∞

−∞
||x|α −H∗ (x)|p−1

sign (|x|α −H∗ (x)) f (x) dx = 0 (1.5)

for all entire functions f that are of exponential type ≤ 1, and that satisfy
f|R ∈ Lp (R).
(b) If p = ∞, there exist alternation points

0 = y∗0 < y∗1 < y∗2 < · · · (1.6)

with
y∗j ∈ [(j − 1)π, jπ] , j ≥ 1, (1.7)

and for j ≥ 0,

∣

∣y∗j
∣

∣

α −H∗ (±y∗j
)

= (−1)j+α/2‖ |x|α −H (x) ‖L∞(R), (1.8)

where α/2 is the least integer exceeding α/2.

Remarks
(a) The uniqueness in Theorem 1.2 is new for p = ∞, and is probably the
most delicate result in this paper. There are very few results on uniqueness
of best approximating entire functions of exponential type in the uniform
norm. The most powerful is that due to Achieser [1], though it is in a more
general setting. In our context, it requires that the alternation points are the
zeros of an entire function Ω (z) such that

lim
y→∞

ye2y

Ω (iy)
= 0.

This limit apparently fails in our case. Achieser also proved a characterization
under this limit, but the author does not know of even a bounded function
on the real line for which it applies. In Achieser’s context, it was applied to
a different type of extremal problem.
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(b) Note that we do not have a complete characterization in the uniform norm
at present – we established that the best approximant satisfies an alternation
theorem, but did not prove that the alternation conditions characterize H∗.
We believe that together with the condition

‖ |x|α −H∗ (x) ‖L∞(R) <∞
they do. The only proper L∞ characterization for approximation by entire
functions that the author could find is due to Achieser [1], but again requires
that limit that fails in our case.
(c) For p <∞, the characterization above is known, and follows easily from
results in Timan’s book [30, p. 84]. The uniqueness for p > 1 is also then a
simple consequence of the equality case of Hölder’s inequality. The unique-
ness for p = 1 is more delicate, and the author thanks M. Ganzburg for
pointing out how to correct an oversight in the author’s original proof of
this.

We also prove a representation for the function H∗ in Theorem 1.1, and
a representation for Λ∗

α,p:

Theorem 1.3. Let 1 ≤ p ≤ ∞ and α > − 1
p
, not an even integer.

(a) For Im (z) 6= 0, the function H∗ admits the representation

(z sign (Re z))α −H∗ (z) = −sin α
2
π

π
F ∗ (z)

∫ ∞

−∞

|s|α+1

s2 + z2

ds

F ∗ (is)
, (1.9)

where

F ∗ (z) =

∞
∏

j=1

(

1 −
(

z/x∗j
)2
)

, (1.10)

with
0 < x∗1 < x∗2 < x∗3 < · · · ,

x∗j ∈
[(

j − 3

2

)

π,

(

j − 1

2

)

π

]

, j ≥ 2. (1.11)

(b) If p <∞,

Λ∗
p ,α = lim

n→∞
nα+ 1

pEn[|x|α ;Lp [−1, 1]]

=

∣

∣sin α
2
π
∣

∣

π

(

∫ ∞

−∞

∣

∣

∣

∣

∣

F ∗ (x)

∫ ∞

−∞

|s|α+1

s2 + x2

ds

F ∗ (is)

∣

∣

∣

∣

∣

p

dx

)1/p

. (1.12)
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(c) If p = ∞,

Λ∗
∞,α = lim

n→∞
nαEn[|x|α ;L∞ [−1, 1]]

=

∣

∣sin α
2
π
∣

∣

π

∫ ∞

−∞

|s|α−1

F ∗ (is)
ds. (1.13)

Remarks
(a) The representations for H∗ and Λ∗

p,α are new, although as we noted,
explicit formulae are available for Λ∗

p,α when p = 1 and p = 2. In the case
p = 1, F ∗ (z) = cos (z), and [10, p. 197]

H∗ (z) = cos z

{

P (z) + 2z`
∞
∑

j=1

(−1)j ((j − 1
2

)

π
)α−`+1

z2 −
((

j − 1
2

)

π
)2

}

,

where ` is the (unique) even integer in (α− 1, α + 1], and P is an explicitly
given polynomial of degree ≤ `− 2. An interpolation series of this type can
also be given for the case p = ∞, though it is not fully explicit [21]. In the
case p = 2, M. Ganzburg informed the author that an explicit formula can
be derived from the orthogonality (1.5) and Paley-Wiener theory:

H∗ (z) = −2 sin απ
2

π
Γ (α + 1)

∞
∑

k=0

(−1)k x2k

(2k − α) (2k)!
.

An alternative representation involving the Bessel kernel is also possible for
p = 2 [21].
(b) Some of these results were announced in [20].
(c) One can show that for fixed p, the jth zero xj of F ∗ is a monotone
increasing function of α. In the case p = ∞, one can show that F ∗ is
different for different α.
(d) The representation (1.9) may seem strange. However, it reflects the fact
that the right-hand side of (1.9) is an even function of z, as is H∗. For
Re (z) > 0, the left-hand side is zα−H∗ (z), and for Re (z) < 0, the left-hand
side is (−z)α −H∗ (z).

We shall prove the theorems above by the standard transformation x →
x2 of [0, 1], approximating xα on [0, 1] instead of |x|2α on [−1, 1]. The the-
orems above, in the transformed case, and with more detail, are given in
Section 3, together with the organization of this paper. In the next section,
we list our notation.
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2 Notation

In this section, we record our notation. Some has already been given in the
introduction, but we repeat it for the reader’s convenience. In the sequel,
C,C1, C2, . . . denote constants independent of n, x, z. The same symbol does
not necessarily denote the same constant, even in successive occurrences.
Given sequences of real numbers {cn} and {dn}, we write

cn ∼ dn

if there exists C > 1 such that

C−1 ≤ cn/dn ≤ C

for the relevant range of n (usually for all n ≥ 1 or n large enough). Similar
notation is used for functions and sequences of functions.

(I) Given α > −1 that is not an integer, {α} ∈ (0, 1) denotes the fractional
part of α. (If α < 0, we take the fractional part of α to be 1 + α.) Let

α = α− {α} + 1, (2.1)

so that
α = least integer > α. (2.2)

Also let
fα (x) = xα. (2.3)

(II) Given 1 ≤ p ≤ ∞, n ≥ 1, and f ∈ Lp [a, b], En[f ;Lp [a, b]] denotes the
error in approximation of f by polynomials of degree ≤ n on [a, b] in the Lp

norm. That is,

En[f ;Lp [a, b]] = inf
{

‖f − P‖Lp[a,b] : deg (P ) ≤ n
}

. (2.4)

For [a, b] ⊂ [0,∞), let

En[f ;Lp,√ [a, b]] = inf
{

‖f − P‖Lp,
√[a,b] : deg (P ) ≤ n

}

, (2.5)

where for p <∞,

‖f‖Lp,
√[a,b] =

(
∫ b

a

|f (x)|p dx√
x

)1/p

, (2.6)
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and for p = ∞,
‖f‖Lp,

√[a,b] = ‖f‖L∞[a,b].

We make frequent use of the fact that for 0 < r ≤ ∞, and with a mild abuse
of notation,

‖f
(

x2
)

‖Lp[−
√

r,
√

r] = ‖f‖Lp,
√[0,r]. (2.7)

Because of symmetry considerations,

En

[

xα;Lp,
√[0, 1]

]

= E2n

[

|x|2α ;Lp[−1, 1]
]

. (2.8)

(III) For α > − 1
2p

and not an integer, the unique best polynomial approx-

imation of degree ≤ n to f (x) = xα in the norm Lp,√ [0, 1] is denoted by
Pn,p,α. Thus

‖xα − Pn,p,α (x) ‖Lp,
√[a,b] = inf

{

‖xα − P (x) ‖Lp,
√[a,b] : deg (P ) ≤ n

}

. (2.9)

Let
Rn,p,α (z) = zα − Pn,p,α (z) (2.10)

denote the remainder function in C\(−∞, 0]. Here the branch of zα is the
principal one. It is known that this residual has n+ 1 distinct zeros in [0, 1],
which we denote by

0 < x1,n,p,α < x2,n,p,α < · · · < xn+1,n,p,α < 1. (2.11)

(We shall expand on this in Section 5.) We shall sometimes drop the sub-
scripts p and α.
(IV) Let

Xn,p,α (z) =

n+1
∏

j=1

(z − xj,n,p,α) (2.12)

denote the monic polynomial whose zeros are the zeros of the remainder
function Rn,p,α in [0, 1]. We also let

0 = y0n,α < y1n,α < · · · < ynn,α < yn+1,n,α = 1

denote the alternation points of Rn,∞,α in [0, 1], so that

Rn,∞,α (yjn,α) = (−1)j Rn,∞,α (0) = ±En

[

xα;L∞,
√ [0, 1]

]

. (2.13)
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Set

Yn,α (z) =

n
∏

j=1

(z − yjn,α) .

(We shall prove that 0 and 1 are alternation points in Section 5.)
(V) In Section 12, where we prove the results of Section 1, we shall use P ∗

n

to denote the polynomial of degree ≤ n of best Lp approximation to |x|α on
[−1, 1]. Throughout the paper the superscript ∗ is reserved for approximation
on a symmetric interval containing 0, typically [−1, 1] or R.
(VI) Let

Λ∗
p,α = lim

n→∞
nα+ 1

pEn[|x|α ;Lp [−1, 1]]; (2.14)

Λp,α = lim
n→∞

n2α+ 1
pEn[xα;Lp,

√ [0, 1]]; (2.15)

Hp,α (z) = lim
n→∞

n2αPn,p,α

(

z/n2
)

; (2.16)

and
Fp,α (z) = lim

n→∞
Xn,p,α

(

z/n2
)

/Xn,p,α (0) . (2.17)

Of course, the proof that these limits exist is a major part of this paper, and
is contained in Sections 7–11. Starting in Section 7, we shall use Hp,α and
Fp,α to denote a subsequential limit, rather than a limit through all positive
integers.
(VII) We let Tn,p denote the monic polynomial of degree n and minimal Lp

norm with weight x−1/2p on [0, 1]. Thus

‖Tn,p‖Lp,
√[0,1] = min

deg(P )<n
‖xn − P (x) ‖Lp,

√[0,1].

A substitution x = t2 gives

‖Tn,p

(

t2
)

‖Lp[−1,1] = min
deg(P )<2n

(
∫ 1

−1

∣

∣t2n − P (t)
∣

∣

p
dt

)1/p

,

as the extremal polynomials are known to be even on [−1, 1] when the degree
(namely 2n) is even. Thus Tn,p (t2) is also the monic Lp extremal polynomial
of degree 2n with the weight 1 on [−1, 1]. We denote the zeros of Tn,p by

0 < t1n,p < t2n,p < · · · < tnn,p < 1
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and its extrema in (0, 1) by

0 < s1n,p < s2n,p < · · · < snn,p < 1.

We also set
s0n,p = 0 and sn+1,n,p = 1.

In the special case p = ∞, recall that Tn,∞ may be expressed in terms of the
classical Chebyshev polynomials Tn : for n ≥ 1,

Tn,∞ (x) = 2−2n+1Tn (2x− 1)

and
Tn,∞

(

x2
)

= 2−2n+1T2n (x)

and its zeros and alternation points are respectively

tjn,∞ = sin2

((

j − 1

2

)

π

2n

)

and sjn,∞ = sin2

(

jπ

n

)

. (2.18)

In the special case p = 1, the above shows that Tn,1 (x2) = 2−2nU2n (x), where
U2n is the clasical Chebyshev polynomial of the second kind, and its zeros
are

tjn,1 = sin2

((

j − 1

2

)

π

2n+ 1

)

. (2.19)

(VIII) Given φ : R → R, and σ > 0, let

Aσ [φ;Lp (R)] = inf
{

‖φ− f‖Lp(R) : f entire of exponential type ≤ σ
}

.

That is, Aσ [φ;Lp (R)] denotes the error in best Lp approximation of φ by
entire functions of exponential type ≤ σ. We shall show in Lemma 8.7 that

Aσ [|x|α ;Lp (R)] = σ−p−1/αA1 [|x|α ;Lp (R)] . (2.20)

Similarly, let

Aσ

[

φ;Lp,
√[0,∞)

]

= inf
{

‖φ− f‖Lp,
√[0,∞) : f

(

x2
)

entire of exponential type ≤ σ
}

.

Note that if φ (x) ≡ ψ (x2), then

Aσ [φ;Lp (R)] = Aσ

[

ψ;Lp,
√[0,∞)

]

. (2.21)
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Lσ
p denotes the set of all entire functions f such that f (x2) is entire of

exponential type ≤ σ and such that

‖f‖Lp,
√[0,∞) <∞.

(IX) Given increasing sequences {aj} and {bj} of real numbers, we say they
interlace strictly if

a1 < b1 < a2 < b2 < · · ·
or

b1 < a1 < b2 < a2 < · · ·
We say they interlace weakly if we have ≤ rather than < above.

3 Limits in Approximation on [0, 1]

We now present our results in the setting of best approximation of xα on
[0, 1], with a more detailed statement than given in Section 1. Recall that
given 1 ≤ p ≤ ∞ and α > − 1

2p
not an integer, Pn,α,p denotes the best

polynomial approximation of degree ≤ n to xα in the Lp,√ [0, 1] norm, and

{xjn,p,α}n+1
j=1 denote the zeros of the remainder function

Rn,p,α (x) = xα − Pn,p,α (x)

in increasing order. Moreover,

Xn,p,α (z) =
n+1
∏

j=1

(z − xjn,p,α) .

Theorem 3.1. Let 1 ≤ p ≤ ∞ and α > − 1
2p

, with α not an integer.

(I) For j ≥ 1, there exists

xj = lim
n→∞

n2xjn,p,α > 0. (3.1)

Moreover, for j ≥ 2,

xj ∈
[

((

j − 3

2

)

π

2

)2

,

((

j − 1

2

)

π

2

)2
]

. (3.2)
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(II) Uniformly for z in compact subsets of C,

lim
n→∞

Xn,p,α

(

z/n2
)

/Xn,p,α (0) =

∞
∏

j=1

(

1 − z

xj

)

=: Fp,α (z) . (3.3)

(III) Uniformly for z in compact subsets of C,

lim
n→∞

n2αPn,p,α

(

z/n2
)

= Hp,α (z) , (3.4)

where Hp,α (z2) is an entire function of exponential type 2 satisfying

‖xα −Hp,α (x) ‖Lp,
√[0,∞) = A2

[

xα;Lp,√[0,∞)
]

. (3.5)

(IV) Uniformly for z in compact subsets of C\(−∞, 0],

lim
n→∞

n2αRn,p,α

(

z/n2
)

= zα −Hp,α (z) . (3.6)

Theorem 3.2. (I) There is exactly one function Hp,α such that Hp,α (x2) is
entire of exponential type ≤ 2 and satisfies (3.5).
(II) Hp,α admits in C\(−∞, 0] the representation

zα −Hp,α (z) = −sinαπ

π
Fp,α (z)

∫ ∞

0

tα

t+ z

dt

Fp,α (−t) . (3.7)

(III) Let p < ∞. Then Hp,α is characterized by the conditions that ‖xα −
Hp,α (x) ‖Lp,

√[0,∞) is finite and

∫ ∞

0

|xα −Hp,α (x)|p−1 sign (xα −Hp,α (x)) f (x)
dx√
x

= 0, (3.8)

for all f ∈ L2
p. Moreover

Λp,α = lim
n→∞

n2α+ 1
pEn[xα;Lp,√ [0, 1]]

=
|sinαπ|

π

(
∫ ∞

0

∣

∣

∣

∣

Fp,α (u)

∫ ∞

0

tα

t+ u

dt

Fp,α (−t)

∣

∣

∣

∣

p
du√
u

)1/p

. (3.9)

(IV) Let p = ∞. There exist alternation points

0 = y0 < y1 < y2 < · · ·
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with

yj ∈
[

(

(j − 1)
π

2

)2

,
(

j
π

2

)2
]

, j ≥ 1,

and for j ≥ 0,

yα
j −H∞,α (yj) = (−1)j+α ‖xα −H∞,α (x) ‖L∞[0,∞), (3.10)

where α is the least integer exceeding α. Moreover,

Λ∞,α = lim
n→∞

n2αEn[xα;L∞,
√ [0, 1]]

=
|sinαπ|

π

∫ ∞

0

tα−1

F∞,α (−t)dt. (3.11)

We believe the conditions in (IV) characterize H∞,α and “almost” have a
proof. Concerning the alternation points for the case p = ∞, we prove:

Theorem 3.3. Let α > 0, and not be an integer.
(I) Fix j ≥ 1. There exists

yj = lim
n→∞

n2yjn,α > 0. (3.12)

Moreover, for j ≥ 1,

yj ∈
[

(

(j − 1)
π

2

)2

,
(

j
π

2

)2
]

, (3.13)

and uniformly in j,
yj − xj ∼ xj − yj−1 ∼

√
yj. (3.14)

(II) Let

Gα (z) =
∞
∏

j=1

(1 − z/yj) . (3.15)

Then Gα is an entire function such that Gα (z2) is of exponential type 2, and
uniformly for z in compact subsets of C\(−∞, 0],

lim
n→∞

n2α−2R′
n,∞,α

(

z/n2
)

=
α sinαπ

π
Gα (z)

∫ ∞

0

tα−1

t+ z

dt

Gα (−t) . (3.16)

Moreover uniformly for z in compact subsets of C

lim
n→∞

Yn,α

(

z/n2
)

/Yn,α (0) = Gα (z) . (3.17)

14



Our plan of proof of Theorems 3.1 to 3.3 is as follows: in the next section,
we establish our basic representation for the remainder Rn,p,α (x) = xα −
Pn,p,α (x). Then in Section 5, we examine the interlacing properties of the
zeros of Rn,p,α. In Section 6, we use the latter and other tools to show that
for n ≥ 1,

x1n,p,α ≥ Cn−2.

In Section 7, we show that {Xn,p,α (z) /Xn,p,α (0)}∞n=1 is a normal family in the
plane, and pass to a subsequence converging locally uniformly to an entire
function Fp,α – as well as related limits for the relevant scaled subsequence
of Pn,p,α. In Section 8, we use Bernstein’s dilation argument to show that
the limit Λp,α exists, and relate best approximation on R and [0,∞). In
Section 9, we establish the uniqueness and characterization of the best entire
approximants Hp,α in Lp,√[0,∞) for p < ∞, and deduce Theorems 3.1 and
3.2 for the case p <∞. In Section 10, we establish a Lagrange interpolation
series at the zeros of F∞,α, and in Section 11, use this to prove uniqueness
and alternation properties of H∞,α. We prove Theorems 3.1 to 3.3 for p = ∞
at the end of Section 11. Finally in Section 12, we prove Theorems 1.1 to 1.3
for all 1 ≤ p ≤ ∞.

4 Interpolation Identities

We begin by noting that Rn,p,α really does have exactly n+ 1 zeros in (0, 1).
If α > 0, this follows from the fact that {1, x, . . . , xn, xα} is a Chebyshev
system. If − 1

2p
< α < 0, we need a little more care. We defer the proof of

this to the next section, where we deal with the zeros and their interlacing
properties.

The basic idea of this section is to interpolate, for fixed a, the function

ha (x) =
1

1 + ax
; (4.1)

to multiply by a−{α}, where {α} ∈ (0, 1) denotes the fractional part of α;
and then integrate with respect to a, using the elementary identity

∫ ∞

0

a−{α}

1 + ax
da = x{α}−1

∫ ∞

0

s−{α}

1 + s
ds =

π

|sinαπ|x
{α}−1 (4.2)

[12, p. 285, no. 3.194.4]. Similar ideas were used in [16], [19]. Recall that α
is the least integer exceeding α.
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Theorem 4.1. Let α > − 1
2p

and n ≥ α− 1. Then for x ∈ [0,∞),

(a)

Rn,p,α (x) = xα−Pn,p,α (x) = −sinαπ

π
Xn,p,α (x)

∫ ∞

0

sα

Xn,p,α (−s)
ds

s+ x
. (4.3)

(b)

R′
n,p,α (x) = αxα−1 − P ′

n,p,α (x) = α
sinαπ

π
Yn,p,α (x)

∫ ∞

0

sα−1

Yn,p,α (−s)
ds

s + x
.

(4.4)

Proof. (a) Let U (x) = xα, let a ≥ 0, and let Ln [Uha] denote the Lagrange
interpolation polynomial of degree ≤ n to Uha at the n+ 1 zeros of Xn,p,α in
(0, 1). Then

Ln [Uha] /ha − U = (Ln [Uha] − Uha) /ha,

is a polynomial of degree ≤ n+ 1 that vanishes at the zeros of Xn,p,α. Since
Xn,p,α is a polynomial of degree n + 1, it follows that for some constant c,

Ln [Uha] /ha − U = cXn,p,α.

Setting x = −1/a gives

−U (−1/a) = cXn,p,α (−1/a) ,

so
Ln [Uha] /ha − U = Xn,p,α (−1)α+1 a−α/Xn,p,α (−1/a) .

So for all real x,

Ln [Uha] (x) −
xα

1 + ax
= Xn,p,α (x) (−1)α+1 a−α

1 + ax

1

Xn,p,α (−1/a)
.

Now multiply by a−{α}, and integrate over a ∈ [0,∞), and use (4.2) to obtain

π

|sinαπ|Ln

[

Ux{α}−1
]

(x) − π

|sinαπ|x
α+{α}−1

= Xn,p,α (x) (−1)α+1

∫ ∞

0

a−α−{α}

1 + ax

da

Xn,p,α (−1/a)
.
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Recalling (2.1) and (2.3) this gives

Ln [fα] (x) − xα = (−1)α+1 |sinαπ|
π

Xn,p,α (x)

∫ ∞

0

a−α−1

1 + ax

da

Xn,p,α (−1/a)

= (−1)α+1 |sinαπ|
π

Xn,p,α (x)

∫ ∞

0

sα

x+ s

ds

Xn,p,α (−s) ,

by the substitution s = 1/a. Here

(−1)α+1 |sinαπ| = sinαπ. (4.5)

Finally, note that Pn,p,α (x) is a polynomial of degree ≤ n that interpolates
to fα at the n+1 zeros of Xn,p,α, so by uniqueness of Lagrange interpolation,

Pn,p,α (x) = Ln [fα] (x) .

(b) This is similar. Let V (x) = xα−1 and L#
n [V ha] denote the Lagrange

interpolation polynomial to V ha at the n zeros of Yn,p,α. Proceeding as
above, we obtain

L#
n [V ha] /ha − V = Yn,p,α (−1)α a−α+1/Yn,p,α (−1/a) . (4.6)

So for all real x,

L#
n [V ha] (x) −

xα−1

1 + ax
= Yn,p,α (x) (−1)α a−α+1

1 + ax

1

Yn,p,α (−1/a)
.

Now multiply by a−{α}, and integrate over a ∈ [0,∞), and use (4.2) to obtain

π

|sinαπ|L
#
n

[

V x{α}−1
]

(x) − π

|sinαπ|x
α+{α}−1

= Yn,p,α (x) (−1)α

∫ ∞

0

a−α−{α}+1

1 + ax

da

Yn,p,α (−1/a)
,

and hence

αL#
n [fα−1] (x) − αxα−1

= (−1)α α
|sinαπ|

π
Yn,p,α (x)

∫ ∞

0

a−α

1 + ax

da

Yn,p,α (−1/a)

= (−1)α α
|sinαπ|

π
Yn,p,α (x)

∫ ∞

0

sα−1

x + s

ds

Yn,p,α (−s) .
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As P ′
n,p,α is also a polynomial of degree ≤ n−1 interpolating to αxα−1 at the

n zeros of Yn,p,α,
P ′

n,p,α (x) = αL#
n [fα−1] (x) ,

and (4.4) follows. �

There is another way to derive Theorem 4.1, without using (4.2). One can
apply Cauchy’s integral formula to the function Rn,p,α (z) /Xn,p,α (z), with the
contour of integration taken as a circle centre 0, but cut above and below
the negative real axis to avoid the branchpoint of zα at 0. One deforms the
circular part into ∞, giving 0. The jump of zα across the negative real axis
gives the representation. An idea similar to this was used in one form by
Bernstein, and by M. Ganzburg [11] to deduce a representation similar to
(4.3).

5 Interlacing Properties

In this section, we list a number of interlacing properties of the zeros {xjn,p,α}n+1
j=1

and extrema {yjn,α}n+1
j=0 . Most of these follow from classical results of Pinkus

and Ziegler [24]. We also use results of Kroo and Peherstorfer [15]. Recall
that Tn,p is the extremal monic polynomial of degree n and minimal Lp norm
with weight x−1/2p on [0, 1]. Recall that we denote the zeros of Tn,p by

0 < t1n,p < t2n,p < · · · < tnn,p < 1

and its extrema in (0, 1) by

0 < s1n,p < s2n,p < · · · < snn,p < 1.

We also set
s0n,p = 0 and sn+1,n,p = 1.

In the special case p = ∞, recall that the zeros and alternation points of
Tn,∞ are

tjn,∞ = sin2

((

j − 1

2

)

π

2n

)

and sjn,∞ = sin2

(

jπ

2n

)

, 1 ≤ j ≤ n. (5.1)

In the special case p = 1, recall that the zeros of Tn,1 are

tjn,1 = sin2

((

j − 1

2

)

π

2n+ 1

)

, 1 ≤ j ≤ n. (5.2)
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Theorem 5.1. Let 1 ≤ p ≤ ∞, and α > − 1
2p

not be an integer.

(a) The zeros of Rn,p,α and Tn,p interlace weakly, that is,

0 < x1n,p,α ≤ t1n,p ≤ x2n,p,α ≤ t2n,p ≤ · · · ≤ tnn,p ≤ xn+1,n,p,α ≤ 1. (5.3)

If α > 0, the interlacing is strict.
(b) Let n > β > α > 0 with β not an integer. Then for 1 ≤ j ≤ n + 1,

xjn,∞,α ≤ xjn,∞,β. (5.4)

(c) For p = 1, and for 1 ≤ j ≤ n,

xj,n−1,1,α = tjn,1 = sin2

((

j − 1

2

)

π

2n+ 1

)

. (5.5)

We note that (5.4) should hold also for p <∞. Pinkus and Ziegler proved
an Lp version of this, but with Lebesgue measure, while we have a weight
1/
√
x. Concerning the case p = ∞ and the alternation points {yjn,α}n+1

j=0 , we
need:

Theorem 5.2. Let α > 0.
(a)

0 = y0n,α < x1n,∞,α < y1n,α < x2n,∞,α < · · · < xn+1,n,∞,α < yn+1,n,α = 1.
(5.6)

(b) The alternation points of Rn,∞,α (x)and Tn,∞ interlace weakly, that is,

0 < y1n,α ≤ s1n,∞ ≤ y2n,α ≤ s2n,∞ ≤ · · · ≤ snn,∞ ≤ yn+1,n,α < 1. (5.7)

Corollary 5.3. For 1 ≤ p ≤ ∞, α > − 1
2p

and 2 ≤ j ≤ n + 1,

sin2

((

j − 3

2

)

π

2n+ 1

)

≤ xjn,p,α ≤ sin2

((

j − 1

2

)

π

2n

)

. (5.8)

The upper bound remains valid for j = 1, and the lower bound remains valid
for j = n+ 1.

To use the results of [24], we need some background on Chebyshev sys-
tems. Let I = [0, 1] and φ1, φ2, . . . , φm be real valued functions on I. We say
that {φ1, φ2, . . . , φm} is a Chebyshev system if whenever

0 ≤ x1 < x2 < · · · < xm ≤ 1, (5.9)
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we have
det (φi (xj))1≤i,j≤m 6= 0. (5.10)

Note that this determinant is of one sign as long as the {xj} are strictly
increasing. We say that {φ1, φ2, . . . , φm} is a positive determinant Chebyshev
system if whenever (5.9) holds, we have

det (φi (xj))1≤i,j≤m > 0. (5.11)

For the purposes of the next two lemmas, let w ∈ Lp (I) be a function positive
a.e. in [0, 1]. For 1 ≤ p ≤ ∞, the associated Lp Chebyshev polynomial is

Tm−1,p {φ1, φ2, . . . , φm−1;φm} = φm −
m−1
∑

j=0

c∗jφj

satisfying

‖Tm−1,p {φ1, φ2, . . . , φm−1;φm}w‖Lp(I)

= inf
c1,c2,...,cm−1

‖
(

φm −
m−1
∑

j=0

cjφj

)

w‖Lp(I).

The terms in {} after Tm−1,p distinguish this Chebyshev polynomial from the
specialized polynomial Tm−1,p (x).

We record some of the interlacing properties, proved by Pinkus and Ziegler
[24]. We warn the reader that in some places those authors use the convention
that the determinant in (5.10) is positive, with differing values of m, and
essentially they then assume they are working with what we call here a
positive determinant Chebyshev system. This is why we introduced that
term.

Lemma 5.4 (Successive Chebyshev Polynomials). Assume that for
k = m,m+1, m+2, {φ1, φ2, . . . , φk} are sets of continuous functions that are
Chebyshev systems on [0, 1]. Then for 1 ≤ p ≤ ∞, the zeros of Tm,p

{

φ1, φ2, . . . ,
φm;φm+1

}

and Tm+1,p {φ1, φ2, . . . , φm+1;φm+2} strictly interlace. Moreover
the alternation points of Tm,∞ {φ1, φ2, . . . , φm;φm+1} and Tm+1,∞

{

φ1, φ2, . . . ,
φm+1;φm+2

}

interlace weakly.

Proof. See [24, Corollary 1.1, p. 2]. �
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We also need the notion of a Descartes system. We say that
{

φ1, φ2, . . . ,
φm

}

is a Descartes system on [a, b] if for any k ≥ 1 and any

1 ≤ i1 < i2 < · · · < ik ≤ m,

{φi1, φi2, . . . , φik} is a positive determinant Chebyshev system on [a, b].

Lemma 5.5 (Lexicographic Property). Assume that {φ1, φ2, . . . , φm} is
a Descartes system of continuous functions on [0, 1]. Let {i1, i2, . . . , ik} and
{j1, j2, . . . , jk} be increasing sets of indices in {1, 2, . . . , m− 1} with

is ≤ js, 1 ≤ s ≤ k

and strict inequality for at least one s. Then the zeros of Tk,∞
{

φj1, φj2, . . . ,
φjk

;φm

}

lie strictly to the right of the zeros of Tk,∞ {φi1, φi2 , . . . , φik ;φm}.

Proof. See [24, Thm. 5.3, p. 14] or [4, p. 116ff.]. �.
Pinkus and Ziegler also proved an Lp lexicographic property, in the un-

weighted case w (x) ≡ 1. We expect that their proof goes through for our
case involving the weight x−1/2p, but we do not need the extension.

Now we turn to

The Proof of Theorem 5.1(a) for α > 0. When α > 0, all the functions
involved are continuous, and we can directly apply the results of Pinkus and
Ziegler. We may apply the property of successive Chebyshev polynomials,
Lemma 5.4 with w (x) = x−1/2p, to

Rn,p,α = Tn+1,p

{

1, x, x2, . . . , xn; xα
}

and
Tn,p = Tn,p

{

1, x, x2, . . . , xn−1; xn
}

.

The positivity of x1n,p,α also follows from Lemma 5.4, since it lies strictly to
the right of the smallest (non-negative) zero of Tn+2,p

{

1, x, x2, . . . , xn+1; xα
}

. �

The Proof of Theorem 5.1(a) for α < 0. Let ε ∈ (0, 1). Note that
{xα, 1, x, x2, . . . , xn} is a Chebyshev system on [ε, 1]. In fact, it is even a
positive determinant Chebyshev system there. Let Rε

n,p,α denote the error
function in best approximation of xα by polynomials of degree ≤ n in the
Lp,√ norm on [ε, 1]. Similarly, let T ε

n,p denote the Lp extremal polynomial of
degree n in the Lp,

√ norm on [ε, 1]. By the property of successive Chebyshev
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polynomials, Lemma 5.4 (translated to [ε, 1]) the zeros of Rε
n,p,α and T ε

n,p

strictly interlace. Next, as ε → 0+, Rε
n,p,α and T ε

n,p necessarily converge to
Rn,p,α and Tn,p respectively. This follows because the error of best approxi-
mation on [ε, 1] decreases on [ε, 1] as ε increases, and because in our context,
the best approximations are unique. Then the zeros of Rn,p,α and Tn,p weakly
interlace. The positivity of x1n,p,α follows from the unboundedness of Rn,p,α

at 0. �

The Proof of Theorem 5.1(b). When we place 0, 1, . . . , n, α, β in in-
creasing order, it is well known [4, p. 130] that the corresponding powers
1, x, . . . , xn, xα, xβ (ordered correspondingly) form a Descartes system on
[ε, 1] for any ε ∈ (0, 1) . Let Rε

n,∞,α denote the error function in best ap-
proximation of xα by polynomials of degree ≤ n in the L∞ norm on [ε, 1],
with similar notation for Rε

n,∞,β. Apart from a constant multiple, Rε
n,∞,α is

also the error function in best approximation of xn by 1, x, x2 . . . , xn−1, xα in
the L∞ norm on [ε, 1]. A similar remark applies to Rε

n,∞,β. Since xα precedes

xβ in this ordering, the lexicographic property Lemma 5.5 shows that the
zeros of Rε

n,∞α lie strictly to the left of the zeros of Rε
n,∞,β. Next, because of

uniqueness of best approximations in our context, and with these functions,
as ε → 0+, Rε

n,∞,α and Rε
n,∞,β necessarily converge to Rn,∞,α and Rn,∞,β

respectively. �

The Proof of Theorem 5.1(c). We must prove (5.5), namely that

xj,n−1,1,α = tjn,1 = sin2

((

j − 1

2

)

π

2n+ 1

)

.

This follows from well known results that best L1 approximations are interpo-
lation polynomials at “canonical points.” That in turn implies that the zeros
{xj,n−1,α}n

j=1 of Rn−1,p,α are exactly the canonical points. Unfortunately we
could not find a text giving immediately all that we need. We use [6, pp. 82–
88] and start with the unweighted case on [−1, 1]. Let a0 = 1, am+1 = 1
and

ak = cos

(

m+ 1 − k

m+ 1
π

)

, 1 ≤ k ≤ m (5.12)

and define the signature

σ (x) = sign Um (x) ,
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which changes sign exactly at the {ak}m
k=1. It is known [6, p. 87] that {ak}n

k=1

is a set of “canonical points” for [−1, 1] so that

0 =

∫ 1

−1

σ (x)P (x) dx =

∫ 1

−1

(sign Um (x))P (x) dx = 0

whenever P is a polynomial of degree ≤ m − 1. Now we set m = 2n and
deduce that for P of degree ≤ n− 1,

0 =

∫ 1

−1

(sign U2n (x))P
(

x2
)

dx

= 2

∫ 1

0

(sign U2n (x))P
(

x2
)

dx =

∫ 1

0

(

sign U2n

(√
t
))

P (t)
dt√
t
.

Here sign U2n

(√
t
)

is a signature with sign changes in (0, 1) exactly at the
points

tjn,1 = sin2

((

j − 1

2

)

π

2n+ 1

)

, 1 ≤ j ≤ n.

(To derive this, set m = 2n and k = n + j in (5.12), and observe that a2
k

is a zero of U2n

(√
t
)

.) Theorem 10.5 in [6, p. 84] asserts that the best L1

approximant to a continuous function f on [0, 1] with weight 1/
√
t from the

polynomials of degree ≤ n− 1 is just the Lagrange interpolation polynomial,
P0 say, to f at {tjn,1}n

j=1 , provided f − P0 changes sign at each tjn,1 and
nowhere else in [0, 1]. For fα (x) = xα, where α > 0, α /∈ {0, 1, 2, . . . , n− 1},
this sign changing condition follows from the fact that {1, x, . . . , xn−1, xα} is
a Chebyshev system on [0, 1]. When α < 0, we cannot apply Theorem 10.5
there because fα is not continuous at 0. However, we can apply Theorem 10.4
there. The Lagrange interpolation polynomial P0 to f (x) = xα still has these
properties, so

∫ 1

0

(sign (f − P0) (t))P (t)
dt√
t

=

∫ 1

0

(

sign U2n

(√
t
))

P (t)
dt√
t

= 0

for all polynomials P of degree ≤ n − 1. Then Theorem 10.4 in [6, p. 84]
shows that P0 is still the best L1,√ approximant on [0, 1]. �

The Proof of Theorem 5.2. (a) The interlacing of extrema and zeros of
the remainder Rn,∞,α is obvious. The only thing to be proved is that both 0
and 1 are indeed alternation points, so that

0 = y0n,α < yn+1,n,α = 1.
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Suppose for example that 0 < y0n,α, so that y0n,α is a local extremum for
Rn,∞,α in (0, 1). Then Rn,∞,α has n + 1 extrema inside (0, 1), so R′

n,∞,α

has n + 1 zeros there. But R′
n,∞,α is a linear combination of the n + 1

functions 1, x, x2, . . . , xn−1, xα−1, which form a Chebyshev system in [ε, 1]
for each ε > 0. So it cannot have n + 1 zeros in

(

1
2
y0n, 1

)

, and we have a
contradiction. Similarly if yn+1,n < 1.
(b) This follows from Lemma 5.4 much as above. �

The Proof of Corollary 5.3. Let T#
n,p denote the monic Lp extremal

polynomial of degree n for the unweighted case on [−1, 1], with zeros

−1 < t#1n,p < t#2n,p < · · · < t#nn,p < 1.

Kroo and Peherstorfer [15, Theorem 2, p. 655] (with different notation)
proved that for 1 < p <∞, and each j > n/2,

t#j,n,1 < t#jn,p < t#jn,∞.

Since, as in Section 2(VII),

Tn,p

(

x2
)

= T#
2n,p (x)

we obtain for 1 ≤ j ≤ n,

tjn,1 < tjn,p < tjn,∞.

For p = 1 or p = ∞, these inequalities remain valid with ≤ replacing <.
Theorem 5.1(a) shows that for 1 ≤ j ≤ n,

xjn,p,α ≤ tjn,p ≤ tjn,∞ = sin2

((

j − 1

2

)

π

2n

)

while for 2 ≤ j ≤ n+ 1,

xjn,p,α ≥ tj−1,n,p ≥ tj−1,n,1 = sin2

((

j − 3

2

)

π

2n+ 1

)

. �

6 Smallest Zero of the Error

In Corollary 5.3, we showed that

x1n,p,α ≤ sin2
( π

4n

)

≤
( π

4n

)2

. (6.1)

In this section we establish a lower bound for x1n,p,α:
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Theorem 6.1. Let 1 ≤ p ≤ ∞ and α > − 1
2p

, not an integer. Then there
exists C0 > 0 such that for large enough n,

x1n,p,α ≥ C0n
−2. (6.2)

Proof of Theorem 6.1 for p = ∞. Suppose first α < 1
2
. By Jackson’s

Theorems, and Bernstein’s Theorems, [7, p. 110, no. 3],

En [xα;L∞ [0, 1]] = inf
deg(P )≤n

‖fα − P‖L∞[0,1] ∼ n−2α.

We use an estimate of Ditzian and Totik for derivatives of polynomials of
best approximation: [7, p. 98]

sup
x∈[−1,1]

√

x (1 − x)
∣

∣P ∗′
n,∞,α (x)

∣

∣ ≤ C

n
∑

k=0

Ek [xα;L∞ [0, 1]] ≤ Cn1−2α,

since α < 1
2
. Then at least for large enough n,

∣

∣P ∗
n,∞,α (x1n,∞,α) − P ∗

n,∞,α (0)
∣

∣ =

∣

∣

∣

∣

∫ x1n,∞,α

0

P ∗′
n,∞,α (t) dt

∣

∣

∣

∣

≤ Cn1−2α

∫ x1n,∞,α

0

dt√
t

≤ Cn1−2α√x1n,∞,α.

Since 0 is an alternation point,

C1n
−2α ≤ En

[

x2α;L∞ [0, 1]
]

= |Rn,∞,α (0)|
= |Rn,∞,α (0) − Rn,∞,α (x1n,∞,α)|
=
∣

∣−P ∗
n,∞,α (0) −

(

xα
1n,∞,α − P ∗

n,∞,α (x1n,∞,α)
)∣

∣

≤ Cn1−2α√x1n,∞,α + xα
1n,∞,α.

Then
C1 ≤ C

√

n2x1n,∞,α +
(

n2x1n,∞,α

)α
.

It follows that
lim inf
n→∞

n2x1n,∞,α > 0.

If α ≥ 1
2
, we can use the monotonicity of x1n,∞,α in α (Theorem 5.1(b)). �
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Proof of Theorem 6.1 for p = 1. This follows immediately from the
identity (5.5), namely

x1,n−1,1,α = sin2

(

1

2

π

2n + 1

)

. �

The Proof of Theorem 6.1 for 1 < p <∞ is more difficult. We first need
a Schur type inequality:

Lemma 6.2. Let 1 < p < ∞. There exist B0, n0 > 0 such that for n ≥ n0

and polynomials S of degree ≤ n,
∫ B0n−2

0

|S (x)|p−1 dx√
x
≤
∫ 1

B0n−2

|S (x)|p−1 dx√
x
.

Proof. This follows, for example, from Theorem 14 in [22, p. 113]. �

Next, recall from Theorem 4.1 that

|Rn,p,α| (x) =
|sinαπ|

π
|Xn,p,α (x)|

∫ ∞

0

sα

|Xn,p,α (−s)|
ds

s+ x
.

(We can take absolute values inside the integral as all zeros of Xn,p,α are
positive.) We shall use the abbreviation

χ = x1n,p,α,

so suppressing, for notational simplicity, the dependence on n, p, α. Let

X#
n (x) =

n+1
∏

j=2

(x− xjn,p,α)

so that
Xn,p,α (x) = (x− χ)X#

n (x) .

Moreover, let

wn (x) =

∫ ∞

0

sα

∣

∣

∣
X#

n (−s)
∣

∣

∣

ds

(s+ χ) (s+ x)
. (6.3)

We see that then

|Rn,p,α (x)| =
|sinαπ|

π
|x− χ|

∣

∣X#
n (x)

∣

∣wn (x) . (6.4)

In the rest of this section, B0 denotes the constant from Lemma 6.2.
We shall need upper and lower bounds for wn in certain ranges:
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Lemma 6.3. (a) For x ∈ [0, 1],

wn (x)
∣

∣X#
n (0)

∣

∣ ≤ C
{

χα−1 +
(

n−2
)α−1

}

, (6.5)

where C is independent of n, x and χ.
(b) For x ∈ [B0n

−2, 1],

wn (x)
∣

∣X#
n (0)

∣

∣ ≥ C
n−2α

x
, (6.6)

where C is independent of n, x and χ.

Proof. (a) We see that

wn (x) ≤ 1

χ

∫ χ

0

sα−1

∣

∣

∣
X#

n (−s)
∣

∣

∣

ds+

∫ ∞

χ

sα−2

∣

∣

∣
X#

n (−s)
∣

∣

∣

ds

=
n−2α

χ

∫ n2χ

0

tα−1

∣

∣

∣
X#

n (−n−2t)
∣

∣

∣

dt+ n−2(α−1)

∫ ∞

n2χ

tα−2

∣

∣

∣
X#

n (−n−2t)
∣

∣

∣

dt.

Recall here from Corollary 5.3 that for j ≥ 1,

n2xjn,p,α ≤ n2 sin2

((

j − 1

2

)

π

2n

)

≤
(

jπ

2

)2

,

so for t ≥ 0,

X#
n (0)

X#
n (−n−2t)

=
n+1
∏

j=2

(

1 +
t

n2xjn,p,α

)−1

≤
n+1
∏

j=2

(

1 +
t

Cj2

)−1

≤ 1.

Then if L > α is a fixed positive integer and n ≥ L,

wn (x)
∣

∣X#
n (0)

∣

∣ ≤ n−2α

χ

∫ n2χ

0

tα−1dt+ n−2(α−1)

∫ ∞

n2χ

tα−2

L
∏

j=2

(

1 + t
Cj2

)

dt

≤
{

1

α
χα−1 + n−2(α−1)

[
∫ 1

n2χ

tα−2dt+ C

∫ ∞

1

tα−1−Ldt

]}

≤ C
{

χα−1 +
(

n−2
)α−1

}

.
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Here we have also used the bound (6.1),

n2χ ≤
(π

4

)2

≤ 1; (6.7)

the fact that L > α, and have separately considered the cases α > 1 or α < 1.
(b) From (6.3),

wn (x) ≥
∫ 2

B0
x

χ

sα

∣

∣

∣
X#

n (−s)
∣

∣

∣

ds

(2s) (
(

1 + 2
B0

)

x)

=
n−2α

2
(

1 + 2
B0

)

x

∫ n2 2
B0

x

n2χ

tα−1

∣

∣

∣
X#

n (−n−2t)
∣

∣

∣

dt

≥ Cn−2α

x
∣

∣

∣
X#

n (0)
∣

∣

∣

∫ 2

1

tα−1

∣

∣

∣

∣

X#
n (0)

X#
n (−n−2t)

∣

∣

∣

∣

dt,

recall (6.7). Here using Corollary 5.3, we easily see that for t ∈ [1, 2],

∣

∣

∣

∣

X#
n (0)

X#
n (−n−2t)

∣

∣

∣

∣

≥
∞
∏

j=2

(

1 +
t

Cj2

)−1

≥ C1,

and then (6.6) follows. �

Proof of Theorem 6.1 for 1 < p < ∞. We use the characterization of
best Lp approximants, 1 < p ≤ ∞ [6, Cor. 10.2, p. 83]:

∫ 1

0

|Rn,p,α (x)|p−2Rn,p,α (x)S (x)
dx√
x

= 0, (6.8)

for all polynomials S of degree ≤ n. Letting

S (x) = X#
n (x) =

Xn,p,α (x)

x− χ
,

and recalling that Rn,p,α changes sign exactly where Xn,p,α does, gives

∫ 1

0

|Rn,p,α (x)|p−1 |Xn,p,α (x)|
x− χ

dx√
x

= 0. (6.9)
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In particular, this gives

∫ χ

0

|Rn,p,α (x)|p−1
∣

∣X#
n (x)

∣

∣

dx√
x

=

∫ 1

χ

|Rn,p,α (x)|p−1
∣

∣X#
n (x)

∣

∣

dx√
x
.

We now assume that for infinitely many n, say for n ∈ S,

χ ≤ B0

2
n−2.

(If no such S exists, then we already have the desired result.) Then recalling
(6.4), we have

1 =

∫ χ

0
|x− χ|p−1

∣

∣X#
n (x)

∣

∣

p
wn (x)p−1 dx√

x
∫ 1

χ
|x− χ|p−1

∣

∣

∣
X#

n (x)
∣

∣

∣

p

wn (x)p−1 dx√
x

≤ (2χ)p−1

∫ χ

0

∣

∣X#
n (x)

∣

∣

p
wn (x)p−1 dx√

x
∫ 1

2χ
xp−1

∣

∣

∣
X#

n (x)
∣

∣

∣

p

wn (x)p−1 dx√
x

≤ (2χ)p−1C

[

χα−1 + (n−2)
α−1

n−2α

]p−1 ∫ χ

0

∣

∣X#
n (x)

∣

∣

p dx√
x

∫ 1

B0n−2

∣

∣

∣
X#

n (x)
∣

∣

∣

p
dx√

x

≤ C
[(

n2χ
)α

+ n2χ
]p−1

.

In the second last line, we used the bounds of Lemma 6.3 on wn, and in the
last line, we used the Schur inequality Lemma 6.2. It is of course crucial that
B0 and C are independent of n and χ. We deduce that for n ∈ S,

n2χ = n2x1n,p,α ≥ C1,

so (6.2) follows. �

7 Subsequential Limits

Let us fix p, α and j ≥ 2. It follows from Corollary 5.3 that

[(

j − 3

2

)

π

2

]2

≤ lim inf
n→∞

n2xjn,p,α ≤ lim sup
n→∞

n2xjn,p,α ≤
[(

j − 1

2

)

π

2

]2

.
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For j = 1, we instead have from Theorem 6.1 that the last lim inf is positive,
and from Corollary 5.3 that the upper bound persists. By a diagonal choice
argument, (for example, as in the proof of the Arzela-Ascoli Theorem), we
can extract an infinite sequence of positive integers S such that for each fixed
j ≥ 1, there exists

lim
n→∞,n∈S

n2xjn,p,α = xj. (7.1)

In fact, given any infinite sequence of positive integers, we can extract a
further subsequence S with this property. Moreover, we see that for j ≥ 2,

[(

j − 3

2

)

π

2

]2

≤ xj ≤
[(

j − 1

2

)

π

2

]2

, (7.2)

while

0 < C0 ≤ x1 ≤
[π

4

]2

, (7.3)

where C0 is as in Theorem 6.1. We emphasize that C0 is independent of the
subsequence S. Throughout this section, we assume that S is the sequence
above, and we define

Fp,α (z) =

∞
∏

j=1

(

1 − z

xj

)

. (7.4)

In our first result, we establish subsequential asymptotics for the remainder
of approximation, and associated quantities:

Theorem 7.1. (a) The family {Xn,p,α (z/n2) /Xn,p,α (0)}∞n=1 is a normal
family in C. Uniformly in compact subsets of C,

lim
n→∞,n∈S

Xn,p,α

(

z/n2
)

/Xn,p,α (0) = Fp,α (z) . (7.5)

(b) Uniformly in compact subsets of C\(−∞, 0],

lim
n→∞,n∈S

n2αRn,p,α

(

z/n2
)

= −sinαπ

π
Fp,α (z)

∫ ∞

0

tα

t+ z

dt

Fp,α (−t) . (7.6)

(c) Uniformly in compact subsets of C, there exists

Hp,α (z) = lim
n→∞,n∈S

n2αPn,p,α

(

z/n2
)

. (7.7)
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The function Hp,α (z) is entire and in C\(−∞, 0],

Hp,α (z) = zα +
sinαπ

π
Fp,α (z)

∫ ∞

0

tα

t+ z

dt

Fp,α (−t) . (7.8)

Moreover, for all z ∈ C,

Hp,α (z) =
sinαπ

π

∫ ∞

0

tα

t+ z

{

Fp,α (z)

Fp,α (−t) −
(−z

t

)α
}

dt. (7.9)

Proof. (a) Now

Xn,p,α

(

z/n2
)

/Xn,p,α (0) =
n+1
∏

j=1

(

1 − z

n2xjn,p,α

)

so
∣

∣Xn,p,α

(

z/n2
)

/Xn,p,α (0)
∣

∣ ≤
n+1
∏

j=1

(

1 +
|z|

n2xjn,p,α

)

.

Recall from Corollary 5.3, that for j ≥ 2,

n2xjn,p,α ≥
((

j − 3

2

)

2n

2n+ 1

)2

≥ 4

9

(

j − 3

2

)2

and
n2x1n,p,α ≥ C0,

so for all z,

∣

∣Xn,p,α

(

z/n2
)

/Xn,p,α (0)
∣

∣ ≤
(

1 +
|z|
C0

) ∞
∏

j=2

(

1 +
9 |z|

4
(

j − 3
2

)2

)

=: P (|z|) .

Since the bound on the right-hand side is independent of n, and the infinite
product converges for all z, we see that {Xn,p,α (z/n2) /Xn,p,α (0)}∞n=1 is uni-
formly bounded in compact subsets of the plane. Thus it is a normal family
there. Let ε, R > 0. By a similar argument, and the convergence of the
bounding product, it follows that we can choose N such that for |z| ≤ R,
and n ≥ N,

1 − ε ≤
n+1
∏

j=N

∣

∣

∣

∣

1 − z

n2xjn,p,α

∣

∣

∣

∣

≤ 1 + ε,
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while uniformly for |z| ≤ R,

lim
n→∞,n∈S

N−1
∏

j=1

(

1 − z

n2xjn,p,α

)

=
N−1
∏

j=1

(

1 − z

xj

)

.

Then the uniform convergence to Fp,α follows.
(b) Making a substitution in Theorem 4.1(a) gives, for z ∈ [0,∞),

n2αRn,p,α

(

z/n2
)

= −sinαπ

π

Xn,p,α (z/n2)

Xn,p,α (0)

∫ ∞

0

tα

Xn,p,α(−t/n2)
Xn,p,α(0)

dt

t + z
.

As both sides are analytic in C\(−∞, 0], the identity persists in that region.
Then

∣

∣n2αRn,p,α

(

z/n2
)∣

∣ ≤ |sinαπ|
π

∣

∣

∣

∣

Xn,p,α (z/n2)

Xn,p,α (0)

∣

∣

∣

∣

∫ ∞

0

tα
∣

∣

∣

Xn,p,α(−t/n2)
Xn,p,α(0)

∣

∣

∣

dt

|t+ z| .

(7.10)
(Recall that Xn,p,α (0) and Xn,p,α (−t/n2) both have sign (−1)n+1.) Let N ≥
1. Here for t ≥ 0 and n ≥ N ,

Xn,p,α (−t/n2)

Xn,p,α (0)
=

n+1
∏

j=1

(

1 +
t

n2xjn,p,α

)

≥
N
∏

j=1

(

1 +
t

((

j − 1
2

)

π
2

)2

)

, (7.11)

by Corollary 5.3, with a similar upper bound. Since

{

Xn,p,α(z/n2)
Xn,p,α(0)

}∞

n=1

is

uniformly bounded in compact sets, the normality of {n2αRn,p,α (z/n2)}∞n=1

follows. Next, for each fixed t, we have

lim
n→∞,n∈S

Xn,p,α (−t/n2)

Xn,p,α (0)
= Fp,α (−t) .

This, the bound (7.11) (with N large enough) and Lebesgue’s Dominated
Convergence Theorem give

lim
n→∞,n∈S

∫ ∞

0

tα

Xn,p,α(−t/n2)

Xn,p,α(0)

dt

t+ z
=

∫ ∞

0

tα

Fp,α (−t)
dt

t+ z
.
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Then we obtain (7.6).
(c) Now

n2αPn,p,α

(

z/n2
)

= zα − n2αRn,p,α

(

z/n2
)

,

so uniformly in compact subsets of C\(−∞, 0],

Hp,α (z) := lim
n→∞,n∈S

n2αPn,p,α

(

z/n2
)

= zα +
sinαπ

π
Fp,α (z)

∫ ∞

0

tα

t+ z

dt

Fp,α (−t) .

So Hp,α is defined and analytic in C\(−∞, 0]. To prove that it is entire, we
recall that if α is the least integer exceeding α, (2.1), (4.2) and (4.5) give for
z ∈ C\(−∞, 0],

zα = zα+{α}−1 = zα (−1)α+1 sinαπ

π

∫ ∞

0

t{α}−1

t + z
dt.

Then at least for z ∈ C\(−∞, 0],

Hp,α (z) =
sinαπ

π

∫ ∞

0

tα

t+ z

{

Fp,α (z)

Fp,α (−t) −
(−z

t

)α
}

dt.

Moreover, we see that the integrand is continuous as a function of (z, t)
provided t ∈ (0,∞) and z lies in a compact subset of the plane, even one
intersecting the negative real axis. Hence Hp,α is well defined and continuous
on the negative real axis, and is also real valued there. Finally we see that
the limits (7.6) and (7.7) remain valid at z = 0 also. By Morera’s theorem,
Hp,α is analytic on the negative real axis too. So Hp,α is entire. We must still
show that n2αPn,p,α (z/n2) converges uniformly on compact sets intersecting
the negative real axis. To do this, we proceed as above and establish the
representation

n2αPn,p,α

(

z/n2
)

=
sinαπ

π

∫ ∞

0

tα

t+ z

{

Xn,p,α (z/n2) /Xn,p,α (0)

Xn,p,α (−t/n2) /Xn,p,α (0)
−
(−z

t

)α
}

dt.

The integrand converges as n → ∞, uniformly for z in a compact subset of
C (even one intersecting the negative real axis), and t in a compact subset
of (0,∞), to

tα

t+ z

{

(−z
t

)α

− Fp,α (z)

Fp,α (−t)

}

.
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Of course for z = −t, the quotient is replaced by a derivative. Hence the
desired convergence. �

Now we start our investigation of the growth in the plane of the functions
F and H. We begin with F .

Theorem 7.2. (a) For some C0 > 0, and all complex z,

|Fp,α (z)| ≤
(

1 +
|z|
C0

)

cosh
(

2
√

|z|
)

. (7.12)

(b) For Re (z) ≤ 0,
|Fp,α (z)| ≥

∣

∣cos
(

2
√
z
)∣

∣ .

(c) Fp,α (z2) is entire of exponential type 2.
(d) There exists C > 0 such that for all z,

∣

∣log |Fp,α (z)| − log
∣

∣cos
(

2
√
z
)∣

∣

∣

∣ ≤ |log |z − ζ|| + log+ |z| + C, (7.13)

where ζ is the closest zero of either Fp,α or cos
(

2
√·
)

to z.
(e) There exists C > 0 such that for all z,

∣

∣Fp,α

(

z2
)∣

∣ ≤ C (1 + |z|)2 e2|Im z|. (7.14)

Proof. (a) From (7.2) to (7.4),

|Fp,α (z)| ≤
(

1 +
|z|
x1

) ∞
∏

j=2

(

1 +
|z|

[(

j − 3
2

)

π
2

]2

)

=

(

1 +
|z|
C0

)

cosh
(

2
√

|z|
)

.

(b) If Re (z) ≤ 0, our upper bound for xj in (7.2) gives

∣

∣

∣

∣

1 − z

xj

∣

∣

∣

∣

2

= 1 +
2 |Re (z)|

xj
+

|z|2
x2

j

≥ 1 +
2 |Re (z)|
((

j − 1
2

)

π
2

)2 +
|z|2

((

j − 1
2

)

π
2

)4

=

∣

∣

∣

∣

∣

1 − z
((

j − 1
2

)

π
2

)2

∣

∣

∣

∣

∣

2

.
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Then

|Fp,α (z)| ≥
∣

∣

∣

∣

∣

∞
∏

j=1

(

1 − z
((

j − 1
2

)

π
2

)2

)∣

∣

∣

∣

∣

=
∣

∣cos
(

2
√
z
)∣

∣ .

(c) We see that as all the xj are positive,

log

(

max
|z|=r

∣

∣Fp,α

(

z2
)∣

∣

)

= logFp,α

(

−r2
)

{

≤ log
(

1 + r2

C0

)

+ log (cosh (2r))

≥ log (cosh (2r))
,

by (a), (b), so

lim
r→∞

log
(

max|z|=r |Fp,α (z2)|
)

r
= lim

r→∞

logFp,α (−r2)

r
= 2.

(d) Let tk =
((

k − 1
2

)

π
2

)2
, k ≥ 1 and t0 < min {C0, t1}, where C0 is as in

(6.2). Recall that
xk ∈ [tk−1, tk] , k ≥ 1.

Fix z = x+ iy, and assume that for some j ≥ 2,

x ∈ [tj−1, tj).

Then

k ≥ j + 1 ⇒ |z − xk| ≤ |z − tk| ;
k ≤ j − 1 ⇒ |z − xk| ≤ |z − tk−1| .

(Draw a diagram!). We split

log |Fp,α (z)| =

(

j−1
∑

k=1

+

j
∑

k=j

+

∞
∑

k=j+1

)

[log |z − xk| − log xk]

=: T1 + T2 + T3.

Firstly,

T1 ≤
j−1
∑

k=1

[log |z − tk−1| − log tk−1] =

j−2
∑

k=0

log

∣

∣

∣

∣

1 − z

tk

∣

∣

∣

∣

.
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Next,

T3 ≤
∞
∑

k=j+1

[log |z − tk| − log tk−1] =

( ∞
∑

k=j+1

log

∣

∣

∣

∣

1 − z

tk

∣

∣

∣

∣

)

− log tj.

Since

log
∣

∣cos
(

2
√
z
)∣

∣ =
∞
∑

k=1

log

∣

∣

∣

∣

1 − z

tk

∣

∣

∣

∣

,

we obtain on combining the above estimates, that

log |Fp,α (z)| − log
∣

∣cos
(

2
√
z
)∣

∣

≤ log

∣

∣

∣

∣

1 − z

t0

∣

∣

∣

∣

−
j
∑

k=j−1

log

∣

∣

∣

∣

1 − z

tk

∣

∣

∣

∣

+ log

∣

∣

∣

∣

1 − z

xj

∣

∣

∣

∣

− log tj

≤ |log |z − ζ|| + log+ |z| + C.

Here we have used xj ∈ [tj−1, tj] and tj/tj−1 ≤ 9. The lower bound is similar.
The case x < t1 is similar, but easier.
(e) We use the bound on Fp,α from (d) and the maximum-modulus principle.
Let T > 0, j ≥ 2, and consider the interval [

√
tj−1,

√
tj] =

[(

j − 3
2

)

π
2
,
(

j − 1
2

)

π
2

]

.
It contains at most one zero

√
xj of Fp,α (z2). Then we can find a point

r ∈ [
√
tj−1,

√
tj] such that

∣

∣r −
√

tj
∣

∣ ,
∣

∣r −
√

tj−1

∣

∣ ,
∣

∣r −√
xj

∣

∣ ≥
(√

tj −
√

tj−1

)

/4 =
π

8
.

Consider the rectangular contour Γ with sides parallel to the x, y axes in-
tersecting the x−axis at ±r and the y−axis at ±iT . For z ∈ Γ, the above
considerations and the estimate of (d) give

log
∣

∣Fp,α

(

z2
)∣

∣ ≤ log |cos (2z)| +
∣

∣

∣
log

π

8

∣

∣

∣
+ log

(

r2 + T 2
)

+ C

≤ 2T + log
(

r2 + T 2
)

+ C.

By the maximum-modulus principle, for |Re (z)| ≤ √
tj−1 and |Im z| ≤ T ,

∣

∣Fp,α

(

z2
)∣

∣ ≤ C
(

r2 + T 2
)

e2T ≤ C1(t
2
j−1 + T 2)e2T ,

since r2/tj−1 ≤ tj/tj−1 ≤ 9. Finally given S ≥ √
t2, choose j such that

S ∈ [
√
tj−1,

√
tj]. The above and the maximum-modulus principle give for

|Re (z)| ≤ S, |Im (z)| ≤ T ,
∣

∣Fp,α

(

z2
)∣

∣ ≤ C
(

t2j + T 2
)

e2T ≤ C1(S
2 + T 2)e2T
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as tj/S
2 ≤ tj/tj−1 ≤ 9. Then with a change of notation, the stated assertion

follows. �

For future use, we record a generalization of Theorem 7.2(d):

Lemma 7.3. Let

f1 (z) =

∞
∏

j=1

(

1 − z

αj

)

and f2 (z) =

∞
∏

j=1

(

1 − z

βj

)

be entire functions with non-negative zeros that weakly interlace, in the sense
that

0 < α1 ≤ β1 ≤ α2 ≤ β2 ≤ · · · .
Assume moreover, that

β1 < β2 < β3 < · · ·
and

sup
j

βj+1

βj
<∞.

Then there exists C > 0 such that for all z,

|log |f1 (z)| − log |f2 (z)|| ≤ |log |z − ζ|| + log+ |z| + C, (7.15)

where ζ is the closest zero of either f1 or f2 to z.

Proof. This is the same as that of Theorem 7.2(d), with the relevant no-
tational changes. �

Next, we consider the properties of Hp,α, but first need a lemma on (what
are essentially) Hilbert transforms. The conclusion is fairly standard, but we
could not find the form we need in the literature:

Lemma 7.4. Let g : [0,∞) → R be continuous, with g ′ continuous in (0,∞).

Assume moreover, that g ∈ L1[0,∞) and g(t)
t

∈ L1[0,∞), and as x→ ∞,

∣

∣g(j) (x)
∣

∣ = O

(

1

x1+j

)

, j = 0, 1. (7.16)

Let

T (z) =

∫ ∞

0

g (t)

t+ z
dt, z ∈ C\(−∞, 0], (7.17)
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and define T on (−∞, 0] as a boundary value from the upper-half plane, using
the Sokhotkii-Plemelj formulas. Then as r → ∞,

sup
|z|=r

|T (z)| = O

(

1

r

)

. (7.18)

Proof. We write z = x + iy, and consider two ranges of z:
Case 1: |y| ≥ 1

4
|z|.

Then

|T (z)| ≤ 1

|y|

∫ ∞

0

|g (t)| dt ≤ 4

|z|

∫ ∞

0

|g (t)| dt.

Case 2: |y| < 1
4
|z|

In this case, |x| >
√

15
4

|z| >
√

15 |y|. If x is positive, then

|T (z)| ≤ 1

|x|

∫ ∞

0

|g (t)| dt ≤ 4√
15 |z|

∫ ∞

0

|g (t)| dt.

So assume x < 0. We split

T (z) =

(

∫ |x|− 1
2
|z|

0

+

∫ |x|+ 1
2
|z|

|x|− 1
2
|z|

+

∫ ∞

|x|+ 1
2
|z|

)

g (t)

t+ z
dt

=: I1 + I2 + I3.

In I1 and I3,

|t + z| ≥ |t + x| ≥ 1

2
|z| ,

so

|I1| + |I3| ≤
2

|z|

∫ ∞

0

|g (t)| dt.

Next, write

I2 =

∫ |x|+ 1
2
|z|

|x|− 1
2
|z|

g (t) − g (|x|)
t + z

dt+ g (|x|)
∫ |x|+ 1

2
|z|

|x|− 1
2
|z|

dt

t+ z

=: I21 + I22.
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In I21,
∣

∣

∣

∣

g (t) − g (|x|)
t+ z

∣

∣

∣

∣

≤
∣

∣

∣

∣

g (t) − g (|x|)
t− |x|

∣

∣

∣

∣

≤ sup

{

g′ (s) : s ∈
[

|x| − 1

2
|z| , |x| + 1

2
|z|
]}

≤ sup

{

g′ (s) : s ≥
(√

15

4
− 1

2

)

|z|
}

= O

(

1

|z|2
)

,

by (7.16). So

|I21| = O

(

1

|z|

)

.

Next, the substitution t = |x| + u
2
|z| gives

I22 = g (|x|)
∫ −1

−1

du

u+ 2
|z| iy

= g (|x|)S
(

2

|z| iy
)

,

where

S (w) =

∫ 1

−1

du

u+ w
, |w| < 1.

Note that S has well defined boundary values on (−1, 1) from the upper and
lower half plane. We interpret S (w) as its boundary value from the upper
half-plane for w ∈ (−1, 1) and use the fact that |S| is bounded in compact

subsets of the open unit ball. Since for this range of z,
∣

∣

∣

2
|z|iy

∣

∣

∣
< 1

2
, we have

|I22| ≤ |g (|x|)|max

{

|S (w)| : |w| ≤ 1

2

}

= O

(

1

|x|

)

= O

(

1

|z|

)

.

The constant in the order term is independent of z (and in particular |y|).
Then the above estimates for I1, I21 and I22 gives the result for y = Im z 6= 0.
The Sokotkii-Plemelj formulas show that the estimate for T persists on
(−∞, 0) when we interpret T as a boundary value from the upper half
plane. �
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Theorem 7.5. (a) There exists C > 0 such that for |z| ≥ 1,

|Hp,α (z)| ≤ |z|α + C
|Fp,α (z)|

|z| . (7.19)

Moreover for r ≥ 1,

max
|z|=r

|Hp,α (z)| ≤ C max
|z|=r

|Fp,α (z)| /r. (7.20)

(b) As |z| → ∞,

Hp,α (z) = zα +
Fp,α (z)

z

[

sinαπ

π

∫ ∞

0

tα

Fp,α (−t)dt
](

1 +O

(

1

z

))

. (7.21)

(c) Hp,α (z2) is entire of exponential type 2.

Proof. (a) We know that for z ∈ C\(−∞, 0],

Hp,α (z) = zα +
sinαπ

π
Fp,α (z)

∫ ∞

0

g (t)

t + z
dt,

where

g (t) =
tα

Fp,α (−t) , t ∈ (0,∞)

satisfies all the hypotheses of Lemma 7.4, since |Fp,α (−t)| ≥ cosh
(

2
√
t
)

,
t ≥ 0, with a similar growth for the derivative. The lemma then gives (7.19).
Moreover, (7.20) follows as on the circle |z| = r, max|z|=r |Fp,α (z)| grows at
least as fast as cosh (2

√
r).

(b) With g as in (a), we have

Hp,α (z) = zα +
sinαπ

π
Fp,α (z)

[

1

z

∫ ∞

0

g (t) dt− 1

z

∫ ∞

0

t

t+ z
g (t) dt

]

= zα +
sinαπ

π
Fp,α (z)

[

1

z

∫ ∞

0

g (t) dt+O

(

1

z2

)]

,

by the lemma, applied to tg (t) .
(c) This follows from (a), (b) and Theorem 7.2(c). �
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8 A Proof of Bernstein’s Limit Theorem

In this section, we prove that the limit

Λ∗
p,α = lim

n→∞
nα+1/pEn [|x|α ;Lp [−1, 1]]

exists, as well as the fact that any subsequential limit Hp,α is a best approx-
imant. The ideas of the proof go back to Bernstein (at least for the case
p = ∞) and are available in one form in the book of Timan [30, Section 2.6,
p. 45. ff; Section 5.4.5, p. 285 ff.], and in more general form in the work of
M. Ganzburg (see the survey [9] for references), but we present a proof for
the specific context that we need. Recall that

Aσ [|x|α ;Lp (R)]

= inf
{

‖ |x|α − f (x) ‖Lp(R) : f is entire of exponential type ≤ σ
}

and

Aσ

[

xα;Lp,√[0,∞)
]

= inf
{

‖xα − f (x) ‖Lp,
√[0,∞) : f

(

x2
)

is entire of exponential type ≤ σ
}

.

Theorem 8.1. Let 1 ≤ p ≤ ∞ and α > − 1
2p

, not an integer. Then

Λ∗
p,2α = lim

n→∞
n2α+ 1

pEn

[

|x|2α ;Lp [−1, 1]
]

(8.1)

exists, and

Λ∗
p,2α = 22α+1/pA2

[

|x|2α ;Lp (R)
]

= A1

[

|x|2α ;Lp (R)
]

. (8.2)

Moreover,

Λp,α = lim
n→∞

n2α+ 1
pEn

[

xα;Lp,
√ [0, 1]

]

(8.3)

exists, and

Λp,α = A2

[

|x|2α ;Lp (R)
]

= A2

[

xα;Lp,
√[0,∞)

]

. (8.4)

We begin the proof with
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Lemma 8.2. Let a, b > 0.
(a)

En

[

|x|2α ;Lp [−b, b]
]

=

(

b

a

)2α+ 1
p

En

[

|x|2α ;Lp [−a, a]
]

. (8.5)

(b)

n2α+ 1
pE2n

[

|x|2α ;Lp [−1, 1]
]

= n2α+ 1
pEn

[

xα;
√

;Lp [0, 1]
]

. (8.6)

Proof. (a) Let P ∗
n,a (x) denote the best polynomial approximation of degree

≤ n to |x|2α in the Lp norm on [−a, a]. Then

En

[

|x|2α ;Lp [−b, b]
]

≤
(

∫ b

−b

∣

∣

∣

∣

∣

|x|2α −
(

b

a

)2α

P ∗
n,a

(ax

b

)

∣

∣

∣

∣

∣

p

dx

)1/p

=

(

b

a

)2α+ 1
p
(
∫ a

−a

∣

∣|t|2α − P ∗
n,a (t)

∣

∣

p
dt

)1/p

=

(

b

a

)2α+ 1
p

En

[

|x|2α ;Lp [−a, a]
]

.

Then (8.5) follows on swopping the roles of a and b.
(b) Since |x|2α is even, its (unique) best polynomial approximations on [−1, 1]
are also even. Then a substitution x2 = t easily gives the result. �

Lemma 8.3.

∞ > lim inf
n→∞

n2α+ 1
pE2n

[

|x|2α ;Lp [−1, 1]
]

≥ A2

[

|x|2α ;Lp (R)
]

. (8.7)

Proof. Let us denote the lim inf in the statement by A, and choose a sub-
sequence S of integers such that

A = lim
n→∞,n∈S

n2α+ 1
pE2n

[

|x|2α ;Lp [−1, 1]
]

.

Recall that this is finite by the Bernstein-Jackson approximation theorems
[7, p. 110, no. 3]. By passing to a further subsequence, we may assume that
(7.1) and the associated limits (7.5), (7.7) from Section 7 hold. Then for
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each r > 0, Lemma 8.2(b) followed by a substitution gives

A ≥ lim
n→∞,n∈S

n2α+ 1
pEn

[

xα;
√

;Lp [0, 1]
]

= lim
n→∞,n∈S

(

∫ n2

0

∣

∣xα − n2αPn,p,α

(

x/n2
)∣

∣

p dx√
x

)1/p

≥ lim
n→∞,n∈S

(
∫ r

0

∣

∣xα − n2αPn,p,α

(

x/n2
)∣

∣

p dx√
x

)1/p

=

(
∫ r

0

|xα −Hp,α (x)|p dx√
x

)1/p

.

As this is true for each r > 0, we obtain

A ≥
(
∫ ∞

0

|xα −Hp,α (x)|p dx√
x

)1/p

= ‖ |t|2α −Hp,α

(

t2
)

‖Lp(R)

≥ A2

[

|x|2α ;Lp (R)
]

, (8.8)

since Hp,α (t2) is entire of exponential type ≤ 2 (Theorem 7.5(c)). �

Lemma 8.4. There exists f ∗, entire of exponential type ≤ 2, such that

‖ |x|2α − f ∗ (x) ‖Lp(R) = A2

[

|x|2α ;Lp (R)
]

. (8.9)

Proof. We have already shown in the proof above that A2 := A2

[

|x|2α ;Lp (R)
]

is finite. Choose a sequence (fn) of entire functions of exponential type ≤ 2
such that

‖ |x|2α − fn (x) ‖Lp(R) ≤ A2 +
1

n
, n ≥ 1.

For n ≥ 1,
‖fn − f1‖Lp(R) ≤ 2A2 + 2.

It then follows that for some C > 0 independent of n and z,

|fn − f1| (z) ≤ C exp (2 |Im z|)

(See [17, Theorem 3, p. 38] for p = ∞, and [17, eqn. (3), p. 149] for p <∞.)
Hence {fn − f1}∞n=1 is uniformly bounded in each compact set. We can then
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extract a subsequence converging uniformly in compact sets to some entire
function f ∗ − f1 of exponential type ≤ 2, and bounded on the real axis. For
notational simplicity, we assume the full sequence converges. We see that for
r > 0, n ≥ 1,

‖ |x|2α − f ∗ (x) ‖Lp(−r,r)

≤ ‖ |x|2α − fn (x) ‖Lp(R) + ‖fn (x) − f ∗ (x) ‖Lp(−r,r).

Letting n→ ∞ gives

‖ |x|2α − f ∗ (x) ‖Lp(−r,r) ≤ A2.

Since r > 0 is arbitrary, we have

‖ |x|2α − f ∗ (x) ‖Lp(R) ≤ A2.

The converse inequality is immediate, and (8.9) follows. �

Lemma 8.5. Let f ∗ be as in Lemma 8.4. Then there exists C2 > 0 such that

|f ∗ (z)| ≤ C2(1 + |z|)2αe2|Im z|, z ∈ C. (8.10)

Proof. First note that

‖ |x|2α −Hp,α

(

x2
)

‖Lp(R) = ‖xα −Hp,α (x) ‖Lp,
√[0,∞) <∞

so
‖f ∗ (x) −Hp,α

(

x2
)

‖Lp(R) <∞.

As f ∗ (z) − Hp,α (z2) is entire of exponential type at most 2, we obtain the
bound throughout the complex plane [17, p. 149, eqn. (3)],

∣

∣f ∗ (z) −Hp,α

(

z2
)∣

∣ ≤ Ce2|y|,

with C independent of z = x+ iy. Next, from (7.14) and (7.19), for |z| ≥ 1,

∣

∣Hp,α

(

z2
)∣

∣ ≤ |z|2α + Ce2|Im z| (8.11)

so
|f ∗ (z)| ≤ |z|2α + Ce2|Im z|.

Then the result follows. �
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Lemma 8.6. Let f ∗ be as in Lemma 8.4. Let λ ∈ (0, 1). Then

lim
n→∞

E2n [f ∗;Lp [−λn, λn]] = 0. (8.12)

Proof. Fix λ ∈ (0, 1). Let L2n (x) denote the Lagrange interpolation poly-
nomial to f ∗ (λnx) at the zeros of the Chebyshev polynomial T2n (x). Let also
σ > 1. The standard contour integral estimate for the error of interpolation
gives

max
x∈[−1,1]

|f ∗ (λnx) − L2n (x)| ≤ C max

{∣

∣

∣

∣

f ∗ (λnz)

T2n (z)

∣

∣

∣

∣

: z ∈ Eσ

}

,

where C is independent of f ∗, n, λ and Eσ denotes the ellipse with foci at
−1, 1, intersecting the x and y axis respectively at ± 1

2

(

σ + 1
σ

)

and ±1
2

(

σ − 1
σ

)

.
To estimate the max, we use the fact that each z = x + iy ∈ Eσ can be rep-
resented in the form

z =
1

2

(

σ +
1

σ

)

cos θ +
i

2

(

σ − 1

σ

)

sin θ,

some θ ∈ [0, 2π]. For such a z, the bound (8.10) gives

|f ∗ (λnz)| ≤ C (λnσ)2α exp

(

nλ

(

σ − 1

σ

))

while

|T2n (z)| =
1

2

(

σ2n + σ−2n
)

.

Hence, at least for large enough n,

max
x∈[−1,1]

|f ∗ (λnx) − L2n (x)| ≤ C5n
2α exp

(

n

[

λ

(

σ − 1

σ

)

− 2 logσ

])

.

As λ < 1, we can choose σ > 1 so close to 1 that λ
(

σ − 1
σ

)

− 2 log σ < 0.
Thus we obtain for large enough n,

max
x∈[−1,1]

|f ∗ (λnx) − L2n (x)| ≤ C8 exp (−C9n) .

Then (8.12) follows. �

Finally for the proof of Theorem 8.1 and later use, we need:
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Lemma 8.7. (a)

σα+1/pAσ [|x|α ;Lp (R)] = A1 [|x|α ;Lp (R)] . (8.13)

Moreover, if H# is a best approximation in Lp (R) to |x|α from entire func-
tions of exponential type ≤ 1, then σ−αH# (σz) is a best approximation in
Lp (R) to |x|α from entire functions of exponential type ≤ σ, and conversely.
(b)

Aσ [|x|α ;Lp (R)] = Aσ

[

xα/2;Lp,
√[0,∞)

]

. (8.14)

Moreover, if H# is even and a best approximation in Lp (R) to |x|α from en-
tire functions of exponential type ≤ σ, then H# (

√
z) is a best approximation

in Lp,
√[0,∞) to xα/2and conversely.

Proof. (a) Suppose that p <∞. Then

A1 [|x|α ;Lp (R)] =

(
∫ ∞

−∞

∣

∣|x|α −H# (x)
∣

∣

p
dx

)1/p

= σα+ 1
p

(
∫ ∞

−∞

∣

∣|t|α − σ−αH# (σt)
∣

∣

p
dt

)1/p

,

by the substitution x = σt. As σ−αH# (σt) is entire of exponential type ≤ σ,
this leads to the inequality

A1 [|x|α ;Lp (R)] ≥ σα+1/pAσ [|x|α ;Lp (R)] .

The converse inequality follows similarly.
(b) This follows easily by a substitution in the definition ofAσ [|x|α ;Lp (R)]. �

Proof of Theorem 8.1. Let f ∗ be as in Lemma 8.4. Let λ ∈ (0, 1). By
Lemma 8.2(a),

(λn)2α+ 1
p E2n

[

|x|2α ;Lp [−1, 1]
]

= E2n

[

|x|2α ;Lp [−λn, λn]
]

≤ E2n

[

|x|2α − f ∗;Lp [−λn, λn]
]

+ E2n [f ∗;Lp [−λn, λn]]

≤ ‖ |x|2α − f ∗ (x) ‖Lp(R) + E2n [f ∗;Lp [−λn, λn]]

= A2

[

|x|2α ;Lp (R)
]

+ E2n [f ∗;Lp [−λn, λn]] .
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Using Lemma 8.6, we obtain

lim sup
n→∞

(λn)2α+ 1
p E2n

[

|x|2α ;Lp [−1, 1]
]

≤ A2

[

|x|2α ;Lp (R)
]

.

Letting λ→ 1− gives

lim sup
n→∞

n2α+ 1
pE2n

[

|x|2α ;Lp [−1, 1]
]

≤ A2

[

|x|2α ;Lp (R)
]

.

Together with Lemma 8.3, this gives

lim
n→∞

n2α+ 1
pE2n

[

|x|2α ;Lp [−1, 1]
]

= A2

[

|x|2α ;Lp (R)
]

(8.15)

and hence

lim
n→∞

(2n)2α+ 1
p E2n

[

|x|2α ;Lp [−1, 1]
]

= 22α+ 1
pA2

[

|x|2α ;Lp (R)
]

= A1

[

|x|2α ;Lp (R)
]

,

by (8.13). The monotonicity of the errors of approximation (E2n ≤ E2n−1)
then gives both (8.1) and (8.2). The remaining assertions follow from (8.6),
(8.14) and (8.15). �

For future use, we recall that in the proof of Lemma 8.3 (see (8.8)), we
proved

lim inf
n→∞

n2α+ 1
pE2n

[

|x|2α ;Lp [−1, 1]
]

≥ ‖ |x|2α −Hp,α

(

x2
)

‖Lp(R) ≥ A2

[

|x|2α ;Lp (R)
]

.

We then obtain from (8.15),

‖ |x|2α −Hp,α

(

x2
)

‖Lp(R) = A2

[

|x|2α ;Lp (R)
]

, (8.16)

and hence

‖xα −Hp,α (x) ‖Lp,
√

[0,∞) = A2

[

xα;Lp,√[0,∞)
]

. (8.17)

9 Uniqueness in Lp Approximation,

1 ≤ p <∞
Recall that Lσ

p denotes the set of all entire functions f such that f (x2) is
entire of exponential type ≤ σ, and such that

‖f‖Lp,
√[0,∞) <∞.
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Theorem 9.1. Let 1 ≤ p <∞ and α > − 1
2p

, not an integer.

(i) There exists a unique entire function Hp,α such that Hp,α (x2) is entire of
exponential type ≤ 2 and

‖xα −Hp,α (x) ‖Lp,
√[0,∞) = A2

[

xα;Lp,√[0,∞)
]

. (9.1)

(ii) Hp,α is characterized by the condition that ‖xα − Hp,α (x) ‖Lp,
√[0,∞) is

finite and
∫ ∞

0

|xα −Hp,α (x)|p−1 sign (xα −Hp,α (x)) f (x)
dx√
x

= 0 (9.2)

for all f ∈ L2
p.

We deduce:

Corollary 9.2. Let 1 ≤ p < ∞ and α > − 1
2p

, α not an integer. Then all
the conclusions of Theorems 3.1 and 3.2 are true.

Proof of Theorem 9.1
Step 1 Characterization for 1 < p <∞. Let S be an infinite subse-

quence of integers as in Section 7, so that (7.1) holds and the conclusion of
Theorem 7.1 holds. In Section 8 – see (8.17) – we proved that

∥

∥|x|2α −Hp,α

(

x2
)∥

∥

Lp(R)
= A2

[

|x|2α ;Lp (R)
]

and
‖xα −Hp,α (x)‖Lp,

√
[0,∞)

= A2 [xα;Lp[0,∞)] .

That is, Hp,α (x2) is a b.a. to |x|2α in Lp (R) from all entire functions of
exponential type ≤ 2. Equivalently 0 is a b.a. to |x|2α −Hp,α (x2) in Lp (R)
from all entire functions of exponential type ≤ 2. By Theorem 2.12.6 in [30,
p. 84],

∫

R

∣

∣|x|2α −Hp,α

(

x2
)∣

∣

p−1
sign

(

|x|2α −Hp,α

(

x2
))

g (x) dx = 0 (9.3)

for all g ∈ L2
p, and this relation characterizes 0 and hence Hp,α (x2). A

substitution then gives (9.2). We already proved (9.1) in Section 8, see
(8.17). (Note that (9.3) remains valid for p = 1 as a necessary condition for
best approximation.)
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Step 2 Uniqueness. We have already shown that Hp,α is a best ap-
proximant that satisfies the orthogonality condition (9.2). Suppose that H#

is another best approximant. Then

‖H# −Hp,α‖Lp,
√[0,∞) ≤ ‖H# (x) − xα‖Lp,

√[0,∞) + ‖xα −Hp,α (x) ‖Lp,
√[0,∞),

so H# −Hp,α ∈ L2
p. Our orthogonality condition (9.2) gives

0 =

∫ ∞

0

|xα −Hp,α (x)|p−1 sign (xα −Hp,α (x))
(

H# −Hp,α

)

(x)
dx√
x

and hence
∫ ∞

0

|xα −Hp,α (x)|p dx√
x

=

∫ ∞

0

|xα −Hp,α (x)|p−1 sign (xα −Hp,α (x))
(

xα −H# (x)
) dx√

x
.

This can be re-expressed as the case of equality in Holder’s inequality. Indeed,
letting q be the dual parameter of p (that is 1

p
+ 1

q
= 1),

ψ (x) = |xα −Hp,α (x)|p−1 sign (xα −Hp,α (x)) ;

φ (x) = xα −H# (x) ,

and using that xα − Hp,α and xα − H# have equal norm in Lp,
√[0,∞), we

obtain

‖ψ‖Lq,
√

[0,∞)
‖φ‖Lp,

√
[0,∞)

=

∫ ∞

0

|xα −Hp,α (x)|p dx√
x

=

∫ ∞

0

ψ (x)φ (x)
dx√
x
.

This forces [14, p. 410], [18, p. 46] for some positive constant c,

ψ (x) = c |φ (x)|p−1 sign (φ (x)) ,

a.e. in [0,∞). That is, we have a.e.

|xα −Hp,α (x)|p−1 sign (xα −Hp,α (x))

= c
∣

∣xα −H# (x)
∣

∣

p−1
(x) sign

(

xα −H# (x)
)

⇒ sign
(

xα −H# (x)
)

= sign (xα −Hp,α (x)) a.e. (9.4)
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Then also, we see that c = 1, and if p > 1,

xα −Hp,α (x) = xα −H# (x) a.e.,

whence H# = Hp,α because of analyticity. This completes the proof of
Theorem 9.1 for p > 1.

Step 3 Uniqueness and Characterization for p = 1. Here we still
know that Hp,α satisfies (9.3), and hence (9.4) is true, but this does not
imply the required uniqueness. So we need an extra argument. Recall from
Theorem 5.1(c) that the zeros of xα − Pn,1,α (x) are

xjn,1,α = sin2

((

j − 1

2

)

π

2n + 3

)

and hence

xj = lim
n→∞,n∈S

n2xjn,1,α =

((

j − 1

2

)

π

2

)2

,

so

F1,α (z) =
∞
∏

j=1

(

1 − z
((

j − 1
2

)

π
2

)2

)

= cos
(

2
√
z
)

.

Theorem 7.1 shows that xα −H1,α (x) changes sign in (0,∞) exactly at the
zeros of cos(2

√
z). Thus xα −H# (x) also changes sign exactly at the zeros

of F1,α (z) = cos (2
√
z). Let

f (x) = H1,α

(

x2
)

−H#
(

x2
)

.

This is entire of exponential type at most 2, has ‖f‖L1(R) <∞ and has zeros
at the zeros of cos (2z) on the real line. Then [17, p. 149, eqn. (3)] there
exists C > 0 such that for all complex z,

|f (z)| ≤ Ce2|Im z|.

In particular, f is bounded on the real axis, and satisfies 4.3(5), 4.3(6) and
4.3(7) in [30, pp. 180-181]. We then have the convergent interpolation formula
[30, p. 183, eqn. 4.3(13)]

f (z) =
sin
(

2
(

z − π
4

))

2
f ′
(π

4

)

+

∞
∑

k=−∞
f
(

k
π

2
+
π

4

)

gk (z) ,
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where the {gk} are explicitly given functions. In our case f
(

k π
2

+ π
4

)

=
cos
(

2
(

k π
2

+ π
4

))

= 0 for all k, so

f (z) = −cos (2z)

2
f ′
(π

4

)

.

Integrability of f over the real line then gives f ′ (π
4

)

= 0 and hence f = 0,
as desired. Note that we actually proved the following: any entire function
H# with H# (x2) of exponential type ≤ 2 that satisfies the orthogonality
condition (9.2) equals H1,α. Hence (9.2) characterizes the b.a. even for
p = 1. �

We note that one can avoid use of the interpolation formula, instead
applying Lemma 10.5 below.

Proof of Corollary 9.2
Proof of Theorem 3.1 for 1 ≤ p < ∞. As any subsequential limit Hp,α

of {n2αPn,p,α (z/n2)}∞n=1 is a b.a. (recall (8.17)) and b.a.’s are unique, we
obtain

lim
n→∞

n2αPn,p,α

(

z/n2
)

= Hp,α (z)

uniformly in compact subsets of the plane. Then all the assertions of Theorem
3.1 follow from Theorem 7.1 and (7.1).

Proof of Theorem 3.2 for 1 ≤ p < ∞. The uniqueness of Hp,α has just
been established, as has the orthogonality (3.8). The representation (3.7)
was established in Theorem 7.1. It remains to prove (3.9). From (8.3) and
(8.4) of Theorem 8.1, and then (8.17),

Λp,α = lim
n→∞

n2α+ 1
pEn[xα;Lp,√ [0, 1]]

= A2

[

xα;Lp,√[0,∞)
]

= ‖xα −Hp,α (x) ‖Lp,
√[0,∞).

Now all we need to do is to substitute (3.7) into this last formula. �

10 An Interpolation Series for p = ∞
In this section, we establish representations by interpolation series at the
zeros of F∞,α and also establish some estimates involving F∞,α. Our main
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result summarizes some of these. Throughout we assume that we have a
subsequence S as in Section 7, so that

xj = lim
n→∞,n∈S

n2xjn, j ≥ 1,

exists, and uniformly in compact subsets of C,

lim
n→∞,n∈S

Xn,∞,α

(

z/n2
)

/Xn,∞,α (0) = F∞,α (z) .

Then as n→ ∞ through the same subsequence, the scaled alternation points
also converge (because the differentiated sequence
{

d
dz
n2αRn,∞,α (z/n2)

}

n∈S converges), so that

yj = lim
n→∞,n∈S

n2yjn,α (10.1)

exists for j ≥ 0. In view of the interlacing properties in Theorem 5.2(b),

sin2 (j − 1)π

2n
= sj−1,n,∞ ≤ yjn,α ≤ sjn,∞ = sin2 jπ

2n
(10.2)

and hence, if

sj =

(

jπ

2

)2

, j ≥ 0, (10.3)

then
sj−1 ≤ yj ≤ sj, j ≥ 1. (10.4)

The main results in this section are:

Theorem 10.1. Let α > 0 and f be an entire function such that both
(i) for some C > 0 and large enough |z|,

∣

∣f
(

z2
)∣

∣ ≤ e2|Im z| |z|C . (10.5)

(ii) for some ε ∈
(

0, 1
2

)

,

|f (x)| = O
(

x1−ε
)

, x→ ∞. (10.6)

Then in the plane,

f (z) = F∞,α (z)

∞
∑

j=1

f (xj)

F ′
∞,α (xj) (z − xj)

. (10.7)
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Theorem 10.2. Let α > 0. Uniformly for j ≥ 1,
(a)

(−1)j F ′
∞,α (xj) ≥ C

√
xj. (10.8)

(b)
F∞,α (yj) ∼ (−1)j yj. (10.9)

(c)
yj − xj ∼ xj − yj−1 ∼

√
yj ∼ yj − yj−1. (10.10)

We shall first establish some estimates involving the polynomials Xn,∞,α,
making essential use of the equioscillation points {yjn,α}n+1

j=0 . In this section,
since α is fixed, and we treat only the L∞ case, we use the abbreviations

Xn (z) = Xn,∞,α (z) ; Rn (z) = Rn,∞,α (z) ;

xjn = xjn,∞,α; yjn = yjn,α; sjn = sjn,∞.

Lemma 10.3. Let β > 0 and ε > 0. Then for n ≥ 1,
∫ ∞

0

Xn (0)

Xn (−s)s
β−1ds ∼

∫ ∞

0

Xn (0)

Xn (−s)
sβ−1

1 + s
ds ∼

∫ ∞

εn−2

Xn (0)

Xn (−s)s
β−1ds

∼
∫ εn−2

0

Xn (0)

Xn (−s)s
β−1ds ∼ n−2β. (10.11)

Proof. Let Jn denote the first integral in (10.11) and In denote the last.
We see that

In =

∫ εn−2

0

Xn (0)

Xn (−s)s
β−1ds

= n−2β

∫ ε

0

[

n+1
∏

j=1

(

1 +
u

n2xjn

)−1
]

uβ−1du. (10.12)

Here by Fatou’s lemma,

lim inf
n→∞

n2βIn ≥
∫ ε

0

lim inf
n→∞

{

n+1
∏

j=1

(

1 +
u

n2xjn

)−1

uβ−1

}

du

≥
∫ ε

0

[ ∞
∏

j=1

(

1 +
u

lim infn→∞ n2xjn

)−1
]

uβ−1du

≥
∫ ε

0





∞
∏

j=1



1 +
u

max
{

C0,
[(

j − 3
2

)

π
2

]2
}





−1

 uβ−1du,
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by (7.1) to (7.3). (Recall that C0 there is independent of the subsequence
S.) Moreover, by Corollary 5.3,

n2βJn =

∫ ∞

0

[

n+1
∏

j=1

(

1 +
u

n2xjn

)−1
]

uβ−1du

≤
∫ ∞

0





n+1
∏

j=1

(

1 +
u

((

j − 1
2

)

π
2

)2

)−1


 uβ−1du

→
∫ ∞

0





∞
∏

j=1

(

1 +
u

((

j − 1
2

)

π
2

)2

)−1


 uβ−1du,

n → ∞, by Lebesgue’s Monotone Convergence Theorem. As In ≤ Jn, we
obtain

n2βIn ∼ n2βJn ∼ 1.

This gives the first and last ∼ relations in (10.11). The other two are simi-
lar. �

Now we can prove:

Lemma 10.4. (a)
Xn (1) ∼ n2Xn (0) (−1)n+1 . (10.13)

(b) Uniformly for n ≥ 1 and 1 ≤ j ≤ n,

(−1)jXn (yjn) ∼ Xn (0)n2yjn. (10.14)

(c) There exists C > 0 such that for n ≥ 1 and x ∈ [0, 1],

∣

∣

∣

∣

Xn (x)

Xn (1)

∣

∣

∣

∣

≤ x+ (1 − x)
C

n2
. (10.15)

(d) Uniformly in j and n,

∣

∣

∣

∣

X ′
n (xjn)

n2Xn (0)

∣

∣

∣

∣

≥ Cn
√
xjn. (10.16)

(e) Uniformly for n ≥ 1 and j such that yjn ≤ 1
2
, we have

yjn − xjn ∼ xjn − yj−1,n ∼ √
yjn/n. (10.17)
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Proof. (a) Now from (4.3) and as 0 and 1 are alternation points,

1 =

∣

∣

∣

∣

Rn (0)

Rn (1)

∣

∣

∣

∣

=

∣

∣

∣

∣

Xn (0)

Xn (1)

∣

∣

∣

∣

∫∞
0

sα−1

Xn(−s)
ds

∫∞
0

sα

Xn(−s)
ds

s+1

∼
∣

∣

∣

∣

Xn (0)

Xn (1)

∣

∣

∣

∣

n2,

by Lemma 10.3. Finally, Xn (0) has sign (−1)n+1 .
(b)

1 = (−1)j Rn (yjn)

Rn (0)
= (−1)j Xn (yjn)

Xn (0)

∫∞
0

sα

Xn(−s)
ds

s+yjn
∫∞
0

sα−1

Xn(−s)
ds

≤ 1

yjn
(−1)j Xn (yjn)

Xn (0)

∫∞
0

sα

Xn(−s)
ds

∫∞
0

sα−1

Xn(−s)
ds

≤ C (−1)j

yjn

Xn (yjn)

n2Xn (0)
,

by Lemma 10.3. Also for j ≥ 1, yjn ≥ x1n ≥ C0n
−2, so

1 ≥ (−1)j Xn (yjn)

Xn (0)

∫ C0n−2

0
sα

Xn(−s)
ds

2yjn
∫∞
0

sα−1

Xn(−s)
ds

≥ C (−1)j

yjn

Xn (yjn)

n2Xn (0)
,

by Lemma 10.3 again. Thus

(−1)j Xn (yjn) ∼ n2Xn (0) yjn.

(c) Now

Xn (x)

Xn (1)
− x

Rn (x)

Rn (1)
=
Xn (x)

Xn (1)

{

1 −
∫∞
0

sα

Xn(−s)
x

s+x
ds

∫∞
0

sα

Xn(−s)
1

s+1
ds

}

=
Xn (x)

Xn (1)

∫∞
0

sα

Xn(−s)
s(1−x)

(s+1)(s+x)
ds

∫∞
0

sα

Xn(−s)
1

s+1
ds

.

Here for x ∈ [0, 1] ,
∫ ∞

0

sα

|Xn (−s)|
s(1 − x)

(s + 1) (s+ x)
ds

≤ (1 − x) min

{∫ ∞

0

sα

|Xn (−s)|
ds

1 + s
,
1

x

∫ ∞

0

sα+1

Xn (−s)
ds

1 + s

}

,
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so using Lemma 10.3,

∣

∣

∣

∣

Xn (x)

Xn (1)
− x

Rn (x)

Rn (1)

∣

∣

∣

∣

≤
∣

∣

∣

∣

Xn (x)

Xn (1)

∣

∣

∣

∣

(1 − x) min

{

1,
C

n2x

}

.

Then,
∣

∣

∣

∣

Xn (x)

Xn (1)

∣

∣

∣

∣

[

1 − (1 − x) min

{

1,
C

n2x

}]

≤ x

∣

∣

∣

∣

Rn (x)

Rn (1)

∣

∣

∣

∣

≤ x.

(Recall that 1 is an alternation point.) We deduce that for x ≥ 2C
n2 ,

∣

∣

∣

∣

Xn (x)

Xn (1)

∣

∣

∣

∣

≤ x

1 − (1 − x) C
n2x

≤ x + (1 − x)
2C

n2
,

by the inequality 1
1−u

≤ 1 + 2u, u ∈
[

0, 1
2

]

. For 0 ≤ x ≤ 2C
n2 , we instead use

1 ≥
∣

∣

∣

∣

Rn (x)

Rn (0)

∣

∣

∣

∣

=

∣

∣

∣

∣

Xn (x)

Xn (0)

∣

∣

∣

∣

∫ ∞

0

tα

Xn (−t)
dt

t + x
/

∫ ∞

0

tα−1

Xn (−t)dt

≥
∣

∣

∣

∣

Xn (x)

Xn (0)

∣

∣

∣

∣

1

2

∫ ∞

x

tα−1

Xn (−t)dt/
∫ ∞

0

tα−1

Xn (−t)dt

≥ C1

∣

∣

∣

∣

Xn (x)

Xn (0)

∣

∣

∣

∣

,

by Lemma 10.3. Thus for such x,

|Xn (x)| ≤ C2 |Xn (0)|

≤ C3Xn (1)n−2 ≤ C4Xn (1)
1 − x

n2
,

by (a) of this lemma. So we again obtain (10.15).
(d) As Xn has n+ 1 simple zeros, X ′

n has n simple zeros that interlace those
of Xn. Let us denote these zeros by

x′jn ∈ (xjn,xj+1,n) , 1 ≤ j ≤ n.

Similarly X ′′
n has n−1 simple zeros that interlace those of X ′

n. Now let us fix
j ≥ 2, and consider xjn. As

(

x′j−1,n, x
′
jn

)

contains exactly one simple zero of
X ′′

n, either the interval (x′j−1,n, xjn) or the interval (xjn, x
′
jn) does not contain

a zero of X ′′
n. Suppose (x′j−1,n, xjn) does not contain a zero (the other case is
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similar). Then Xn is concave up or concave down in (x′j−1,n, xjn). Suppose,
for example, it is concave down (the other case is similar). Then necessarily,

X ′
n (xjn) <

Xn (xjn) −Xn

(

x′j−1,n

)

xjn − x′j−1,n

< 0,

so

|X ′
n (xjn)| >

∣

∣Xn

(

x′j−1,n

)∣

∣

xjn − x′j−1,n

.

But X ′
n

(

x′j−1,n

)

= 0, so |Xn| has its unique maximum in (xj−1,n, xjn) at
x′j−1,n. In particular, as the alternation point yj−1,n lies in this interval,

∣

∣Xn

(

x′j−1,n

)∣

∣ ≥ |Xn (yj−1,n)| ≥ Cyj−1,nn
2 |Xn (0)| ≥ Cxjnn

2 |Xn (0)| ,
by (10.14) and as Corollary 5.3 shows that xjn ≥ Cxj−1,n. Hence

|X ′
n (xjn)|

n2 |Xn (0)| ≥
Cxjn

xjn − xj−1,n
.

Now we know from Corollary 5.3 that

xjn − xj−1,n ≤ sin2

((

j − 1

2

)

π

2n

)

− sin2

((

j − 5

2

)

π

2n

)

≤ C

n

√
xjn,

uniformly in n ≥ 1 and 2 ≤ j ≤ n. (If j = 2, we take the lower bound for
x1n as 0.) Then

|X ′
n (xjn)|

n2 |Xn (0)| ≥ Cn
√
xjn.

The case j = 1 is not included above. For this case, we note that as the
smallest zero of X ′′

n lies in (x′1n, x
′
2n), we shall have that X ′′

n is of one sign in
(x1n, x

′
1n), so is concave up or concave down there. Then we can proceed as

before.
(e) From (c), for all x ∈ [0, 1] ,

∣

∣

∣

∣

(1 − x)Xn (x)

n2Xn (1)

∣

∣

∣

∣

≤ C1







[

√

x (1 − x)

n

]2

+

[

1

n2

]2







≤ C2

{

√

x (1 − x)

n
+

1

n2

}2

.
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By an inequality of Brudnyi and Lebed [6, p. 241, Theorem 2.3],

∣

∣

∣

∣

d

dx

{

(1 − x)Xn (x)

n2Xn (1)

}∣

∣

∣

∣

≤ C

{

√

x (1 − x)

n
+

1

n2

}

.

From this, and using (10.15), we derive the bound

∣

∣

∣

∣

X ′
n (x)

Xn (1)

∣

∣

∣

∣

≤ C

(

n

√

x

1 − x
+

1

1 − x

)

, x ∈ [0, 1] .

Then

∣

∣

∣

∣

Xn (yjn)

Xn (1)

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ yjn

xjn

X ′
n (x)

Xn (1)
dx

∣

∣

∣

∣

∣

≤ C

[

n

√

yjn

1 − yjn

+
1

1 − yjn

]

(yjn − xjn) .

Using (a) and (b), we obtain if yjn ≤ 1
2
, and since y1n > x1n ≥ C0n

−2,

yjn ≤ Cn
√
yjn (yjn − xjn)

so
yjn − xjn ≥ C

√
yjn/n.

The corresponding upper bound follows easily from (5.6) and (5.8). The
first ∼ relation in (10.17) follows. The remaining ∼ relation in (10.17) is
similar. �

Proof of Theorem 10.2. (a) From the locally uniform limit

lim
n→∞,n∈S

Xn

(

z/n2
)

/Xn (0) = F∞,α (z)

we deduce that locally uniformly

lim
n→∞,n∈S

n−2X ′
n

(

z/n2
)

/Xn (0) = F ′
∞,α (z) .

Then because of the uniform convergence

∣

∣F ′
∞,α (xj)

∣

∣ = lim
n→∞,n∈S

n−2
∣

∣X ′
n

(

n2xjn/n
2
)

/Xn (0)
∣

∣ ≥ C
√
xj,
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by Lemma 10.4(d). As F∞,α (0) = 1, and F∞,α has sign changes at each xj,
we see that F ′

∞,α (xj) has sign (−1)j.
(b) Recall from Lemma 10.4(b) that

(−1)jXn (yjn) /Xn (0) ∼ n2yjn.

Then because of locally uniform convergence,

F∞,α (yj) = lim
n→∞,n∈S

Xn

(

n2yjn/n
2
)

/Xn (0) ∼ (−1)j yj.

(c) This follows from Lemma 10.4(e):

n2yjn − n2xjn ∼ n2xjn − n2yj−1,n ∼
√

n2yjn,

giving as n→ ∞ through S,

yj − xj ∼ xj − yj−1 ∼
√
yj.

Finally, we see from (10.4) that.

√
yj ≥ Cj ≥ C1 (yj − yj−1) .

Then the last ∼ relation in (10.10) follows. �

We need one more growth lemma:

Lemma 10.5. Let g be entire of exponential type, and assume that for some
C1, C2, C3 and |Im z| ≥ C3,

|g (z)| ≤ C1 (1 + |z|)C2 . (10.18)

Then g is a polynomial.

Proof. We shall show that the estimate in (10.18) holds even for |Im z| ≤
C3 . Then Liouville’s Theorem gives the desired result. We use the indicator
function

hg (θ) := lim sup
r→∞

log
∣

∣g
(

reiθ
)∣

∣

r
, θ ∈ [0, 2π] .

Our bound above shows that

hg (θ) ≤ 0, θ ∈ (0, π) ∪ (π, 2π) .
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As g is entire, it is known that hg is continuous [17, p. 55], [13, p. 465], and
hence

hg ≤ 0 in [0, 2π] .

By Theorem 2 in [17, p. 56], given ε > 0, there exists rε such that for |z| ≥ rε,
and all θ

∣

∣g
(

reiθ
)∣

∣ ≤ er(hg(θ)+ε) ≤ eεr.

We use this estimate, (10.18) and subharmonicity of log |g| to prove (10.18)
for |Im z| ≤ C3. Suppose that z = x + iy with |y| ≤ C3 ≤ 1

4
|x|. Then

log |g (z)| ≤ 1

2π

∫ π

−π

log
∣

∣g
(

z + |x| eit
)∣

∣ dt

≤ 1

2π

∫

{t∈[−π,π]:|x sin t|≥2C3}
log
[

C1

(

1 +
∣

∣z + |x| eit
∣

∣

)C2
]

dt

+
1

2π

∫

{t∈[−π,π]:|x sin t|<2C3}
ε
∣

∣z + |x| eit
∣

∣ dt.

In the second integral, the range of integration is contained in intervals with

endpoints 0,±π, and length O
(

1
|x|

)

. Hence,

log |g (z)| ≤ C3 + C4 log |z| + C5
|z|
|x| ≤ C log (1 + |z|) .

Then (10.18) follows for |Im z| ≤ C3 with |z| large enough. (For small |z|, we
can just use continuity of g.) �

Proof of Theorem 10.1. We break the proof into three steps.
Step 1. The Interpolation Series

Let

L (z) = F∞,α (z)

∞
∑

j=1

f (xj)

F ′
∞,α (xj) (z − xj)

.

We first show that this series converges uniformly in compact subsets of the
plane. Suppose that |z| ≤ r. For j such that xj ≥ 2r,

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (z − xj)

∣

∣

∣

∣

≤ Cx
−( 1

2
+ε)

j ,
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by (10.6) and (10.8). As xj ≥ Cj2, we have

∑

j:xj≥2r

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (z − xj)

∣

∣

∣

∣

≤ C
∑

j:xj≥2r

j−1−2ε ≤ Cr−ε. (10.19)

Then the uniform convergence follows (for example, via the Weierstrass
M−test).

Step 2. The function g
Let

g (z) =
(

f
(

z2
)

− L
(

z2
))

/F∞,α

(

z2
)

.

This is entire, and we shall apply Lemma 10.5 to show that g is a polynomial.
Firstly, our hypotheses show that f (z2) is entire of exponential type ≤ 2.
We claim the same is true of L (z2). To see this, let r ≥ 1 and suppose that
|z|2 ≤ r, but |z2 − xj| ≥ 1 for all j. We see that

∑

j:xj<2r

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (z2 − xj)

∣

∣

∣

∣

≤ C
∑

j:xj<2r

x
1
2
−ε

j

≤ C
∑

j:j<C1

√
2r

j1−2ε ≤ Cr.

Replacing z by z2 in (10.19) and combining with this gives
∣

∣L
(

z2
)∣

∣ ≤ Cr
∣

∣F∞,α

(

z2
)∣

∣ , (10.20)

for all |z| ≤ √
r such that |z2 − xj| ≥ 1 for all j ≥ 1. Since xj − xj−1 ∼ j, we

can use the maximum modulus principle as in Theorem 7.2(e) to show that

sup
|z|≤√

r

∣

∣L
(

z2
)∣

∣ ≤ Cr sup
|z|≤√

r

∣

∣F∞,α

(

z2
)∣

∣ .

As F∞,α (z2) is of exponential type 2 (Theorem 7.2(c)), the same is then
true of L (z2). As f (z2)−L (z2) and F∞,α (z2) are of exponential type, their
quotient g is also [17, p. 13, Theorem 1]. We next show that g satisfies
(10.18). For |Im z| ≥ 1, we have |z2 − xj| ≥ 1, so by (10.20),

∣

∣L
(

z2
)∣

∣ ≤ C |z|
∣

∣F∞,α

(

z2
)∣

∣ . (10.21)

Moreover from our hypothesis (10.5) and Theorem 7.2(d),

log
∣

∣f
(

z2
)

/F∞,α

(

z2
)∣

∣ ≤ 2 |Im z|
+ C log |z| − log |cos (2z)| + log+ |z| +

∣

∣log
∣

∣z2 − ζ
∣

∣

∣

∣+ C,
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where ζ is the closest zero of F∞,α or cos
(

2
√·
)

to z2. By an elementary
calculation, for |Im z| ≥ 1, we have

2 |Im z| − log |cos (2z)| ≤ C.

Then for |Im z| ≥ 1,

log
∣

∣f
(

z2
)

/F∞,α

(

z2
)∣

∣ ≤ C (1 + log |z|) .

Combining this with (10.21), we obtain

|g (z)| ≤ C (1 + |z|)C , |Im z| ≥ 1.

By Lemma 10.5, g is a polynomial.
Step 3. We show g ≡ 0.

To do this observe that from (10.6), (10.9),

|f (yk) /F∞,α (yk)| = O
(

y−ε
k

)

= o (1) , k → ∞.

We claim that also

|L (yk) /F∞,α (yk)| =

∣

∣

∣

∣

∣

∞
∑

j=1

f (xj)

F ′
∞,α (xj) (yk − xj)

∣

∣

∣

∣

∣

= o (1) , k → ∞. (10.22)

Once we have this relation, we will have

lim
k→∞

g (yk) = 0,

which will give the desired conclusion that g is identically 0, as g is a poly-
nomial. Firstly, as at (10.19),

∑

j:xj≥2yk

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (yk − xj)

∣

∣

∣

∣

≤ C
∑

j:xj≥2yk

j−1−2ε ≤ Cy−ε
k . (10.23)

Next,

∑

j:xj≤yk/2

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (yk − xj)

∣

∣

∣

∣

≤ C

yk

∑

j:xj≤yk/2

x
1
2
−ε

j

≤ C

yk

∑

j:j≤C
√

yk/2

j1−2ε

≤ Cy−ε
k . (10.24)
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Finally,

∑

j:yk/2<xj<2yk

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (yk − xj)

∣

∣

∣

∣

≤ Cy
1
2
−ε

k

∑

j:yk/2<xj<2yk

1

|yk − xj|
.

Here from (10.10), the closest xj to yk will be at a distance ∼ √
yk away.

Moreover, we know that for indices j in this last sum,

xj − xj−1 ∼ j ∼ √
yk

Then
∑

j:yk/2<xj<2yk

∣

∣

∣

∣

f (xj)

F ′
∞,α (xj) (yk − xj)

∣

∣

∣

∣

≤ Cy−ε
k

∑

j:yk/2<xj<2yk

xj − xj−1

|yk − xj|

≤ Cy−ε
k

∫

[yk/2,2yk]\[yk−C
√

yk,yk+C
√

yk]

dx

|yk − x|
≤ Cy−ε

k log yk.

This and the estimates (10.23), (10.24) give (10.22) and the result. �

11 Uniqueness in L∞ Approximation

In this section, we prove uniqueness of the best L∞ approximants:

Theorem 11.1. Let α > 0 and α be the least integer > α.
(a) Then there exists a unique entire function H∗ such that H∗ (x2) is entire
of exponential type ≤ 2 and

‖xα −H∗ (x) ‖L∞[0,∞) = A2 [xα;L∞[0,∞)] . (11.1)

Moreover, H∗ = H∞,α, where H∞,α is the locally uniform limit of some
subsequence of {n2αPn,∞,α (z/n2)}∞n=1.
(b) There exist alternation points

0 = y0 < y1 < y2 < · · · (11.2)

with

yα
j −H∗ (yj) = (−1)j+αA2 [xα;L∞[0,∞)] , j ≥ 0, (11.3)

and

yj ∈
[

(

(j − 1)
π

2

)2

,
(

j
π

2

)2
]

, j ≥ 1. (11.4)
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We already know from Lemma 8.4 that a best approximant H∗ exists.
We shall show that H∗ = H∞,α, where H∞,α denotes the locally uniform
limit of some fixed subsequence of

{

n2αP ∗
n,∞,α (z/n2)

}

, that is

lim
n→∞,n∈S

n2αP ∗
n,∞,α

(

z/n2
)

= H∞,α (z)

uniformly in compact subsets of C. We proved that H∞,α is a best approxi-
mant in the sense outlined above, recall (8.17). In the sequel, let

R (z) = zα −H∞,α (z) = lim
n→∞

n2αRn,p,α

(

z/n2
)

and R∗ (z) = zα −H∗ (z) .

(11.5)
As n → ∞ through the same subsequence S, the scaled alternation points
also converge, so that

lim
n→∞,n∈S

n2yjn,α = yj, j ≥ 0, (11.6)

and (10.4) holds. The alternation property (11.3) for H∞,α then follows from
that for Rn,p,α and (11.5), except that the specific sign (−1)j+α has not been
established. In this section, we let

A = A2

[

xα;L∞,
√[0,∞)

]

. (11.7)

Lemma 11.2. (a) For j ≥ 0,

(H∗ −H∞,α) (yj) (−1)j+α ≥ 0. (11.8)

(b) We can choose a sequence {zj}∞j=1 of zeros of H∞,α − H∗ satisfying for
j ≥ 1,

zj ∈ [yj−1, yj] (11.9)

and
zj < zj+2, j ≥ 1. (11.10)

If for some j, zj = zj+1 then zj = yj and yj is a double zero of R− R∗.

Proof. (a) From (4.3) and (4.5),

sign (Rn,∞,α (0)) = −sign (sinαπ) = (−1)α

and hence also

sign (R (0)) = −sign (sinαπ) = (−1)α .
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Then for j ≥ 0,
R (yj) = (−1)j+αA.

Since
‖R∗‖L∞[0,∞) = A,

we obtain

(H∗ −H∞,α) (yj) (−1)j+α = (R −R∗) (yj) (−1)j+α ≥ 0.

(b) From (a), H∗ − H∞,α has at least one zero in [yj−1, yj] for j ≥ 1. For
j ≥ 1, let zj denote the smallest zero of H∗ −H∞,α in [yj−1, yj]. Note that it
is possible that zj+1 = zj, but this occurs iff both equal yj, which will then
be a double zero of H∗ −H∞,α = R−R∗. (For if yj is a zero of R−R∗, then
both R and R∗ will have an alternation point at yj.) Finally, observe that

zj+2 ≥ yj+1 > yj ≥ zj. �

If z1 > 0, we let

Ψ (z) =
∞
∏

k=1

(

1 − z

zk

)

. (11.11)

If z1 = 0, we instead let

Ψ (z) = 2z

∞
∏

k=2

(

1 − z

zk

)

.

We also use the notation (10.3) and let

Gα (z) =
∞
∏

k=1

(

1 − z

yk

)

.

Lemma 11.3. (a) For all z ∈ C,
∣

∣

∣

∣

log |Ψ (z)| − log

∣

∣

∣

∣

sin (2
√
z)

2
√
z

∣

∣

∣

∣

∣

∣

∣

∣

≤ 2
(

|log |z − ζ|| + log+ |z| + C
)

, (11.12)

where ζ is the closest zero of Ψ, Gαor sin (2
√
z) to z.

(b) Suppose z1 > 0. Then for Re (z) ≤ 0,

|Ψ (z)| ≥
∣

∣

∣

∣

sin (2
√
z)

2
√
z

∣

∣

∣

∣

. (11.13)
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If z1 = 0, this holds for Re (z) ≤ 0 with |z| ≥ 1.
(c) Ψ (z2) is entire of exponential type 2.

Proof. (a) From (11.4), the zeros of Gα (z) and those of
sin(2

√
z)

2
√

z
weakly

interlace. Then Lemma 7.3 gives
∣

∣

∣

∣

log |Gα (z)| − log

∣

∣

∣

∣

sin (2
√
z)

2
√
z

∣

∣

∣

∣

∣

∣

∣

∣

≤ |log |z − ζ|| + log+ |z| + C,

where ζ is the closest zero of Gα or
sin(2

√·)
2
√· to z. Moreover, from (11.9), the

zeros of Ψ and Gα weakly interlace. Again Lemma 7.3 gives

|log |Ψ (z)| − log |Gα (z)|| ≤ |log |z − ζ|| + log+ |z| + C,

where ζ is the closest zero of Gα or Ψ to z. Combining these inequalities
gives the result.
(b) Suppose first that z1 > 0. We have for j ≥ 1, (recall (10.4), (11.9))

zj ≤ yj ≤ sj =

(

jπ

2

)2

.

Then for Re (z) ≤ 0,

∣

∣

∣

∣

1 − z

zj

∣

∣

∣

∣

2

= 1 +
|z|2
z2

j

+ 2
|Re z|
zj

≥ 1 +
|z|2
s2

j

+ 2
|Re z|
sj

=

∣

∣

∣

∣

1 − z

sj

∣

∣

∣

∣

2

.

So

|Ψ (z)| =
∞
∏

j=1

∣

∣

∣

∣

1 − z

zj

∣

∣

∣

∣

≥
∞
∏

j=1

∣

∣

∣

∣

1 − z

sj

∣

∣

∣

∣

=

∣

∣

∣

∣

sin (2
√
z)

2
√
z

∣

∣

∣

∣

.

If instead z1 = 0, the only difference is the term for j = 1. We use instead
the estimate

∣

∣

∣

∣

1 − z

s1

∣

∣

∣

∣

2

≤ (1 + |z|)2 ≤ (2 |z|)2 ,

provided |z| ≥ 1.
(c) This follows easily from (a) and the maximum-modulus theorem. �

We can now prove:
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Lemma 11.4. Let

Φ (z) =
H∗ (z) −H∞,α (z)

Ψ (z)
. (11.14)

Then Φ is a polynomial.

Proof. Now
C0 = ‖ (H∗ −H∞,α)

(

x2
)

‖L∞(R) <∞. (11.15)

Moreover, (H∗ −H∞,α) (z2) is entire of exponential type ≤ 2. Then as per
usual [17, p. 38, Theorem 3]

∣

∣(H∗ −H∞,α)
(

z2
)∣

∣ ≤ C0e
2|Im z|, z ∈ C. (11.16)

This and Lemma 11.3(a) give

log
∣

∣Φ
(

z2
)∣

∣ ≤ logC0 + 2 |Im z| − log

∣

∣

∣

∣

sin (2z)

2z

∣

∣

∣

∣

+ 2
(∣

∣log
∣

∣z2 − ζ
∣

∣

∣

∣+ log+ |z| + C
)

,

where ζ is the closest zero of Ψ, Gα or
sin(2

√·)
2
√· to z2. Next, if z = x + iy,

some elementary manipulations give

2 |Im z| − log |sin (2z)| ≤ C, |Im z| ≥ 1.

Hence for |Im z| ≥ 1,

log
∣

∣Φ
(

z2
)∣

∣ ≤ C (1 + |log |z||) .

Moreover, as Φ is the ratio of entire functions of exponential type, it is also
of exponential type, [17, p. 13]. Then Lemma 10.5 shows that Φ (z2) and
hence Φ (z) , is a polynomial. �

Now we can give

Proof of Theorem 11.1(a). We claim first that

H∗ (z) −H∞,α (z) = F∞,α (z)

∞
∑

j=1

(H∗ −H∞,α) (xj)

F ′
∞,α (xj) (z − xj)

. (11.17)

This follows from Theorem 10.1: the bounds (10.5) and (10.6) for f = H∗ −
H∞,α were established in stronger form, in the proof of Lemma 11.4. So all
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the hypotheses of Theorem 10.1 are satisfied, and we have (11.17). Next for
x > 2, (10.8) and (11.15), (11.17) give

|H∗ −H∞,α| (−x) ≤ C |F∞,α (−x)|
∞
∑

j=1

1
√
xj (x+ xj)

≤ C |F∞,α (−x)|







1

x

∑

j:xj<x

1
√
xj

+
∑

j:xj≥x

1

x
3/2
j







≤ C |F∞,α (−x)|







1

x

∑

j:j<C1
√

x

1

j
+

∑

j:j≥C2
√

x

1

j3







≤ C |F∞,α (−x)| log x

x
.

Then Φ of (11.14) satisfies

|Φ (−x)| =

∣

∣

∣

∣

H∗ −H∞,α

Ψ

∣

∣

∣

∣

(−x) ≤ C

∣

∣

∣

∣

F∞,α

Ψ
(−x)

∣

∣

∣

∣

log x

x
. (11.18)

We shall show that the right-hand side tends to 0 as x → ∞. Then in as
much as Φ is a polynomial, it is identically zero, and the result H∗ = H∞,α

follows. We assume z1 > 0 (the case z1 = 0 requires trivial modifications)
and write

∣

∣

∣

∣

F∞,α

Ψ
(−x)

∣

∣

∣

∣

=
∞
∏

j=1

1 + x
xj

1 + x
zj

. (11.19)

Recall (from (10.10) and (11.9)) that both

xj, zj ∈ [yj−1, yj] . (11.20)

Next,
∣

∣

∣

∣

∣

1 + x
xj

1 + x
zj

− 1

∣

∣

∣

∣

∣

=
x |zj − xj|
xj (zj + x)

. (11.21)

If zj ≥ x, we estimate this above by

x (yj − yj−1)

xjzj

≤ Cx

j3
,
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recall (11.4). Then

∏

j:zj≥x

∣

∣

∣

∣

∣

1 + x
xj

1 + x
zj

∣

∣

∣

∣

∣

≤
∏

j:zj≥x

(

1 +
Cx

j3

)

≤ exp



Cx
∑

j:zj≥x

1

j3





≤ exp



Cx
∑

j:j≥C
√

x

1

j3



 ≤ C. (11.22)

Next if zj ≤ x, we estimate (recall (11.20))

x |zj − xj|
xj (zj + x)

≤ max {yj − xj, xj − yj−1}
xj

.

Using the crucial estimate (10.10), we see that for some Λ ∈ (0, 1) indepen-
dent of j,

yj − xj = yj − yj−1 − (xj − yj−1)

≤ (yj − yj−1) (1 − Λ) .

A similar upper bound holds for xj − yj−1. Also for some C0, (10.10) shows
that

xj ≥ yj − C0
√
yj,

and the function t→ 1
t−C0

√
t
is decreasing for t ≥ (C0/2)2 . Hence if j0 is such

that yj0−1 ≥ (C0/2)2, then for j ≥ j0,

x |zj − xj|
xj (zj + x)

≤ (1 − Λ)
yj − yj−1

yj − C0
√
yj

≤ (1 − Λ)

∫ yj

yj−1

dt

t− C0

√
t
.
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Then recalling (11.21),

∏

j≥j0:zj<x

∣

∣

∣

∣

∣

1 + x
xj

1 + x
zj

∣

∣

∣

∣

∣

≤
∏

j≥j0:zj<x

(

1 + (1 − Λ)

∫ yj

yj−1

dt

t− C0

√
t

)

≤ exp

(

(1 − Λ)

∫ 2x

yjo−1

dt

t− C0

√
t

)

≤ C1x
1−Λ, (11.23)

since
∫ 2x

yjo−1

dt

t− C0

√
t
−
∫ 2x

yjo−1

dt

t
= O

(

∫ 2x

yjo−1

dt

t3/2

)

= O (1) .

Finally, as x → ∞,
j0−1
∏

j=1

∣

∣

∣

∣

∣

1 + x
xj

1 + x
zj

∣

∣

∣

∣

∣

≤ C1.

Substituting this and the estimates (11.22), (11.23) into (11.19) gives
∣

∣

∣

∣

F∞,α

Ψ
(−x)

∣

∣

∣

∣

≤ Cx1−Λ, x→ ∞

and hence (11.18) gives

|Φ (−x)| ≤ Cx−Λ log x→ 0, x→ ∞.

So Φ is identically zero, and H∗ = H∞,α identically. Because of uniqueness
of the best approximant, H∞,α is independent of the subsequence. So it is
the unique best approximant. �

Proof of Theorem 11.1(b). Because H∞,α is independent of the subse-
quence S, and is the unique best approximation to xα, Theorem 7.1 gives,
uniformly in compact subsets of C,

zα −H∞,α (z) = R (z) = lim
n→∞

n2αRn,∞,α

(

z/n2
)

.

Because of the uniform convergence, this relation can be differentiated. As
yjn is the jth alternation point of Rn,∞,α (x) = xα −Pn,∞,α (x), we obtain the
existence of

yj = lim
n→∞

n2yjn, j ≥ 1.

The relation (11.3) was proved in Lemma 11.2, while (11.4) follows from
(10.4). �
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Corollary 11.5. Let p = ∞ and α > 0. Then all the conclusions of Theo-
rems 3.1 to 3.3 are true.

Proof.
Proof of Theorem 3.1 for p = ∞. As any subsequential limit H∞,α of
{n2αPn,∞p,α (z/n2)}∞n=1 is a b.a. and b.a.’s are unique, we obtain

lim
n→∞

n2αPn,∞,α

(

z/n2
)

= H∞,α (z)

uniformly in compact subsets of the plane. Then all the assertions of Theo-
rem 3.1 follow from Theorem 7.1 and (7.1).

Proof of Theorem 3.2 for p = ∞. The uniqueness of H∞,α has just been
established, as has the alternation property (3.10). The representation (3.7)
was established in Theorem 7.1. It remains to prove (3.11). From (8.3) and
(8.4) of Theorem 8.1,

Λ∞,α = lim
n→∞

n2αEn[xα;L∞,√ [0, 1]]

= A2

[

xα;L∞,
√[0,∞)

]

= ‖xα −H∞,α (x) ‖L∞,
√[0,∞) = |H∞,α (0)| .

Now all we need to do is to substitute (3.7) into this last formula.

Proof of Theorem 3.3. We established (3.12) and (3.12) already – see
(11.4) and (11.6), and recall that all the limits are independent of the subse-
quence S. The relation (3.14) is Theorem 10.2(c). The remaining relations
(3.16) to (3.17) follow by a scale change in Theorem 4.1(b) and taking limits
there. �

12 Proofs of Theorems 1.1 to 1.3

Proof of Theorem 1.1. Let P ∗
n denote the polynomial of degree ≤ n that

best approximates |x|α in Lp [−1, 1], as in Theorem 1.1. Then

P ∗
2n (z) = Pn,p, α

2

(

z2
)

as follows from (2.8). So

lim
n→∞

(2n)α P ∗
2n (z/ (2n)) = 2α lim

n→∞

(

n2
)α/2

Pn,p, α
2

(

(z/2)2 /n2
)

= 2αHp, α
2

(

(z/2)2) ,
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by (3.4) in Theorem 3.1. Because |x|α is even, P ∗
2n = P ∗

2n−1 so the uniform
convergence allows us to deduce

lim
n→∞

nαP ∗
n (z/n) = 2αHp, α

2

(

(z/2)2) .

Now at (8.16), we noted that Hp, α
2

(z2) is a best approximation to |x|α
from entire functions of exponential type ≤ 2. By Lemma 8.7, H∗ (z) =
2αHp, α

2

(

(z/2)2) is a best approximation to |x|α from entire functions of ex-
ponential type ≤ 1. So we have (1.3). �

Proof of Theorem 1.2 for 1 ≤ p < ∞. We already know that H∗ (z) =
2αHp, α

2

(

(z/2)2) satisfies (1.3) and (1.4). It also satisfies (1.5) for all f of
exponential type ≤ 1 such that f ∈ Lp (R) and f is even. Indeed this follows
from (3.8) by a substitution. Of course if f is odd, (1.5) is also immediate.
Since every function is the sum of its even and odd parts, we obtain (1.5)
in full generality. Once we have the characterization (1.5), the uniqueness
follows as in the proof of Theorem 9.1. �

Proof of Theorem 1.2 for p = ∞. Let {yj}∞j=1 be as in Theorem 3.2(IV)
and let

y∗j = 2
√
yj, j ≥ 1.

Then H∗ (z) = 2αH∞, α
2

(

(z/2)2) satisfies (1.7) to (1.8) as follows from (3.10).
Moreover, we know that H∗ is a best approximant in L∞ (R) to |x|α from
the entire functions of exponential type ≤ 1. Suppose H# is another best
approximant. We decompose it as the sum of its even and odd components:

H# = H#
e +H#

o .

As |x|α is even, H#
e is also a best approximant to |x|α, and then via Lemma 8.7,

2−αH#
e (2

√
z) is a best approximant in the setting of Theorem 3.2. The

uniqueness part of Theorem 3.2 gives

2−αH#
e

(

2
√
z
)

= H∞, α
2

(z) .

So
H# (z) = 2αH∞, α

2

(

(z/2)2)+H#
o (z) .

We now proceed to show that

H#
o ≡ 0,
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which will give the result. First observe that (1.8) applied to 2αH∞, α
2

(

(z/2)2)

gives

(−1)j+ α
2 H#

o

(

±y∗j
)

= (−1)j+ α
2

[

∣

∣y∗j
∣

∣

α − 2αH∞, α
2

(

(

±y∗j/2
)2
)]

− (−1)j+ α
2
[∣

∣y∗j
∣

∣

α −H#
(

±y∗j
)]

= A1 [|x|α ;L∞ (R)] − (−1)j+ α
2
[∣

∣y∗j
∣

∣

α −H#
(

±y∗j
)]

≥ 0.

Since H#
o is odd, this relation forces

H#
o

(

±y∗j
)

= 0,

and hence also

(−1)j+ α
2
[∣

∣y∗j
∣

∣

α −H#
(

±y∗j
)]

= A1 [|x|α ;L∞ (R)] .

Thus ±y∗j are extrema of |x|α − H# (x), and we know they are extrema of

|x|α − 2αH∞, α
2

(

(x/2)2). Then they are also critical points of H#
o , that is,

H#′
o

(

±y∗j
)

= 0.

Thus H#
o has double zeros at ±y∗j . But H#

o (z) = H# (z)− 2αH∞, α
2

(

(z/2)2)

is also entire of exponential type ≤ 1. We show that H#
o has too many zeros

for a function of its growth and hence is the zero function. Let n (r) denote
the total multiplicity of zeros of H#

o in the ball |z| ≤ r. Since y∗j = 2
√
yj ∈

[(j − 1)π, jπ], we see that n (jπ) ≥ 4j, which easily implies

lim inf
r→∞

n (r)

r
≥ lim inf

j→∞

4j

(j + 1)π
=

4

π
> 1.

Since H#
o is at most of order 1 and type 1, this implies [17, Theorem 3, p. 19]

that H#
o ≡ 0. So H# (z) ≡ 2αH∞, α

2

(

(z/2)2). �

Proof of Theorem 1.3. We use (3.7) with α replaced by α/2, and z
replaced by (z/2)2, and multiply by 2α :

zα − 2αHp, α
2

(

(z

2

)2
)

= −2α sin α
2
π

π
Fp, α

2

(

(z

2

)2
)
∫ ∞

0

tα/2

t+ (z/2)2

dt

Fp,α (−t) .
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We make the substitution t = (s/2)2, giving

= −sin α
2
π

π
Fp, α

2

(

(z

2

)2
)
∫ ∞

−∞

|s|α+1

s2 + z2

dt

Fp,α

(

−
(

s
2

)2
) .

We set

F ∗ (z) := Fp, α
2

(

(z

2

)2
)

=
∞
∏

j=1

(

1 − z2

4xj

)

=
∞
∏

j=1

(

1 −
(

z

x∗j

)2
)

,

with

x∗j := 2
√
xj ∈

[(

j − 3

2

)

π,

(

j − 1

2

)

π

]

, j ≥ 1.

This gives the result for Re (z) > 0. For Re (z) < 0, we use the fact that all
the terms other than zα in (1.9) are even.

Finally in Theorem 8.1, we showed that

Λ∗
p,α = A1[|x|α ;Lp (R)]

and using (1.3), (1.9), we continue this, if p <∞, as

= |||x|α −H∗ (x)||Lp(R)

=

∣

∣sin α
2
π
∣

∣

π

(

∫ ∞

−∞

∣

∣

∣

∣

∣

F ∗ (x)

∫ ∞

−∞

|s|α+1

s2 + x2

ds

F ∗ (is)

∣

∣

∣

∣

∣

p

dx

)1/p

.

If p = ∞, we use instead that

Λ∗
∞,α = A1[|x|α ;L∞ (R)]

= |||x|α −H∗ (x)||L∞(R) = |H∗ (0)|

=

∣

∣sin α
2
π
∣

∣

π

∫ ∞

−∞

|s|α−1

F ∗ (is)
ds.

�

For future use, we state part of what is proved above:

Lemma 12.1. Let H∗ denote the b.a. to |x|α in Lp (R) from the entire func-
tions of exponential type ≤ 1. Then

H∗ (z) = 2αHp, α
2

(

(z

2

)2
)
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and

F ∗ (z) = Fp, α
2

(

(z

2

)2
)

Moreover, for j ≥ 1,

x∗j = 2
√
xj and y∗j = 2

√
yj.

Acknowledgement
The author thanks Michael Ganzburg for several remarks that helped to
improve the manuscript. These include historical remarks, the explicit form
of H∗ for p = 1 and 2, and a correction to the proof of uniqueness of H∗ for
p = 1. The author also thanks Allan Pinkus and Andras Kroo for references
concerning zeros of extremal polynomials.

References

[1] N. I. Ahiezer, Extremal Properties of Entire Functions of Exponential
Type, American Math. Soc. Translations, 86(1970), 1–30.

[2] S. N. Bernstein, Sur la Meilleure Approximation de |x| par des Poly-
nomes de Degre Donnes, Acta Math., 37(1913), 1–57.

[3] S. N. Bernstein, Sur la Meilleure Approximation de |x|p par des poly-
nomes de degres tres eleves, Bull. Acad. Sc. USSR, Ser. Math., 2(1938),
181–190.

[4] P. Borwein, T. Erdelyi, Polynomials and Polynomial Inequalities,
Springer, New York, 1995.

[5] A. J. Carpenter and R. S. Varga, Some Numerical Results on Best Uni-
form Polynomial Approximation of xα on [0, 1], Springer Lecture Notes
in Mathematics, 1550(1993), pp. 192–222.

[6] R. DeVore, G. G. Lorentz, Constructive Approximation, Springer,
Berlin, 1993.

[7] Z. Ditzian and V. Totik, Moduli of Smoothness, Springer, Berlin, 1987.

[8] S. R. Finch, Mathematical Constants, Cambridge University Press,
Cambridge 2003.

75



[9] M. I. Ganzburg, Limit Theorems and Best Constants of Approximation
Theory (in), Handbook on Analytic Computational Methods in Applied
Mathematics, (G. Anastassiou, ed.), CRC Press, Boca Raton, Fl. 2000.

[10] M. Ganzburg, The Bernstein Constant and Polynomial Interpolation at
the Chebyshev Nodes, J. Approx. Theory, 119(2002), 193–213.

[11] M. Ganzburg, Strong Asymptotics in Lagrange Interpolation with
Equidistant Nodes, J. Approx. Theory, 122(2003), 224–240.

[12] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series and Prod-
ucts, Academic Press, San Diego, 1980.

[13] E. Hille, Analytic Function Theory, Vol. II, 2nd edn., Chelsea, New
York, 1987.

[14] N. Korneichuk, Exact Constants in Approximation Theory, (translated
by K. Ivanov), Cambridge University Press, Cambridge, 1991.

[15] A. Kroo and F. Peherstorfer, On the Zeros of Polynomials of Minimal
Lp Norm, Proc. Amer. Math. Soc., 101(1987), 652–656.

[16] D. Kubayi and D. S. Lubinsky, A Hilbert Transform Representation
of the Error in Lagrange Interpolation, J. Approx. Theory, 129(2004),
94–100.

[17] B. Ya Levin, (in collaboration with Yu. Lyubarskii, M. Sodin, V.
Tkachenko), Lectures on Entire Functions, Translations of Mathemati-
cal Monographs, Vol. 150, American Mathematical Society, Providence,
1996.

[18] E. H. Lieb, M. Loss, Analysis, 2nd edn., American Mathematical Society,
Providence, Rhode Island, 2001.

[19] D. S. Lubinsky, Best Approximation and Interpolation of
(

1 + (ax)2)−1

and its Transforms, Journal of Approximation Theory, 125(2003), 106–
115.

[20] D. S. Lubinsky, Towards a Representation of the Bernstein Constant,
(in) Advances in Constructive Approximation, (M. Neamtu, E.B. Saff,
eds.), Nashboro Press, Nashville, 2004, pp. 325–332.

76



[21] D. S. Lubinsky, Series Representations for Best Approximating Entire
Functions of Exponential Type, to appear in the Proceedings of the In-
ternational Conference on the Interaction Between Wavelets and Splines.

[22] P. Nevai, Orthogonal Polynomials, Memoirs of the American Mathe-
matical Society, Providence, RI, 1979.

[23] S. M. Nikolskii, On the Best Mean Approximation by Polynomials of
the Functions |x− c|s, Izvestia Akad. Nauk SSSR, 11(1947), 139–180
(in Russian).

[24] A. Pinkus and Z. Ziegler, Interlacing Properties of the Zeros of the Error
Function in Best Lp Approximations, J. Approx. Theory, 27(1979), 1–18.

[25] R. A. Raitsin, S. N. Bernstein, Limit Theorem for the Best Approxi-
mation in the Mean and Some of its Applications, Izv. Vysch. Uchebn.
Zaved. Mat., 12(1968), 81–86.

[26] R. A. Raitsin, On the Best Approximation in the Mean by Polynomials
and Entire Functions of Finite Degree of Functions having an Algebraic
Singularity, Izv. Vysch. Uchebn. Zaved. Mat., 13(1969), 59–61.

[27] E. B. Saff, H. B. Stahl, Ray Sequences of Best Rational Approximants
for |x|α, Canad J. Math., 49(1997), 1034–1065.

[28] H. B. Stahl, Best Uniform Rational Approximations of |x| on [−1, 1],
Mat. Sb. 183(1992), 85–118. (Translation in Russian Acad. Sci. Sb.
Math., 76(1993), 461–487).

[29] H. B. Stahl, Best Uniform Rational Approximation of xα on [0, 1], Acta
Math., 190(2003), 241–306.

[30] A. F. Timan, Theory of Approximation of Functions of a Real Variable
(translated by J. Berry), Dover, New York, 1994.

[31] V. Totik, Metric Properties of Harmonic Measure, Manuscript.

[32] R. K. Vasiliev, Chebyshev Polynomials and Approximation, Theory on
Compact Subsets of the Real Axis, Saratov University Publishing House,
1998.

77



[33] R. S. Varga, Scientific Computation on Mathematical Problems and
Conjectures, CBMS-NSF Regional Conference Series in Applied Math-
ematics, SIAM, Vermont, 1990.

[34] R. S. Varga and A. J. Carpenter, On the Bernstein Conjecture in Ap-
proximation Theory, Constr. Approx., 1(1985), 333–348.

78


