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## § 1. Introduction

The phenomenological Cahn-Hilliard equation

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\gamma \frac{\partial^{4} u}{\partial x^{4}}=\frac{\partial^{2} \varphi(u)}{\partial x^{2}}, \quad 0<x<L, \quad 0<t  \tag{1-1a}\\
\varphi(u)=\gamma_{2} u^{3}+\gamma_{1} u^{2}-u \tag{1-1b}
\end{gather*}
$$

where $\gamma, \gamma_{1}$ and $\gamma_{2}$ are constants with $\gamma>0$, arises in the study of phase separation in cooling binary solutions such as alloys, glasses and polymer mixtures; see Cahn \& Hilliard [1958], Novick-Cohen \& Segel [1984], Novick-Cohen [1985] and the references cited therein. Here $u(x, t)$ is a perturbation of the concentration of one of the phases and ( $1-1 a$ ) is the equation of conservation of mass with the mass flux $J$ being

$$
\begin{equation*}
J=-\frac{\partial}{\partial x}\left[\varphi(u)-\gamma \frac{\partial^{2} u}{\partial x^{2}}\right] . \tag{1-2}
\end{equation*}
$$

Clearly critical points of the Landau-Ginzburg free energy form,

$$
\begin{gather*}
\int_{0}^{L}\left\{H(u)+\frac{1}{2} \gamma\left(\frac{\partial u}{\partial x}\right)^{2}\right\} d x  \tag{1-3a}\\
H(u)=\int_{0}^{u} \varphi(s) d s \tag{1-3b}
\end{gather*}
$$

with appropriate side conditions are steady state solutions of (1-1). See CARR, Gurtin \& Slemrod [1984] for the study of (1-3) for small $\gamma$ and subject to the constraint of prescribed mass,

$$
\begin{equation*}
\frac{1}{L} \int_{0}^{L} u(x) d x=M \tag{1-4}
\end{equation*}
$$

Equation (1-1) is supplemented by the zero mass flux boundary condition

$$
\begin{equation*}
-\frac{\partial \varphi(u)}{\partial x}+\left.\gamma \frac{\partial^{3} u}{\partial x^{3}}\right|_{x=0, L}=0 \tag{1-5a}
\end{equation*}
$$

the natural boundary condition for (1-3),

$$
\begin{equation*}
\left.\frac{\partial u}{\partial x}\right|_{x=0, L}=0 \tag{1-5b}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \quad 0<x<L \tag{1-5c}
\end{equation*}
$$

It follows from ( $1-5 \mathrm{~b}$ ) and $(1-1 \mathrm{~b})$ that ( $1-5 \mathrm{a}$ ) can be replaced by

$$
\begin{equation*}
\left.\frac{\partial^{3} u}{\partial x^{3}}\right|_{x=0, L}=0 \tag{1-5d}
\end{equation*}
$$

A solution of (1-1) and (1-5) satisfies

$$
\frac{d}{d t} \int_{0}^{L} u(x, t) d x=\int_{0}^{L} \frac{\partial u}{\partial t}(x, t) d x=\int_{0}^{L}-\frac{\partial J}{\partial x} d x=0
$$

and hence the total mass remains constant,

$$
\begin{equation*}
\frac{1}{L} \int_{0}^{L} u(x, t) d x=\frac{1}{L} \int_{0}^{L} u_{0}(x) d x=M, \quad t>0 \tag{1-6}
\end{equation*}
$$

Equation (1-1) has been considered in other contexts in order to generate spatial pattern formation. Cohen \& Murray [1981] derive it, in an ecological context, as a generalization of Fickian diffusion. Hazewinkel, Kaashoek \& Leynse [1985] obtain the equation as a limit of Tном's river basin model.

In this paper we consider the global existence or blow up in a finite time of the solution to the initial boundary value problem (1-1) and (1-5) and its related finite element Galerkin approximation. We have found that the sign of $\gamma_{2}$ in ( $1-1 \mathrm{~b}$ ) is crucial. If $\gamma_{2}>0$, then there is a unique global solution for any initial data $u_{0} \in H^{2}$ and satisfying ( $1-5 \mathrm{~b}$ ). If $\gamma_{2}<0$, then the solution must blow up in a finite time for large initial data. On the other hand, if $\gamma>\frac{L^{2}}{\pi^{2}}$ and the initial data is small, no matter what the sign of $\gamma_{2}$ is, there is a unique global solution which decays to the constant $M$ as $t \rightarrow \infty$. We also extend these results to the multidimensional problem.

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\gamma \Delta^{2} u=\Delta \varphi(u) \quad x \in \Omega, \quad t>0  \tag{1-7a}\\
\frac{\partial u}{\partial v}=0, \quad \frac{\partial}{\partial v}(\gamma \Delta u-\varphi(u))=0 \quad x \in \Gamma, \quad t>0  \tag{1-7b}\\
u(x, 0)=u_{0}(x), \quad x \in \Omega \tag{1-7c}
\end{gather*}
$$

where $\Gamma$ is the smooth boundary of a bounded domain $\Omega$ in $\mathbb{R}^{n}(n \leqq 3)$ and $\frac{\partial}{\partial v}$ is the exterior normal derivative to $\Gamma$. The global existence theorems are proved in section 2 and finite time blow up is obtained in section 3.

In the remaining section we study a finite element Galerkin approximation to the initial boundary value problem and obtain existence results and optimal order error bounds.

Throughout the paper we use $D$ to denote $\frac{\partial}{\partial x}$ and $Q_{T}$ to denote $\Omega \times(0, T)$. The norms of $L^{\infty}(\Omega), L^{2}(\Omega)$ and $H^{s}(\Omega)$ are denoted by $\|\cdot\|_{\infty},\|\cdot\|$ and $\|\cdot\|_{s}$. The semi-norm $\left\|D^{s} v\right\|$ is denoted by $|v|_{s}$.

We note the Friedrichs inequality

$$
\|v\| \leqq\left\{\begin{array}{ll}
L / \pi|v|_{1}, & n=1  \tag{1-8}\\
C(\Omega)|v|, & n \geqq 2
\end{array} \quad \forall v \in H_{0}^{1}(\Omega)\right.
$$

the Poincaré inequality

$$
\|v\|^{2} \leqq\left\{\begin{array}{lll}
\frac{L^{2}}{2}|v|_{1}^{2}+1 / L\left(\int_{0}^{L} v d x\right)^{2}, & n=1  \tag{1-9}\\
C(\Omega)\left\{|v|_{1}^{2}+\left(\int_{\Omega} v(x) d x\right)^{2}\right\}, & n \geqq 2 &
\end{array} \quad \forall v \in H^{1}(\Omega)\right.
$$

and the Nirenberg inequality (see Adams [1975])

$$
\begin{gather*}
\left\|D^{j} v\right\|_{L^{p}} \leqq C_{1}\left\|D^{m} v\right\|_{L^{r}}^{a}\|v\|_{L^{a}}^{1-a}+C_{2}\|v\|_{L^{a}}  \tag{1-10a}\\
\frac{j}{m} \leqq a \leqq 1, \quad \frac{1}{p}=\frac{j}{n}+a\left(\frac{1}{r}-\frac{m}{n}\right)+(1-a) \frac{1}{q} . \tag{1-10b}
\end{gather*}
$$

Finally, we use the notation $H_{E}^{2}(\Omega)=\left\{v \in H^{2}(\Omega): \frac{\partial v}{\partial v}=0\right.$ on $\left.\Gamma\right\}$ and note the inequality

$$
\begin{equation*}
|v|_{1}^{2} \leqq\|v\|\|\Delta v\| \quad \forall v \in H_{E}^{2}(\Omega) \tag{1-11}
\end{equation*}
$$

which follows from the equality

$$
0=\int_{\Omega} \nabla(u \nabla u) d x=\int_{\Omega}\left\{|\nabla u|^{2}+u \Delta u\right\} d x
$$

## § 2. Global Existence

In this section we are going to prove the global existence of solutions to the following initial-boundary value problem:

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\gamma D^{4} u=D^{2} \varphi(x) \quad 0<x<L, \quad 0<t<T, \quad I=(0, L)  \tag{2-1a}\\
D u(0, t)=D u(L, t)=0, \quad D^{3} u(0, t)=D^{3} u(L, t)=0, \quad t>0  \tag{2-1b}\\
u(x, 0)=u_{0}(x), \quad 0<x<L \tag{2-1c}
\end{gather*}
$$

where

$$
\begin{equation*}
\varphi(u)=-u+\gamma_{1} u^{2}+\gamma_{2} u^{3} \tag{2-2}
\end{equation*}
$$

with $\gamma, \gamma_{1}$ and $\gamma_{2}$ being constants and $\gamma$ being positive. We can easily obtain local in time existence and uniqueness results. It is sufficient to apply the standard Picard iteration scheme. Therefore in order to obtain existence on $[0, T]$ for any $T>0$ we need a priori estimates on $u$.

Theorem 2.1. If $\gamma_{2}>0$, then for any initial data $u_{0} \in H_{E}^{2}(I)$ and $T>0$ there exists a unique global solution $H^{4,1}\left(Q_{T}\right)$. Moreover, if $u_{0} \in H^{6}(I) \cap H_{E}^{2}(I)$ and $D^{2} u_{0} \in H_{E}^{2}(I)$, then the solution is a classical one.

Proof. Multiplying equation (2-1 a) by $u$ and integrating with respect to $x$ we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u\|^{2}+\gamma\left\|D^{2} u\right\|^{2}+\int_{0}^{L} \varphi^{\prime}(u)(D u)^{2} d x=0 \tag{2-3}
\end{equation*}
$$

Since $\gamma_{2}>0$, a simple calculation shows that

$$
\begin{equation*}
\varphi^{\prime}(u)=3 \gamma_{2} u^{2}+2 \gamma_{1} u-1 \geqq-c_{0}=-\frac{\gamma_{1}^{2}}{3 \gamma_{2}}-1, \quad c_{0}>0 \tag{2-4}
\end{equation*}
$$

Thus it follows from (2-3) that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|u\|^{2}+\gamma\left\|D^{2} u\right\|^{2} & \leqq c_{0}\|D u\|^{2} \\
& \leqq c_{0}\left\|D^{2} u\right\|\|u\| \\
& \leqq \frac{\gamma}{2}\left\|D^{2} u\right\|^{2}+\frac{c_{0}^{2}}{\gamma}\|u\|^{2} \tag{2-5}
\end{align*}
$$

where we have used the inequality (1-11). By the Gronwall inequality, (2-5) implies that

$$
\begin{array}{cc}
\|u(t)\|^{2} \leqq\left\|u_{0}\right\|^{2} e^{c_{0}^{2} T / \gamma}, & 0 \leqq t \leqq T \\
\int_{0}^{t}\left\|D^{2} u\right\|^{2} d \tau \leqq \frac{\left\|u_{0}\right\|^{2}}{\gamma} e^{c_{0}^{2} T / \gamma}, & 0 \leqq t \leqq T \tag{2-6b}
\end{array}
$$

In the following we use $C_{T}$ generically to denote constants depending on $T$ but independent of the solution $u$.

Defining

$$
\begin{equation*}
H(u)=\int_{0}^{u} \varphi(s) d s=\frac{\gamma_{2}}{4} u^{4}+\frac{\gamma_{1}}{3} u^{3}-\frac{1}{2} u^{2} \tag{2-7a}
\end{equation*}
$$

and

$$
\begin{equation*}
F(t)=\int_{0}^{L}\left(H(u)+\frac{\gamma}{2}(D u)^{2}\right) d x \tag{2-7b}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{d F}{d t}=\int_{0}^{L}\left(\varphi(u) \frac{\partial u}{\partial t}+\gamma D u D \frac{\partial u}{\partial t}\right) d x \tag{2-8}
\end{equation*}
$$

Integrations by parts and equations ( $2-1 \mathrm{a}, \mathrm{b}$ ) yield

$$
\begin{align*}
\frac{d F}{d t} & =\int_{0}^{L}\left[\varphi(u)\left(-\gamma D^{4} u+D^{2} \varphi\right)-\gamma D^{2} u\left(-\gamma D^{4} u+D^{2} \varphi\right)\right] d x \\
& =-\int_{0}^{L}\left[\gamma^{2}\left(D^{3} u\right)^{2}-2 \gamma D^{3} u D \varphi+\left(D_{\varphi}\right)^{2}\right] d x \\
& =-\int_{0}^{L}\left[\gamma D^{3} u-D \varphi\right]^{2} d x \leqq 0 \tag{2-9}
\end{align*}
$$

and

$$
\begin{equation*}
F(t) \leqq F(0)=\int_{0}^{L}\left(H\left(u_{0}\right)+\frac{\gamma}{2}\left(D u_{0}\right)^{2}\right) d x \tag{2-10}
\end{equation*}
$$

By Young's inequality

$$
\begin{equation*}
u^{2} \leqq \varepsilon u^{4}+C_{1 \varepsilon},\left|u^{3}\right| \leqq \varepsilon u^{4}+C_{2 \varepsilon} \tag{2-11}
\end{equation*}
$$

we have from (2-7b), (2-10) and (2-6a) that

$$
\begin{equation*}
\frac{\gamma}{2}\|D u\|^{2}+\frac{\gamma_{2}}{2}\left[\int_{0}^{L} u^{4} d x+\int_{0}^{L} u^{2} d x\right] \leqq C_{3}+F(0)=C . \tag{2-12}
\end{equation*}
$$

By Sobolev's imbedding theorem it follows from (2-6a) and (2-12) that

$$
\begin{equation*}
\|u(t)\|_{\infty} \leqq C^{\prime}, \quad \forall t \in[0, T] \tag{2-13}
\end{equation*}
$$

Next we multiply equation (2-1 a) by $D^{4} u$ and integrate with respect to $x$, obtaining

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|D^{2} u\right\|^{2}+\gamma\left\|D^{4} u\right\|^{2}=\int_{0}^{L} D^{2} \varphi(u) D^{4} u d x \tag{2-14}
\end{equation*}
$$

Note that

$$
\begin{align*}
D^{2} \varphi(u) & =\varphi^{\prime}(u) D^{2} u+\varphi^{\prime \prime}(D u)^{2} \\
& =\left(3 \gamma_{2} u^{2}+2 \gamma_{1} u-1\right) D^{2} u+\left(6 \gamma_{2} u+2 \gamma_{1}\right)(D u)^{2} . \tag{2-15}
\end{align*}
$$

By the Nirenberg inequality ( $1-10$ ),

$$
\begin{equation*}
\|D u\|_{\infty} \leqq C\left(\left\|D^{4} u\right\|^{3 / 8}\|u\|^{5 / 8}+\|u\|\right) \tag{2-16}
\end{equation*}
$$

we obtain, using (2-12) and (2-13), the inequality

$$
\begin{align*}
\left|\int_{0}^{L} \varphi^{\prime \prime}(u)(D u)^{2} D^{4} u d x\right| & \leqq C_{T}\|D u\|_{\infty}\|D u\|\left\|D^{4} u\right\| \\
& \left.\leqq C_{T}\left\|D^{4} u\right\|^{3 / 8}+1\right)\left\|D^{4} u\right\| \\
& \leqq \frac{\gamma}{4}\left\|D^{4} u\right\|^{2}+C_{T} \tag{2-17}
\end{align*}
$$

It follows from (2-14), (2-15), (2-17) and (2-13) that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|D^{2} u\right\|^{2}+\gamma\left\|D^{4} u\right\|^{2} & \leqq\left|\int_{0}^{L} \varphi^{\prime}(u) D^{2} u D^{4} u d x\right|+\left|\int_{0}^{L} \varphi^{\prime \prime}(u)(D u)^{2} D^{4} u d x\right| \\
& \leqq \frac{\gamma}{2}\left\|D^{4} u\right\|^{2}+C_{T}\left\|D^{2} u\right\|^{2} \tag{2-18}
\end{align*}
$$

and by Gronwall's inequality,

$$
\begin{array}{cc}
\left\|D^{2} u(t)\right\|^{2} \leqq C_{T}, & \forall t \in[0, T] \\
\int_{0}^{t}\left\|D^{4} u\right\|^{2} d \tau \leqq C_{T}, & \forall t \in[0, T] \tag{2-19b}
\end{array}
$$

The a priori estimates (2-6), (2-12), (2-13) and (2-19) complete the proof of global existence of a $u \in H^{4,1}\left(Q_{T}\right)$.

Further regularity of the solution is obtained by the use of a bootstrap argument. Since $u \in H^{4,1}\left(Q_{T}\right)$ we have

$$
\begin{equation*}
D u \in L^{\infty}\left(Q_{T}\right), D^{2} u \in L^{2}\left(0, T ; L^{\infty}(I)\right) \tag{2-20}
\end{equation*}
$$

from which it follows, by a direct calculation, that

$$
\begin{equation*}
f(x, t) \equiv D^{2} \varphi(u(x, t)), D f \in L^{2}\left(Q_{T}\right), D^{2} f \in L^{2}\left(Q_{T}\right) \tag{2-21}
\end{equation*}
$$

It is well known (Lions \& Magenes [1972]) that if $f \in L^{2}\left(0, T ; L^{2}(I)\right)$ and $v_{0} \in H_{E}^{2}(I)$ then the initial boundary value problem

$$
\begin{gather*}
\frac{\partial v}{\partial t}+\gamma D^{4} v=f  \tag{2-22a}\\
\left.D v\right|_{x=0, L}=\left.D^{3} v\right|_{x=0, L}=0,\left.v\right|_{t=0}=v_{0} \tag{2-22b}
\end{gather*}
$$

has a unique solition $v \in H^{4,1}\left(Q_{T}\right)$. Now it is easy to see that taking
$f(x, t) \equiv D^{3} \varphi(u(x, t)), \quad v_{0}=D u_{0} \quad$ yields $\quad v=D u \in H^{4,1}\left(Q_{T}\right)$,
$f(x, t) \equiv D^{4} \varphi(u(x, t)), \quad v_{0}=D^{2} u_{0} \quad$ yields $\quad v=D^{2} u \in H^{4,1}\left(Q_{T}\right)$.

Furthermore, (2-23) implies that $f=\frac{\partial}{\partial t} D^{2} \varphi \in L^{2}\left(Q_{T}\right)$ and assuming that $\left.D^{5} u_{0}\right|_{x=0, L}=0$ we have that $v_{0}=-\gamma D^{4} u_{0}+D^{2} \varphi\left(u_{0}\right) \in H_{E}^{2}(I)$. Hence

$$
\begin{equation*}
v=\frac{\partial u}{\partial t} \in H^{4,1}\left(Q_{T}\right) \tag{2-24}
\end{equation*}
$$

and by interpolation theory, (2-23) and (2-24) imply that

$$
\begin{equation*}
D u, D^{4} u \in C\left(\bar{Q}_{T}\right) \tag{2-25}
\end{equation*}
$$

This completes the proof of the existence of a classical solution.
We turn now to the proof of global existence for $\gamma$ sufficiently large and $\left\|u_{0}\right\|_{2}$ sufficiently small. Note that integration of $(2-1)$ yields

$$
\begin{equation*}
\frac{1}{L} \int_{0}^{L} u(x, t) d x=\frac{1}{L} \int_{0}^{L} u_{0}(x) d x \equiv M \tag{2-26}
\end{equation*}
$$

If we set

$$
\begin{equation*}
v(x, t)=u(x, t)-M \tag{2-27}
\end{equation*}
$$

so that

$$
\begin{equation*}
\int_{0}^{L} v(x, t) d x=0 \tag{2-28}
\end{equation*}
$$

the problem (2-1) is converted into

$$
\begin{gather*}
\frac{\partial v}{\partial t}+\gamma D^{4} v=D^{2} \widetilde{\varphi}(v)  \tag{2-29a}\\
\left.D v\right|_{x=0, L}=\left.D^{3} v\right|_{x=0, L}=0  \tag{2-29b}\\
v(x, 0)=u_{0}(x)-M \tag{2-29c}
\end{gather*}
$$

where

$$
\begin{equation*}
\tilde{\varphi}(v)=\gamma_{2} v^{3}+\left(3 \gamma_{2} M+\gamma_{1}\right) v^{2}+\left(3 \gamma_{2} M^{2}+2 \gamma_{1} M-1\right) v \tag{2-30}
\end{equation*}
$$

Theorem 2.2. If $\gamma>L^{2} / \pi^{2}, u_{0} \in H_{E}^{2}(I)$ and $\left\|u_{0}\right\|_{2}$ is sufficiently small, then there exists a unique global solution $u \in H^{4,1}\left(Q_{T}\right)$ to (2-1). Moreover, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)-M\|_{\infty}=\lim _{t \rightarrow \infty}\|D u(t)\|_{\infty}=\lim _{t \rightarrow \infty}\left\|D^{2} u(t)\right\|=0 \tag{2-31}
\end{equation*}
$$

Proof. It is easy to see that problem (2-1) is equivalent to (2-29). As previously noted we have local in time existence and uniqueness of a solution so that for global existence it is only necessary to obtain a priori estimates of $v$. In what follows $C_{j}, j=1,2, \ldots$ denote constants which are independent of $v$ and $t$. If we set

$$
\begin{equation*}
\gamma_{0}=3 \gamma_{2} M^{2}+2 \gamma_{1} M-1, \quad \tilde{\gamma}_{1}=3 \gamma_{2} M+\gamma_{1} \tag{2-32}
\end{equation*}
$$

equation (2-29a) may be rewritten as

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\gamma D^{4} v-\gamma_{0} D^{2} v=f \equiv D^{2}\left(\gamma_{2} v^{3}+\tilde{\gamma}_{1} v^{2}\right) \tag{2-33}
\end{equation*}
$$

Since $\left\|u_{0}\right\|_{2}$ is assumed to be sufficiently small, we may assume that

$$
\begin{equation*}
\left|\gamma_{0}\right|<\gamma \pi^{2} / L^{2} . \tag{2-34}
\end{equation*}
$$

Now, for any fixed $t>0$, define

$$
\begin{equation*}
N(t)=\sup _{0<\tau<t}\|v(\tau)\|_{2}^{2}+\int_{0}^{t}\|v(\tau)\|_{2}^{2} d \tau \tag{2-35}
\end{equation*}
$$

Our goal is to show that $N(t)$ can be bounded, independently of $t$, by the initial data. This is achieved in the following steps.

Step 1. Multiplying (2-33) by $v$ and integrating with respect to $x$, we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v\|^{2}+\gamma\left\|D^{2} v\right\|^{2}+\gamma_{0}\|D v\|^{2}=\int_{0}^{L} f v d x \tag{2-36}
\end{equation*}
$$

Since $D v \in H_{0}^{1}(I)$, Friedrichs' inequality (1-8) implies that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v\|^{2}+C_{1}\left\|D^{2} v\right\|^{2} \leqq \int_{0}^{L} f v d x \tag{2-37}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}=\gamma-\left|\gamma_{0}\right| L^{2} / \pi^{2}>0 . \tag{2-38}
\end{equation*}
$$

Since $\int_{0}^{L} v(x, t) d x=0$, by Poincaré's inequality (1-9) and Friedrichs' inequality (1-8) we have

$$
\begin{equation*}
\|v\|^{2} \leqq C_{2}\left\|D^{2} v\right\|^{2} \tag{2-39}
\end{equation*}
$$

so that (2-37) yields,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v\|^{2}+C_{3}\|v\|_{2}^{2} \leqq C_{4}\|f\|^{2} \tag{2-40}
\end{equation*}
$$

Step 2. Multiplying (2-33) by $\partial v / \partial t$ and integrating with respect to $x$, we obtain

$$
\begin{equation*}
\left\|\frac{\partial v}{\partial t}\right\|^{2}+\gamma \frac{d}{d t}\left\|D^{2} v\right\|^{2}+\gamma_{0} \frac{d}{d t}\|D v\|^{2} \leqq\|f\|^{2} \tag{2-41}
\end{equation*}
$$

Integrating (2-41) with respect to $t$, using Friedrichs' inequality (1-8) and noting (2-38) yields

$$
\begin{equation*}
\int_{0}^{t}\left\|\frac{\partial v}{\partial t}\right\|^{2} d \tau+C_{1}\left\|D^{2} v\right\|^{2} \leqq \gamma\left\|D^{2} v_{0}\right\|^{2}+\left|\gamma_{0}\right|\left\|D v_{0}\right\|^{2}+\int_{0}^{t}\|f\|^{2} d \tau \tag{2-42}
\end{equation*}
$$

It follows from (2-40) and (2-42) that

$$
\begin{equation*}
N(t) \leqq C_{4}\left\{\left\|v_{0}\right\|_{2}^{2}+\int_{0}^{t}\|f\|^{2} d \tau\right\} . \tag{2-43}
\end{equation*}
$$

Since

$$
f \equiv D^{2}\left(\gamma_{2} v^{3}+\tilde{\gamma}_{1} v^{2}\right)=\left(3 \gamma_{2} v^{2}+2 \tilde{\gamma}_{1} v\right) D^{2} v+\left(6 \gamma_{2} v+2 \tilde{\gamma}_{1}\right)(D v)^{2},
$$

we have
$\|f\|^{2} \leqq C_{5}\left\{\left(\|v\|_{\infty}^{4}+\|v\|_{\infty}^{2}\right)\left\|D^{2} v\right\|^{2}+\left(\|v\|_{\infty}^{2}\|D v\|_{\infty}^{2}+\|D v\|_{\infty}^{2}\right)\|D v\|^{2}\right\}$.
Sobolev's inequality for one dimension and Poincarés inequality (1-9) yield

$$
\|v\|_{\infty} \leqq C_{6}\|D v\|, \quad\|D v\|_{\infty} \leqq C_{7}\left\|D^{2} v\right\|
$$

and from (2-44) we have that

$$
\|f\|^{2} \leqq C_{8}\left(\left\|D^{2} v\right\|^{4}+\left\|D^{2} v\right\|^{6}\right)
$$

and

$$
\begin{equation*}
\int_{0}^{t}\|f\|^{2} d \tau \leqq C_{8} \sup _{\tau \in[0, t]}\|v\|_{2}^{2}\left[1+\sup _{\tau \in[0, t]}\|v\|_{2}^{2}\right] \int_{0}^{t}\|v\|_{2}^{2} d \tau . \tag{2-45}
\end{equation*}
$$

Taking (2-43) and (2-45) together yields

$$
\begin{equation*}
N(t) \leqq C_{9}\left\{\left\|v_{0}\right\|_{2}^{2}+N(t)^{2}+N(t)^{3}\right\} \quad \forall t>0 . \tag{2-46}
\end{equation*}
$$

By considering the graph of the function $F(N)=C_{9}\left\{\left\|v_{0}\right\|_{2}^{2}+N^{2}+N^{3}\right\}-N$ and following the argument of Klainerman \& Ponce [1983] it is clear that if $\left\|v_{0}\right\|_{2}$ is sufficiently small then there is a constant $C_{10}$ such that

$$
\begin{equation*}
N(t) \leqq C_{10}\left\|v_{0}\right\|_{2}^{2}, \quad \forall t>0 \tag{2-47}
\end{equation*}
$$

This proves the global existence of a weak solution in $H^{2,1}\left(Q_{T}\right)$. To complete the proof of global existence in $H^{4,1}\left(Q_{T}\right)$ we observe that multiplying (2-33) by $-D^{2} v$ and $D^{4} v$ yield, after calculations similar to the above, the inequalities

$$
\begin{align*}
& \|D v\|^{2}+\int_{0}^{t}\left\|D^{3} v\right\|^{2} d \tau \leqq C_{11}\left\{\left\|v_{0}\right\|_{1}^{2}+\int_{0}^{t}\|f\|^{2} d \tau\right\}  \tag{2-48a}\\
& \left\|D^{2} v\right\|^{2}+\int_{0}^{t}\left\|D^{4} v\right\|^{2} d \tau \leqq C_{12}\left\{\left\|v_{0}\right\|_{2}^{2}+\int_{0}^{t}\|f\|^{2} d \tau\right\} . \tag{2-48b}
\end{align*}
$$

Thus a priori bounds in $H^{4,1}\left(Q_{T}\right)$ follow from (2-48), (2-46) and (2-45).
In order to prove that $v$ tends to zero as $t \rightarrow \infty$ we notice that, since (2-47) holds for all $t$,

$$
\begin{equation*}
\|f\|^{2} \leqq \varepsilon\left\|D^{2} v\right\|^{2} \tag{2-49}
\end{equation*}
$$

where $\varepsilon$ is sufficiently small provided $\left\|v_{0}\right\|_{2}$ is sufficiently small. It follows from (2-40) that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v\|^{2}+\left(C_{3}-\varepsilon C_{4}\right)\|v\|_{2}^{2} \leqq 0 \tag{2-50}
\end{equation*}
$$

which implies for $\varepsilon\left(\left\|v_{0}\right\|_{2}\right)$ sufficiently small that $\|v\|$ decays exponentially to zero. Similarly, we obtain $\|v\|_{2} \rightarrow 0$ as $t \rightarrow \infty$ from the differential inequalities corresponding to (2-48). Thus we have also that $\|v\|_{\infty}$ and $\|D v\|_{\infty}$ also tend to zero as $t \rightarrow \infty$.

Remark 1. If the initial data is close to a constant $M$ and $\left|\varphi^{\prime}(M)\right|<\gamma \pi^{2} / L^{2}$ then we have similar results. In particular consider the Sivashinsky equation modelling a planar solid-liquid interface for a binary alloy (Sivashinsky [1983])

$$
\begin{equation*}
\frac{\partial u}{\partial t}+D^{4} u+\alpha u-D^{2}\left(2 u-\frac{1}{2} u^{2}\right)=0, \quad \alpha>0 \tag{2-51}
\end{equation*}
$$

with the same initial boundary values ( $2-1 \mathrm{~b}$, c). If $\pi^{2}>2 L^{2}$ or $\alpha>1$ then problem ( $2-51,2-1 b, c$ ) has a unique global solution provided the initial data is small.

Remark 2 (Multidimensions $n \leqq 3$ ). The corresponding problem for $n=2,3$ is

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\gamma \Delta^{2} u=\Delta \varphi(u),  \tag{2-52a}\\
\frac{\partial u}{\partial v}=\frac{\partial}{\partial v} \Delta u=0, \text { on } \Gamma  \tag{2-52b}\\
\left.u\right|_{t=0}=u_{0}, \tag{2-52c}
\end{gather*}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{n}(n=2,3)$ with a smooth boundary $\Gamma$ and $v$ is the unit exterior normal to $\Gamma$. For $u_{0} \in H_{E}^{2}(\Omega)$ there exists a unique global solution $u \in H^{4,1}\left(Q_{T}\right)$. The proof is the same as that of Theorem 2.1 with minor changes. Since under the translation

$$
\begin{equation*}
v=u-M, \quad M=\int_{\Omega} u_{0}(x) d x /|\Omega| \tag{2-53}
\end{equation*}
$$

the value of $\gamma_{2}$ does not change, we may, without loss of generality, assume that

$$
\begin{equation*}
\int_{\Omega} u_{0}(x) d x=0=\int_{\Omega} u(x, t) d t \tag{2-54}
\end{equation*}
$$

Now as before in (2-6) and (2-12) we have

$$
\begin{equation*}
\|u(t)\|_{1}+\int_{0}^{t}|u|_{2}^{2} d \tau \leqq C_{T}, \quad \forall t \in(0, T] . \tag{2-55}
\end{equation*}
$$

It can be seen from (2-14) that the crucial term to estimate is $\|\Delta \varphi(u)\|$. By the boundary conditions, (2-54) and the Poincaré-Friedrichs inequalities $\left\|\Delta^{2} u\right\|$ is equivalent to $\|u\|_{4}$. By Sobolev's imbedding theorem and (2-55) we have

$$
\begin{gather*}
\|u\|_{L^{q}} \leqq C_{T} \quad \text { for any } \quad q<\infty \quad(n=2)  \tag{2-56a}\\
\|u\|_{L^{6}} \leqq C_{T} \quad(n=3) \tag{2-56b}
\end{gather*}
$$

By the Nirenberg inequality ( $1-10$ ), we have

$$
\begin{align*}
\|u\|_{\infty} \leqq C\left\|\Delta^{2} u\right\|^{a}\|u\|_{L^{q}}^{1-a} \quad \text { where } a=(1+3 q / 2)^{-1} & (n=2), & (2-57 \mathrm{a}) \\
\|u\|_{\infty} \leqq C\left\|\Delta^{2} u\right\|^{\frac{1}{6}}\|u\|_{L^{6}}^{\frac{5}{6}} & (n=3), & (2-57 \mathrm{~b})  \tag{2-57b}\\
\|\nabla u\|_{L^{4}} \leqq C\left\|\Delta^{2} u\right\|^{\frac{1}{6}}\|\nabla u\|^{\frac{5}{6}} & (n=2), & (2-58 \mathrm{a})  \tag{2-58a}\\
\|\nabla u\|_{L^{4}} \leqq C\left\|\Delta^{2} u\right\|^{\frac{1}{4}}\|\nabla u\|^{\frac{3}{4}} & (n=3) & (2-58 \mathrm{~b}) \tag{2-58b}
\end{align*}
$$

and

$$
\begin{array}{ll}
\|\Delta u\| \leqq C\left\|\Delta^{2} u\right\|^{\frac{1}{3}}\|\nabla u\|^{\frac{2}{3}} & (n=2) \\
\|\Delta u\| \leqq C\left\|\Delta^{2} u\right\|^{\frac{1}{2}}\|\nabla u\|^{\frac{1}{2}} & (n=3) \tag{2-59b}
\end{array}
$$

From these inequalities we finally arrive at

$$
\begin{gather*}
\left\|u^{2} \Delta u\right\| \leqq\|u\|_{\infty}^{2}\|\Delta u\| \leqq C_{T}\left\|\Delta^{2} u\right\|^{\frac{1}{3}+2 a} \quad(n=2)  \tag{2-60a}\\
\left\|u^{2} \Delta u\right\| \leqq C_{T}\left\|\Delta^{2} u\right\|^{\frac{5}{6}} \quad(n=3) \tag{2-60b}
\end{gather*}
$$

and

$$
\begin{gather*}
\left\|u|\nabla u|^{2}\right\| \leqq\|u\|_{\infty}\|\nabla u\|_{L^{4}}^{2} \leqq C_{T}\left\|\Delta^{2} u\right\|^{a+\frac{1}{3}} \quad(n=2)  \tag{2-61a}\\
\left\|u|\nabla u|^{2}\right\| \leqq C_{T}\left\|\Delta^{2} u\right\|^{\frac{2}{3}} \quad(n=3) \tag{2-61b}
\end{gather*}
$$

Since

$$
\Delta \varphi(u)=\varphi^{\prime}(u) \Delta u+\varphi^{\prime \prime}(u)|\nabla u|^{2},
$$

applying Young's inequality to the right-hand side of

$$
\frac{1}{2} \frac{d}{d t}\|\Delta u\|^{2}+\gamma\left\|\Delta^{2} u\right\|^{2}=\int_{u} \Delta \varphi(u) \Delta^{2} u d x
$$

using (2-61), we obtain

$$
\begin{equation*}
\|\Delta u(t)\|^{2}+\int_{0}^{t}\left\|\Delta^{2} u\right\|^{2} d \tau \leqq C_{T}, \quad \forall t \in[0, T] \tag{2-61}
\end{equation*}
$$

This completes the proof of global existence.

## § 3. Blow up in finite time when $\gamma_{2}<0$

In the previous section we proved that if $\gamma_{2}>0$ then (2-1) and (2-5b) admit unique global solutions. On the other hand numerical experiments in one space dimension (Hazewinkel, KaAShoek \& Leynse [1985]), indicate that if $\gamma_{2}<0$,
then, in general, the solution will blow up in finite time. In this section we give a rigorous proof of that.

Theorem 3.1. If $\gamma_{2}<0$ and $-\int_{\Omega}\left\{H\left(u_{0}\right)+\frac{\gamma}{2}\left|\nabla u_{0}\right|^{2}\right\} d x$ is sufficiently large, then the solution $u$ of $(2-51)(n \leqq 3)$ blows up in finite time: there is a $T^{*}>0$ such that

$$
\begin{equation*}
\lim _{t \rightarrow T^{*}}\|u(t)\|_{2}=+\infty \tag{3-1}
\end{equation*}
$$

Proof. Without loss of generality we consider initial data such that (2-54) holds, i.e. $\int_{\Omega} u_{0}(x) d x=0$. As in the proof of Theorem 2.1,

$$
\begin{equation*}
2 \int_{S} H(u) d x-2 F(0) \leqq-\gamma|u|_{1}^{2} \tag{3-2}
\end{equation*}
$$

where

$$
\begin{equation*}
F(0)=\int_{\Omega}\left(H\left(u_{0}\right)+\frac{\gamma}{2}\left|\nabla u_{0}\right|^{2}\right) d x \tag{3-3}
\end{equation*}
$$

Let $w(x, t)$ be the unique solution of

$$
\begin{align*}
& \Delta w=u, \\
& \frac{\partial w}{\partial v}=0, \quad \text { on } \Gamma, \quad \int_{\Delta} w d x=0 \tag{3-4}
\end{align*}
$$

It follows that

$$
\begin{equation*}
|w|_{1}^{2} \leqq C\|u\|^{2} \tag{3-5}
\end{equation*}
$$

Now multiplying (2-52a) by $w$ and integrating with respect to $x$, using (3-4), we obtain

$$
\begin{aligned}
\frac{d}{d t}|w|_{1}^{2} & =-2 \int_{\Omega} \varphi(u) u d x-2 \gamma|u|_{1}^{2} \\
& \geqq 4 \int_{\Omega} H(u) d x-4 F(0)-2 \int_{\Omega} \varphi(u) u d x \\
& =-\gamma_{2} \int_{\Omega} u^{4} d x+\frac{10}{3} \gamma_{1} \int_{\Omega} u^{3} d x-4 F(0) \\
& \geqq-\frac{\gamma_{2}}{2} \int_{\Omega} u^{4} d x-4 F(0)-C_{1} \\
& \geqq \frac{-\gamma_{2}}{2|\Omega|}\left(\int_{\Omega} u^{2} d x\right)^{2}-4 F(0)-C_{1}
\end{aligned}
$$

and using (3-5),

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}|w|_{1}^{2} \geqq \frac{-\gamma_{2}}{2|\Omega| C}|w|_{1}^{4}-4 F(0)-C_{1} \tag{3-6}
\end{equation*}
$$

where $C_{1}$ is a constant depending only on $\gamma_{1}, \gamma_{2}$ and $\Omega$. Thus (3-6) yields, when

$$
\begin{equation*}
-F(0)>C_{1} / 4 \tag{3-7}
\end{equation*}
$$

that $|\boldsymbol{w}|_{1}^{2}$ must blow up in a finite time $T^{*}$. Hence by (3-5) we have that (3-1) holds. An inspection of the dependence on $u_{0}$ of $F(0)$ shows that given any $g \in H_{E}^{2}(\Omega)$ choosing $u_{0}=k g$ yields (3-7) for $k$ large enough.

## § 4. Finite element Galerkin approximation

Let $S_{l}^{r}$ be the piecewise polynomial spline space

$$
\begin{equation*}
S_{l}^{r}=\left\{\chi \in C^{l}(I):\left.\chi\right|_{I_{i}} \in \Pi_{r-1}\left(I_{i}\right), \quad i=1,2,3, \ldots N\right\} \tag{4-1}
\end{equation*}
$$

where $r$ and $l$ are integers, $-1 \leqq l \leqq r-1,0=x_{0}<x_{1}<x_{2}<\ldots<x_{N}=L$, $I_{i}=\left(x_{i-1}, x_{i}\right),\left|I_{i}\right| \in(\delta h, h)$ for some $\delta>0$ and $\Pi_{r-1}\left(I_{i}\right)$ denotes the set of all polynomials on $I_{i}$ of degree less or equal to $r-1$. Let $k \geqq 1$ and $r \geqq 4$ so that $S_{k}^{r} \subset H^{2}(I)$ and let $\stackrel{S}{s}_{r}^{r} \subset H_{E}^{2}(I)$ denote $\{\chi: D \chi(0)=D \chi(L)=0\} \cap S_{k}^{r}$. The following approximation property is assumed for all $v \in H_{E}^{2}(I) \cap W_{p}^{s}(I)$ with $2 \leqq s \leqq r$,

$$
\begin{equation*}
\inf _{x \in S_{k}^{r}} \sum_{j=0}^{2} h^{j}\left\|D^{j}(v-x)\right\|_{L^{p}(I)} \leqq C h^{s}\|v\|_{w_{p}^{s}()} \tag{4-2}
\end{equation*}
$$

A natural Galerkin approximation to (2-1) is: find $u^{h}:[0, T] \rightarrow \dot{S}_{k}^{r}$ such that

$$
\begin{align*}
\left(\frac{\partial u^{h}}{\partial t}, \chi\right)+\gamma\left(D^{2} u^{h}, D^{2} \chi\right) & =\left(\varphi\left(u^{h}\right), D^{2} \chi\right) \quad \forall \chi \in \dot{S}_{k}^{r}  \tag{4-3a}\\
u^{h}(0) & =u_{0}^{h} \tag{4-3b}
\end{align*}
$$

where $u_{0}^{h} \in \dot{S}_{k}^{r}$ is a suitable approximation to $u_{0}$. We note that since $\chi=1$ belongs to $\dot{S}_{k}^{r}$, (4-3a) implies

$$
\begin{equation*}
\frac{1}{L}\left(u^{h}(t), 1\right)=\frac{1}{L}\left(u_{0}^{h}, 1\right) . \tag{4-4}
\end{equation*}
$$

The global existence theorems of section 2 can be extended to the Galerkin approximation (4-3).

## Proposition 4.1.

(a) If $\gamma_{2}>0$ then for any initial data $u_{0}^{h} \in \dot{S}_{k}^{r}$ and $T>0$ there exists a unique global solution $u^{h} \in H^{2,1}\left(Q_{T}\right)$ to (4.3).
(b) If $\gamma>L^{2} / \pi^{2}$ and the initial data $u_{0}^{h} \in S_{k}^{r}$ is such that $\left\|u_{0}^{h}\right\|_{2}$ is sufficiently small, then there exists a unique global solution $u^{h} \in H^{2,1}\left(Q_{T}\right)$ to (4-3).

Proof. Local existence and uniqueness is proved using Picard iteration. Global existence will follow from a priori bounds.
(a) Taking $\chi=u^{h}(t)$ in (4-3a) leads to the estimates, as in the derivation of (2-6),

$$
\begin{gather*}
\left\|u^{h}(t)\right\| \leqq C_{T}\left\|u_{0}^{h}\right\|  \tag{4-5a}\\
\int_{0}^{t}\left\|D^{2} u^{h}(\tau)\right\|^{2} d \tau \leqq C_{T}\left\|u_{0}^{h}\right\|^{2} \tag{4-5b}
\end{gather*}
$$

Since $\stackrel{\circ}{S}_{k}^{r}$ is a finite-dimensional space (4-5a) also implies that, for fixed $h$, $\left\|u^{h}(t)\right\|_{\infty}$ is uniformly bounded on $[0, T]$ which is sufficient to deduce global existence for the ordinary differential equations (4-3) since $\varphi(\cdot)$ is continuously differentiable.
(b) Setting

$$
\begin{equation*}
v^{h}(t)=u^{h}(t)-\frac{1}{L}\left(u_{0}^{h}, 1\right) \tag{4-6}
\end{equation*}
$$

and following the arguments leading up to inequality (2.47) of Theorem 2.2 yields the desired assertion.

Associated with $\dot{S}_{k}^{r}$ is the elliptic projection $P^{h}: H_{E}^{2}(I) \rightarrow \dot{S}_{k}^{r}$ defined by: for $v \in H_{E}^{2}(I)$ then $P^{h} v$ satisfies

$$
\begin{gather*}
\left(D^{2} P^{h} v-D^{2} v, D^{2} \chi\right)=0 \quad \forall \chi \in \dot{S}_{k}^{r} \text { and }(\chi, 1)=0  \tag{4-7a}\\
\left(P^{h} v-v, 1\right)=0 \tag{4-7b}
\end{gather*}
$$

The existence of a unique $P^{h} v$ satisfying (4-7) follows from the Lax-Milgram theorem and the Friedrichs-Poincaré inequality

$$
\begin{equation*}
\|\eta\|_{2} \leqq C\left\{|\eta|_{2}+|(\eta, 1)|\right\}, \quad \forall \eta \in H_{E}^{2}(I) \tag{4-8}
\end{equation*}
$$

Theorem 4.1. Suppose that the solution $u(t)$ of $(2-1)$ is sufficiently regular for a given $T>0$ and that the solution of (4-3) satisfies

$$
\begin{equation*}
\left\|u^{h}(t)\right\|_{\infty} \leqq C_{T}, \quad 0 \leqq t \leqq T \tag{4-9}
\end{equation*}
$$

If the initial data satisfy

$$
\begin{equation*}
\left\|u_{0}-u_{0}^{h}\right\| \leqq C h^{r} \quad \text { and } \quad\left(u_{0}^{h}, 1\right)=M \tag{4-10}
\end{equation*}
$$

then

$$
\begin{equation*}
t^{\frac{1}{4}}\left\|u(t)-u^{h}(t)\right\|_{\infty}+\left\|u(t)-u^{h}(t)\right\| \leqq C_{T}(u) h^{r} \quad \forall t \in(0, T] \tag{4-11}
\end{equation*}
$$

If $u_{0}^{h}=P^{h} u_{0}$ then

$$
\begin{gather*}
\sup _{t \in(0, T)} \sum_{j=0}^{2} h^{j}\left|u(t)-u^{h}(t)\right|_{j} \leqq C_{T}(u) h^{r},  \tag{4-12a}\\
\left\|\frac{\partial u}{\partial t}-\frac{\partial u^{h}}{\partial t}\right\|_{L^{2}\left(0, T ; L^{2}(t)\right)} \leqq C_{T}(u) h^{r},  \tag{4-12b}\\
\left\|u(t)-\iota_{t}^{h( }(t)\right\|_{\infty} \leqq C_{T}(u) h^{r} \quad \forall t \in[0, T] . \tag{4-12c}
\end{gather*}
$$

Proof. Our method of proof is based on the error decomposition

$$
\begin{equation*}
u-u^{h}=\theta^{h}+e^{h}, \quad \theta^{h} \equiv u-P^{h} u, \quad e^{h} \equiv P^{h} u-u^{h} \tag{4-13}
\end{equation*}
$$

(cf. Wheeler [1973], Thomée [1974] and Wahlbin [1975] for linear parabolic equations) and the following proposition regarding the projection $P^{h}$.

Proposition 4.2. For

$$
\begin{gather*}
v \in H_{E}^{2}(I) \cap H^{r}(I), \\
\sum_{j=0}^{2} h^{j}\left|v-P^{h} v\right|_{j} \leqq C h^{r}\|v\|_{r} \tag{4-14a}
\end{gather*}
$$

and if $v \in H_{E}^{2}(I)$, then

$$
\begin{equation*}
\left\|v-P^{h} v\right\|_{\infty} \leqq C h^{r}\|v\|_{W_{\infty}^{r}(I)} \tag{4-14b}
\end{equation*}
$$

We assume Proposition 4-2 for the moment and postpone its proof to the end of this section. It follows from (4-14) and the assumption concerning the regularity of $u$ that

$$
\begin{gather*}
\sup _{t \in(0, T)} \sum_{j=0}^{2} h^{j}\left|\theta^{h}(t)\right|_{j} \leqq C_{T}(u) h^{r}  \tag{4-15a}\\
\left\|\frac{\partial \theta^{h}}{\partial t}\right\|_{L^{2}\left(0, T ; L^{2}(2)\right)} \leqq C_{T}(u) h^{r}  \tag{4-15b}\\
\left\|\theta^{h}(t)\right\|_{\infty} \leqq C_{T}(u) h^{r} \quad 0 \leqq t \leqq T \tag{4-15c}
\end{gather*}
$$

We obtain (4-15b) by applying proposition 4.2 with $v=\partial u / \partial t$.
Hence it remains to obtain the corresponding appropriate bounds for $e^{h}$. Observe that, by (4-7a) and (4-3a), for all $\chi \in \dot{S}_{k}^{r}$ and $(\chi, 1)=0$

$$
\begin{equation*}
\left(\frac{\partial e^{h}}{\partial t}, \chi\right)+\gamma\left(D^{2} e^{h}, D^{2} \chi\right)=\left(-\frac{\partial \theta^{h}}{\partial t}, \chi\right)+\left(\varphi(u)-\varphi\left(u^{h}\right), D^{2} \chi\right) . \tag{4-16}
\end{equation*}
$$

Taking $\chi=e^{h}$ in (4-16) we obtain the inequality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|e^{h}\right\|^{2}+\gamma\left|e^{h}\right|_{2}^{2} \leqq\left\|\frac{\partial \theta^{h}}{\partial t}\right\|\left\|e^{h}\right\|+C\left\|u-u^{h}\right\|\left|e^{h}\right|_{2} \tag{4-17}
\end{equation*}
$$

where the continuous differentiability of $\varphi(\cdot)$ and the a priori $L^{\infty}$ bounds on $u$ and $u^{h}$ have been used. It follows from (4-17) that

$$
\frac{1}{2} \frac{d}{d t}\left\|e^{h}\right\|^{2}+\frac{\gamma}{2}\left|e^{h}\right|_{2}^{2} \leqq C\left\{\left\|e^{h}\right\|^{2}+\left\|\theta^{h}\right\|^{2}+\left\|\frac{\partial \theta^{h}}{\partial t}\right\|^{2}\right\}
$$

and by Gronwall's inequality that

$$
\begin{align*}
\left\|e^{h}(t)\right\|^{2}+\int_{0}^{t}\left|e^{h}(\tau)\right|_{2}^{2} d \tau & \leqq\left\|e^{h}(0)\right\|^{2}+C_{T}(u) h^{2 r}  \tag{4-18}\\
& \leqq C_{T}(u) h^{2 r}
\end{align*}
$$

where we have used (4-15a, b) and the observation that

$$
\left\|e^{h}(0)\right\| \leqq\left\|u_{0}-u_{0}^{h}\right\|+\left\|P^{h} u_{0}-u_{0}\right\|
$$

with (4-10) and (4-14a) holding. Of course in the case $u_{0}^{h}=P^{h} u_{0}$ we have that $e^{h}(0)=0$.

Taking $\chi=\frac{\partial e^{h}}{\partial t}$ in (4-16), we obtain

$$
\left\|\frac{\partial e^{h}}{\partial t}\right\|^{2}+\frac{\gamma}{2} \frac{d}{d t}\left|e^{h}\right|_{2}^{2} \leqq\left\|\frac{\partial \theta^{h}}{\partial t}\right\|_{\|}\left\|\frac{\partial e^{h}}{\partial t}\right\|+\left(\varphi(u)-\varphi\left(u^{h}\right), D^{2} \frac{\partial e^{h}}{\partial t}\right)
$$

and after integrating with respect to $t$,

$$
\begin{align*}
\frac{1}{2} \int_{t_{1}}^{t}\left\|\frac{\partial e^{h}}{\partial t}\right\|^{2} d \tau & +\frac{\gamma}{2}\left|e^{h}(t)\right|_{2}^{2} \leqq \frac{\gamma}{2}\left|e^{h}\left(t_{1}\right)\right|_{2}^{2}+\frac{1}{2} \int_{t_{1}}^{t}\left\|\frac{\partial \theta^{h}}{\partial t}\right\|^{2} d \tau \\
& +\int_{t_{1}}^{t} \frac{d}{d t}\left\{\left(\varphi(u)-\varphi\left(u^{h}\right), D^{2} e^{h}\right)\right\} d \tau  \tag{4-19}\\
& -\int_{i_{1}}^{t}\left(\varphi^{\prime}(u) \frac{\partial u}{\partial t}-\varphi^{\prime}\left(u^{h}\right) \frac{\partial u^{h}}{\partial t}, D^{2} e^{h}\right) d \tau
\end{align*}
$$

Label the last two terms on the right-hand side of (4-19) as $I_{1}$, and $I_{2}$. Then using the boundedness of $u^{h}$ and $u$,

$$
\begin{align*}
\left|I_{1}\right| & \leqq C\left(\left\|e^{h}(t)\right\|^{2}+\left\|\theta^{h}(t)\right\|^{2}+\left\|e^{h}\left(t_{1}\right)\right\|^{2}+\left\|\theta^{h}\left(t_{1}\right)\right\|^{2}\right)+\frac{\gamma}{4}\left(\left|e^{h}(t)\right|_{2}^{2}+\left|e^{h}\left(t_{1}\right)\right|_{2}^{2}\right) \\
& \leqq C_{T}(u) h^{2 r}+\frac{\gamma}{4}\left|e^{h}(t)\right|_{2}^{2}+\frac{\gamma}{4}\left|e^{h}\left(t_{1}\right)\right|_{2}^{2} \tag{4-20a}
\end{align*}
$$

where the bounds (4-18), (4-10) and (4-15a) have been used. Turning to $I_{2}$ we find that

$$
\begin{align*}
\left|I_{2}\right| & \leqq \int_{0}^{t}\left\{\left\|\left(\varphi^{\prime}(u)-\varphi^{\prime}\left(u^{h}\right)\right) \frac{\partial u}{\partial t}\right\|+\left\|\varphi^{\prime}\left(u^{h}\right) \frac{\partial e^{h}}{\partial t}\right\|+\left\|\varphi^{\prime}\left(u^{h}\right) \frac{\partial \theta^{h}}{\partial t}\right\|\right\}\left|e^{h}\right|_{2} d \tau \\
& \leqq \frac{1}{4} \int_{0}^{t}\left\|\frac{\partial e^{h}}{\partial t}\right\|^{2} d \tau+C_{T}(u) \int_{0}^{t}\left\{\left\|e^{h}\right\|^{2}+\left\|\theta^{h}\right\|^{2}+\left\|\frac{\partial \theta^{h}}{\partial t}\right\|^{2}+\left|e^{h}\right|_{2}^{2}\right\} d \tau \\
& \leqq \frac{1}{4} \int_{0}^{t}\left\|\frac{\partial e^{h}}{\partial t}\right\|^{2} d \tau+C_{T}(u) h^{2 r} \tag{4-20~b}
\end{align*}
$$

where we have used the differentiability of $\varphi(\cdot)$, the boundedness of $u^{h}$ and $\partial u / \partial t$ and the error bounds (4-18), (4-10) and (4-15). It follows from (4-19) and (4-20)
that

$$
\begin{equation*}
\int_{t_{1}}^{t}\left\|\frac{\partial e^{h}}{\partial t}\right\|^{2} d \tau+\gamma\left|e^{h}(t)\right|_{2}^{2} \leqq \gamma\left|e^{h}\left(t_{1}\right)\right|_{2}^{2}+C_{T}(u) h^{2 r} \tag{4-21}
\end{equation*}
$$

In the case $u_{0}^{h}=P^{h} u_{0}$ we have from (4-18) and (4-21) (taking $t_{1}=0$ ) that

$$
\begin{equation*}
\left\|e^{h}(t)\right\|^{2}+\left|e^{h}(t)\right|_{2}^{2}+\int_{0}^{t}\left\|\frac{\partial e^{h}}{\partial t}\right\|^{2} d \tau \leqq C_{T}(u) h^{2 r} \tag{4-22}
\end{equation*}
$$

Otherwise (4-21) and (4-18) imply that

$$
\begin{align*}
\gamma t\left|e^{h}(t)\right|_{2}^{2} & \leqq \gamma \int_{0}^{t}\left\{\left|e^{h}(\tau)\right|_{2}^{2}+C_{T}(u) h^{2 r}\right\} d \tau \\
& \leqq \gamma C_{T}(u) h^{2 r} \tag{4-23}
\end{align*}
$$

Since

$$
\left|e^{\hbar}(t)\right|_{1}^{2} \leqq\left|e^{h}(t)\right|_{2}\left\|e^{h}(t)\right\|
$$

and

$$
\left\|e^{h}(t)\right\|_{\infty} \leqq C\left\|e^{h}(t)\right\|_{1},
$$

it follows from (4-18), (4-22), (4-23) and (4-15) that (4-11) and (4-12) hold.
Proof of Proposition 4.2. The projection property of $P^{h}$ yields

$$
\left|v-P^{h} v\right|_{2} \leqq \inf _{\substack{x \in S_{k}^{r} \\(\chi-v, 1)=0}}|v-\chi|_{2}
$$

and noting that

$$
\begin{equation*}
D^{2}(\chi-(\chi, 1)+(v, 1) L-v)=D^{2}(\chi-v) \tag{4-24}
\end{equation*}
$$

together with the approximation (4-2) $(p=2, s=t)$ we obtain

$$
\begin{equation*}
\left|v-P^{h} v\right|_{2} \leqq C h^{r-2}\|v\|_{r} \tag{4-25}
\end{equation*}
$$

The $L^{2}$-norm of the error is bounded by use of the usual duality argument. For any $\eta \in L^{2}(I)$, let $z \in H_{E}^{2}(I)$ be the unique solution of

$$
\begin{gather*}
\left(D^{2} z, D^{2} \xi\right)=(\eta, \xi) \quad \forall \xi \in H_{E}^{2}(I), \quad(\xi, 1)=0  \tag{4-26a}\\
(z, 1)=0 . \tag{4-26b}
\end{gather*}
$$

It follows from (4-26) that

$$
\begin{equation*}
\|z\|_{4} \leqq C\left(|z|_{2}+|z|_{4}\right) \leqq C\|\eta\| . \tag{4-27}
\end{equation*}
$$

Equations (4-7a) and (4-26a) yield

$$
\begin{aligned}
\left(v-P^{h} v, \eta\right) & =\left(D^{2}\left(v-P^{h} v\right), D^{2} z\right) \\
& =\left(D^{2}\left(v-P^{h} v\right), D^{2}(z-\chi)\right) \quad \forall \chi \in S_{k}^{r} \quad \text { and } \quad(\chi, 1)=0
\end{aligned}
$$

and, hence using (4-24), (4-27) and (4-2) we obtain

$$
\begin{aligned}
\left(v-P^{h} v, \eta\right) & \leqq\left|v-P^{h} v\right|_{2}|z-\chi|_{2} \\
& \leqq C h^{r}\|v\|_{r}\|z\|_{4} \\
& \leqq C h^{r}\|v\|_{r}\|\eta\|
\end{aligned}
$$

so that

$$
\begin{equation*}
\left\|v-P^{h} v\right\| \leqq C h^{r}\|v\|_{r} \tag{4-28}
\end{equation*}
$$

Therefore, noting the inequality (1-11), we have proved (4-14a).
It remains to prove the $L^{\infty}$ bound. First observe that by (4-7a)

$$
\begin{equation*}
\left(D^{2} P^{h} v-D^{2} v, \eta\right)=0 \quad \forall \eta \in S_{k-2}^{r-2}, \quad(\eta, 1)=0 \tag{4-29}
\end{equation*}
$$

and since

$$
\left(D^{2} P^{h} v-D^{2} v, 1\right)=0
$$

we have that $D^{2} P^{h} v$ is the $L^{2}$ projection of $D^{2} v$ in $S_{k-2}^{r-2}$. It follows from the $L^{\infty}$ error bound for the $L^{2}$ projection, due to Douglas, Dupont \& Wahlbin [1975], that

$$
\begin{equation*}
\left\|D^{2}\left(v-P^{h} v\right)\right\|_{\infty} \leqq C h^{r-2}\left\|D^{2} v\right\|_{W_{\infty}^{r-2}(I)} \tag{4-30}
\end{equation*}
$$

Using the dual problem (4-26) with $\eta \in L^{1}(I)$ so that

$$
\begin{equation*}
\|z\|_{W_{1}^{4}(I)} \leqq C\|\eta\|_{L^{1}(I)}, \tag{4-31}
\end{equation*}
$$

we have

$$
\begin{align*}
\left(v-P^{h} v, \eta\right) & =\left(D^{2}\left(v-P^{h} v\right), D^{2} z\right) \\
& =\left(D^{2}\left(v-P^{h} v\right), D^{2}(z-\chi)\right)  \tag{4-32}\\
& \leqq\left\|D^{2}\left(v-P^{h} v\right)\right\|_{\infty}\left\|D^{2}(z-\chi)\right\|_{L^{1}(I)} \quad \forall \chi \in \dot{S}_{k^{\prime}}^{r}(\chi, 1)=0 .
\end{align*}
$$

It follows from (4-24), (4-2) with $p=1$ and $s=4,(4-30),(4-31)$ and (4-32) that

$$
\left\|v-P^{h} v\right\|_{\infty} \leqq C h^{r}\|v\|_{W_{\infty}^{r}(I)}
$$

Remarks. 1. The assumption (4-9) is not a restriction. By a standard argument (see Thomée [ $1984 ;$ p. 154]) we may use the error bounds (4-11) or (4-12) in order to justify (4-9) a posteriori for any $T>0$ such that (2-1) has a solution.
2. The smoothing property of the linearized differential operator is responsible for the $L^{\infty}$ error bound in (4-11) for any $t>0$ despite there being no assumption on the initial $L^{\infty}$ error.
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