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ABSTRACT: For molecular dynamics simulations of biological
membrane systems to live up to the potential of providing accurate
atomic level detail into membrane properties and functions, it is
essential that the force fields used to model such systems are as accurate
as possible. One membrane property that is often used to assess force
field accuracy is the carbon−hydrogen (or carbon−deuterium) order
parameters of the lipid tails, which can be accurately measured using
experimental NMR techniques. There are a variety of analysis tools
available to calculate these order parameters from simulations and it is
essential that these computational tools work correctly to ensure the
accurate assessment of the simulation force fields. In this work we
compare many of these computational tools for calculating the order
parameters of POPC membranes. While tools that work on all-atom
systems and tools that work on saturated lipid tails in general work extremely well, we demonstrate that the majority of the tested
tools that calculate the order parameters for unsaturated united-atom lipid tails do so incorrectly. We identify tools that do
perform accurate calculations and include one such program with this work, enabling rapid and accurate calculation of united-
atom lipid order parameters. Furthermore, we discuss cases in which it is nontrivial to appropriately predict the unsaturated
carbon order parameters in united-atom systems. Finally, we examine order parameter splitting for carbon 2 in sn-2 lipid chains,
demonstrating substantial deviations from experimental values in several all-atom and united-atom lipid force fields.

■ INTRODUCTION

Molecular dynamics simulations of phospholipid membranes
have provided valuable atomic level details of many membrane
processes over the past ∼25 years, complementing more
traditional wet-laboratory studies of such systems (e.g.,1−9

among many others). However, there are several limitations
associated with these simulations that not only need to be
understood to ensure careful interpretation of results, but are
also areas in which advances must continue to be made to
improve the accuracy and reliability of such computational
work. These limitations include the ability of the simulation
force fields to faithfully reproduce known experimental
properties and the ability to sample enough of the conforma-
tional space of a given system to ensure converged results,
among other related issues.10−14 The latter of these two
problems is often addressed in membrane simulations by
applying methods that reduce the number of particles within
the system, either through the use of coarse-grained15−22 or
united-atom1,23−35 lipid models. In a classical united-atom lipid
model, all nonpolar hydrogen atoms are combined with their

neighboring carbon atoms to form united-atom CH, CH2, and
CH3 groups. This not only substantially reduces the numbers of
atoms within an individual lipid (e.g., for the commonly studied
phospholipid 1,2-dipalmitoyl-sn-glycero-3-phosphocholine
(DPPC) the number of atoms reduces from 130 to 50) but
also dramatically reduces the number of pairwise lipid
interactions that need to be calculated at each time step during
the simulations.
The ability of atomistic lipid models to reproduce

experimentally derived membrane properties has been assessed
in several publications, showing that most force fields generally
demonstrate a reasonable level of accuracy.7,36−42 One of the
most frequent properties used for comparison between
simulation and experiment is the order parameters (SCH) of
the lipid acyl chain tails. These order parameters, either
calculated using quadrupolar splitting measured from deute-
rium NMR experiments43−45 or dipolar splitting measured

Received: June 20, 2017
Published: September 6, 2017

Article

pubs.acs.org/JCTCCite This: J. Chem. Theory Comput. 2017, 13, 5683−5696

Published 2017 by the American Chemical
Society 5683 DOI: 10.1021/acs.jctc.7b00643

J. Chem. Theory Comput. 2017, 13, 5683−5696

© Crown copyright (2017), Dstl. Published under the OGL.

pubs.acs.org/JCTC
http://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.jctc.7b00643
http://dx.doi.org/10.1021/acs.jctc.7b00643
http://pubs.acs.org/page/policy/authorchoice/index.html
http://www.nationalarchives.gov.uk/doc/open-government-licence/version/3/


using carbon-13 NMR experiments,46−48 provide information
regarding both the overall order of the membrane and specific
details of the conformations that the atoms within the lipid tails
adopt. Moreover, these different experimental NMR techniques
provide consistent results, indicating accurate experimental
measurements of this lipid property; this is discussed in further
detail elsewhere.41 These factors make SCH an important
property to analyze when developing, validating, and comparing
lipid force fields.
In this work we revisit the calculation of lipid acyl chain SCH

from molecular dynamics simulations. In particular, we focus
upon current commonly used methods for calculating SCH for
both saturated and unsaturated lipid tails through the analysis
of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC)
membrane simulations. Through comparison with values
computed from all-atom simulations, we demonstrate sub-
stantial errors in the majority of available tools used to calculate
SCH for unsaturated lipid tails in united-atom systems. These
problems extend to errors in the analysis method employed in
the extensive set of simulations published by some of the
authors of this publication39 (referred to henceforth as the
“previous comparative force field work”) and have, in some
cases, resulted in incorrect conclusions being drawn. Indeed,
having recalculated the SCH from this previous comparative
force field work using a tool that we validate herein, we have
recently published a correction to some of the results of this
previous work.49 In this paper we also use validated tools to
further examine the unsaturated SCH of the GROMOS 43A1-S3
united-atom force field;29 assess united-atom force fields not
included within our previous work; and examine splitting of the
SCH for carbon 2 of the sn-2 lipid tails in both all-atom and
united-atom systems. Finally, in providing a validated tool for
both saturated and unsaturated united-atom lipid tail order
parameter analysis, we hope to help guide the correct and rapid
future analysis of such united-atom membrane systems.

■ METHODS

Calculating Order Parameters from Simulations. To
calculate the lipid acyl chain SCH from an all-atom membrane
simulation is a relatively simple task, given the explicit inclusion
of all of the hydrogen atoms within the lipids. The calculation,
as shown in eq 1, describes the orientation of the C−H bond
vector with respect to the bilayer normal (typically the z axis in
a membrane simulation) averaged over all of the lipids and all
of the sampling time.43,50 In eq 1, θ is the angle between the
C−H bond vector and the bilayer normal. The angular brackets
represent molecular and temporal ensemble averages.

θ= ⟨ − ⟩S 3 cos 1 /2CH
2

(1)

There are many tools and programs available for performing
such an analysis of SCH in all-atom systems using eq 1, several of
which are described in more detail later in the methods. It is
worth noting here that most of these analysis tools will
automatically average the order parameters for the different
hydrogen atoms attached to the same carbon atom. In most
cases this makes little difference as rapid rotation around the
normal to the H−C−H plane results in the experimental
equivalence of the two order parameters.43,51 However, there
are some examples in which a splitting or forking (i.e., a
difference in order parameters) does occur between such
hydrogen atoms, for example at carbon 2 in phospholipid sn-2
chains.44,51 In addition, taking such an averaging approach will

also conceal any potential cancellation of errors in the
simulations due to averaging.
In contrast to the all-atom systems, the calculation of SCH

from a united-atom membrane is more complex as the
positions of the hydrogen atoms are not explicitly known. In
the analysis of united-atom membrane simulations, SCH is
generally calculated using one of two closely related strategies.
In one approach the calculation is explicitly broken down into
two stages: the hydrogen positions are predicted, and
subsequently the SCH is calculated in exactly the same manner
as discussed for all-atom systems (eq 1). This is the approach
reported as being adopted in several tools, as discussed in
further detail below. In the second approach, thoroughly
detailed in several previous works,1,24,50,52,53 the calculation of
SCH using predicted C−H bond vectors is performed in one
single step. For methylene (i.e., CH2) groups, the SCH can be
calculated using eq 2. In this equation, Sxx and Syy are the xx
and yy axes order parameters with respect to the membrane
normal, respectively. For example, Sxx = ⟨3 cos2 θx − 1⟩/2,
where θx is the angle between the x axis and the membrane
normal. This method requires the appropriate definition of the
molecular frame of the system, as detailed in the text and
shown in Figure 1 (left).

= +S S S
2

3

1

3
xx yyCH (2)

We stress here that eq 2 relies upon the appropriate
definition of the molecular frame of the system (Figure 1, left).
If the methylene of interest is termed Cn, the z axis is defined as
the Cn−1 to Cn+1 vector, the x axis is defined as perpendicular to
the z axis (i.e., in the predicted H−Cn−H plane), and the y axis
is perpendicular to both x and z axes (i.e., bisects the predicted
H−Cn−H angle). This calculation also inherently assumes the
equivalence of the two hydrogen atom order parameters. This
does not have to be the case when taking this approach,52 but it
is used in all of the available tools of which we are aware. For
the calculation of the individual hydrogen atom order
parameters in a united-atom methylene group, eq 2 needs to
be slightly modified as shown in eqs 3 and 4. As discussed later,
we have implemented this approach for calculating the
individual hydrogen atom order parameters in a modified
version of the GROMACS program g_order. In these equations,
Sxx, Syy, and Sxy are the xx, yy and xy axes order parameters with

Figure 1. Pictures showing the atom names referred to in the text and
the molecular frames used in the SCH calculations for (left) saturated
and (right) unsaturated carbons of the lipid tails. For the axes shown in
the pictures, the z dimension is in blue, the y dimension is in green,
and the x dimension is in red.
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respect to the membrane normal. For example, Sxy = ⟨3 cos θx
cos θy − 1⟩/2, where θx and θy are angles between x and y axes,
respectively, and the membrane normal. This requires the same
definition of the molecular frame of the system as in eq 2. We
note here that eq 3 is slightly different than that reported by
Douliez et al.52 due to a typographical error in that work.

= + −S S S S
2

3

1

3

2 2

3
xx yy xyCH1 (3)

= + +S S S S
2

3

1

3

2 2

3
xx yy xyCH2 (4)

For methine (also termed methanylylidene) groups, as found
within the carbon−carbon double bonds of unsaturated united-
atom lipid tails, the calculation using this second approach is
slightly more complex, as the terms of eq 2 are reliant upon a
tetrahedral geometry. For this situation, the SCH can be
calculated using eqs 5 and 6. In these equations, Syy, Szz, and Syz
are the yy, zz, and yz axes order parameters with respect to the
membrane normal, as per eqs 2, 3, and 4. This requires the
appropriate definition of the molecular frame of the system, as
detailed in the text and shown in Figure 1 (right).

= + −S S S S
1

4

3

4

3

2
n zz yy yz
CH

(5)

= + ++S S S S
1

4

3

4

3

2
n zz yy yz1
CH

(6)

To correctly compute SCH using eqs 5 and 6 requires a
different definition of the molecular frame of the system
compared to eqs 2, 3, and 4 (Figure 1, right). In particular, the
z axis is now defined along the Cn−Cn+1 bond with Cn and Cn+1

being the carbon atoms within the double bond (e.g., C9 and
C10 in the oleoyl tail of POPC), the x axis is defined as the
normal to the plane defined by Cn and Cn+1 and the
neighboring methylene carbon atoms Cn−1 or Cn+2 (i.e.,
perpendicular to the predicted C−H bond), while the y axis
is perpendicular to x and z axes.44,52,53 It is worth noting that
the terms of eqs 5 and 6 assume 120° for the angles around the
double bond. As discussed by Gapsys et al.,54 this does not have
to be the case and the explicit Cn−1−Cn−Cn+1 and Cn−Cn+1−

Cn+2 angles measured from the simulations can be instead used
for calculating the terms applied in the SCH calculation. The
analysis approach detailed by eqs 5 and 6 is reported as being
used in several popular tools, as discussed below. At this point it
is also worth noting that while both of the two united-atom
analysis approaches have been described as being used in many
different publications, the exact tool used to perform the
analysis is not always clear and may well be locally written
analysis code.1,24,29,55,56

Simulations and Analysis. To test some of these different
methods for calculating lipid tail SCH, we decided to first take a
previously published all-atom simulation of a POPC mem-
brane39 generated using the CHARMM36 force field,57 create
duplicate trajectories in which we removed the explicit
hydrogen atoms to produce a pseudo-united-atom
CHARMM36 simulation, and use both of these to calculate
the SCH. In taking such an approach, this allowed us to compare
both all-atom and united-atom methods for analyzing the same
simulation. We note that this is the same approach as described
by Pluhackova et al. when testing a proposed work-around for
known problems within the GROMACS program g_order (also

termed gmx order in recent GROMACS versions).42 We also
note here that the CHARMM36 force field simulation was first
processed with the GROMACS program trjconv to ensure none
of the lipids were split across the periodic boundary, as some of
the tools tested (e.g., the calc_op.tcl script and the g_lomepro
program) produced slightly incorrect results if this were the
case (data not shown).
For the all-atom simulation analysis we used the NMRlipids

analysis scripts;41,58,59 the all-atom script from our previous
comparative force field work;39 the VMD calc_op.tcl script;60

and the Membrainy program.61 We note here that there are
several other tools that could be used to perform such analysis
(e.g., refs 62−65) which, given the results presented in this
work, we expect to produce very similar or identical results for
these all-atom systems.
For the pseudo-united-atom simulation, we calculated the

SCH using tools that implement one of the two related analysis
approaches described above. Tools which use the two-step
process were as follows: the united-atom analysis method of the
NMRlipids project,41,58,59 a fix to g_order provided by
Christopher Neale66,67 (the fix was derived from GROMACS
g_order version 4.5.4; we note here that there have not been
changes to the calculation performed by the standard g_order/
gmx order program in any of the GROMACS versions we
checked from 4.5.1 to 2016.2), and the script used in our
previous comparative force field work.39 In the work of the
NMRlipids project,68 the GROMACS tool protonate is used to
explicitly add hydrogen atoms to generate a pseudo-all-atom
trajectory from a united-atom simulation. This is subsequently
followed by the calculation of the SCH using a script
implementing eq 1.58,59 In our previous comparative force
field work, we wrote a custom script to explicitly calculate the
positions of the hydrogen atoms within the lipid tails and used
these calculated positions to determine SCH using eq 1. The
results reported in our previous work averaged over hydrogen
atoms attached to the same carbon atom. This approach is also
taken in a version of the GROMACS program g_order provided
by Christopher Neale that has a reported fix for calculating SCH
of methine (i.e., CH) groups in unsaturated double bonds.66,67

The original g_order program, which uses the one-step method,
has been reported to incorrectly predict the SCH for such
unsaturated double bonds.39,67

For the one-step united-atom analysis approach, the methods
tested were as follows: the original g_order tool (GROMACS
version 4.5.7); a fix to g_order provided by Reid Van Lehn
(derived from GROMACS g_order version 4.6.2)53 plus some
modifications to this fix described herein; the work-around for
the standard g_order program of Pluhackova et al. (version
4.5.7);42 and the g_lomepro tool (version 1.0.2).54 We note
again here that g_lomepro does not follow exactly the same
approach as eqs 5 and 6 but rather uses a modification of this
method which removes the assumption of the ideal 120° angles
around the double bond through use of the positions of the
carbon atoms in the simulation.54

Based upon the analysis of the above CHARMM36
simulation, we repeated exactly the same approach using
additional all-atom POPC membrane simulations generated
with different force fields for several selected analysis tools.
These additional simulations were either generated de novo or
were obtained from the open access data of the NMRlipids
project.68,69 In particular, we performed an additional
simulation ourselves using the Slipids force field70 and obtained
an all-atom POPC simulation for the OPLS-AA force field of
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Maciejewski et al. and Kulig et al.71−73 from the NMRlipids
project.74 This further analysis using additional all-atom force
fields was performed to ensure that any results obtained were
independent of the system and force field used.
The additional Slipids simulation was performed using

GROMACS version 5.0.6.75 The starting structure was
obtained by replicating a CHARMM36 POPC membrane
structure, taken from our previous comparative force field
study, in x and y dimensions with the GROMACS program
genconf to create a membrane containing 512 lipids. Simulations
of this membrane were performed for 100 ns using a 2 fs time
step, with bonds to hydrogen atoms constrained using the P-
LINCS method.76 The Nose−́Hoover coupling scheme77,78

and a 2 ps coupling constant were used to maintain the system
at a temperature of 298 K. The Parrinello−Rahman pressure
coupling scheme79,80 with a coupling constant of 5 ps was
applied to the system in a semi-isotropic manner so as to allow
the x and y box dimensions (within the plane of the
membrane) to fluctuate independently of the z dimension
and to maintain the pressure at an average of 1 bar. Cutoffs
were chosen so as to closer replicate those as typically used in
AMBER force fields,81 with both Coulombic and van der Waals
interactions truncated at 1.0 nm with no long-range dispersion
correction applied and PME used to treat the long-range
electrostatic interactions.82 The Verlet cutoff scheme was
used.83 Validation of these cutoff settings with the Slipids
force field is provided in the Results section. Water was treated
using the standard TIP3P model.84

Once appropriate tools for the analysis of united-atom
unsaturated lipid tails had been identified as described in the
Results and Discussion, we reanalyzed some of the simulations
performed in our previous comparative force field work.39 In
particular, reanalysis was performed to further examine the
splitting of SCH using these united-atom force fields and to
further evaluate the order parameters of the GROMOS 43A1-
S3 force field.29 In addition, we performed further simulations
using force fields not studied in this previous work. In
particular, we performed POPC membrane simulations of both
the OPLS-UA lipids of Ulmschneider et al.85 and the hybrid
CHARMM36-UA force field, the latter of which has primarily
united-atom lipid tails.33

For the CHARMM36-UA simulation we used the same
membrane starting structure as for the Slipids membrane
simulation, with any appropriate hydrogens manually removed
and the same general parameters for the simulations applied in
this simulation. The only differences were in the cutoff settings
that used the following: the standard CHARMM settings with a
Coulombic and van der Waals cutoff of 1.2 nm, force-switching
for the van der Waals interactions starting at 1.0 nm, and no
long-range-dispersion correction.86 The PME method82 was
used to treat the long-range electrostatic interactions. The
CHARMM TIP3P water model was also used.87,88 As per the
Slipids simulation, this CHARMM36-UA simulation was
performed using GROMACS version 5.0.6 for 100 ns with a
2 fs time step.
For the OPLS-UA force field POPC simulation, the starting

structure containing 128 lipids was initially obtained from the
NMRlipids work89 and extended by 1.2 nm in the z dimension
to create a slightly bigger system. We note that this starting
structure was used, as the OPLS-UA POPC structure available
from Lipidbook90 has been reported to have some potential
problems with the glycerol backbone structure.91 The OPLS-
UA POPC simulation was performed with GROMACS version

5.1.275 and used the following: the original TIP3P water
model,84 a Coulombic cutoff of 1.0 nm with PME82 applied for
the long-range interactions, and a 1.0 nm cutoff for the van der
Waals interactions applied with no dispersion correction for
long-range van der Waals interactions. All bonds were
constrained using the P-LINCS method76 allowing a 4 fs
time step to be applied in this 500 ns simulation. These settings
were chosen to closely match those used by Ulmschneider et al.
in the original force field parametrization. We note that while a
dispersion correction was used in the parametrization of the
lipid tails, this was not reported as being applied in the
membrane simulations of Ulmschneider et al.85

Finally, in addition to these new simulations, we also
analyzed a Berger POPC simulation that used force field
parameters for the dihedrals around the double bond of the
oleoyl tail that were not studied in our previous work.92,93 As
per the additional OPLS-AA simulation, this simulation was
also obtained from open-access data provided by the
NMRlipids project.94

■ RESULTS AND DISCUSSION

Testing of the All-Atom Analysis Tools. We performed
the analysis of an all-atom CHARMM36 simulation using
several different tools that work on all-atom systems (Figure 2).
As can be seen from this analysis, nearly all of these all-atom
analysis tools produce identical results for the analysis of both
the sn-1 and sn-2 chains of the POPC simulation. The only
obvious differences that arise between tools are due to the
automatic averaging of the SCH for hydrogen atoms attached to
the same carbon. This occurs in all of the tools apart from the
NMRlipids analysis method, although we note most of the tools
tested can be easily modified to report the nonaveraged SCH.
One important point regarding these results is that the general
pattern of a more negative (i.e., smaller) SCH observed for the
CHARMM36 force field when compared with the experimental
values is exacerbated because this POPC simulation was
performed in GROMACS using a potential-switch function for
the truncation of the van der Waals interactions rather than a
force-based switching function. The latter is now recommended
for use with this force field and can be applied in
GROMACS.39,86 Nevertheless, the SCH for carbon 9 in the
sn-2 oleoyl tail is one area in which improvements could be
made for this force field when compared with the experimental
data.
Given the agreement of the different all-atom analysis tools

we decided to only use one of these tools, the NMRlipids
script, to calculate the SCH for the additional two all-atom
POPC force field simulations that were studied. These results,
presented in Figure 3, provide additional “gold-standard”
results for comparison with the different united-atom analysis
tools. We note here that the results presented for all three of
these all-atom force fields are in excellent overall agreement
with previously published results,57,70,73 and all of the force
fields are in good general agreement with the experimentally
determined SCH, apart from some of the splitting for carbon 2
of the sn-2 chain as discussed below (Figures 2 and 3). One
noticeable discrepancy between the results shown in Figure 3
and previously published results arises for the double bond with
the OPLS-AA based force field parameters. However, we
believe that this occurs from the use of g_order in the original
work.73 This is demonstrated in Supporting Figure S1, where
we are able to closely reproduce the results reported by Kulig et
al. using the standard g_order approach. As will be discussed in
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further detail later, the united-atom analysis tool g_order does
not perform the calculation for the double bond correctly.
In addition to the double bond of the OPLS-AA force field,

the other area of the all-atom SCH calculations that show
differences to previously reported results is for the splitting of
the pro-R and pro-S SCH of carbon 2 in the sn-2 chains. As
mentioned in the Methods, it has been shown experimentally
that these two hydrogen atoms attached to C2 in the sn-2
chains of DPPC have nonequivalent order parameters. The
absolute value of the SCH for the pro-R hydrogen is larger than
that of the pro-S hydrogen.51 Given the same size of splitting
and temperature dependence of the SCH for these hydrogen
atoms in DPPC and POPC,44,96 and similar splitting in lipids
with other headgroup types,97−100 it is reasonable to assume
that the smaller absolute value of the SCH for the pro-S
hydrogen demonstrated for DPPC is also the case in other
lipids such as POPC. While the absolute values of these two
SCH have been reported in several works,44,95 the sign of the
SCH for the pro-S hydrogen has been ambiguously reported in
the literature. Previously it had been suggested to be positive
based upon X-ray membrane structures;45 however, NMR

experimental work that allows for a measurement of the signs of
the SCH demonstrates that both pro-R and pro-S SCH are almost
certainly negative.46,47,101 Of the three all-atom force fields
studied, the CHARMM36 force field is the closest to the
experimental data, with an excellent agreement of the splitting
of pro-S and pro-R hydrogen SCH (−0.074 and −0.114
respectively; the experimental values for POPC at 300 K are
−0.085/−0.12944 and −0.080/−0.12395). These results are
also in close agreement with previously reported CHARMM36
simulation results.57,102 We note the somewhat confusing
hydrogen naming in this (and the Slipids) force field, in which
the pro-R hydrogen is termed atom H2S and the pro-S
hydrogen atom is termed H2R. While there is also a decent
degree of splitting of the pro-R and pro-S hydrogen SCH in the
Slipids simulation, in agreement with the original results
reported for POPC,70 there is a qualitative disagreement with
the experimental results. This is because the pro-S hydrogen
atom SCH is substantially smaller than that of the pro-R
hydrogen atom SCH (−0.145 and −0.100 respectively; Figure
3). We note that this was not reported in the original
publication of the POPC parameters with this force field and is
an area in which future improvements could, therefore, be
made. Finally, there is less splitting of the two order parameters
with the OPLS-AA force field parameters and smaller SCH

Figure 2. SCH calculated for the CHARMM36 POPC membrane
simulation using all-atom tools. Results are presented for top) the sn-1
and bottom) sn-2 chains with different tools. As per convention, the
figures show −SCH. We note that in these two graphs the results from
our previous comparative force field study (orange) and the
Membrainy program (blue) cannot be seen as they are nearly identical
to the results generated with the VMD calc_op.tcl script (brown).
Experimental data from Seelig et al.44 and Ferreira et al.95 are included
in the figure.

Figure 3. SCH calculated for the Slipids and OPLS-AA POPC
simulations using the NMRlipids analysis tool. Results are presented
for top) the sn-1 and bottom) sn-2 chains and are separated for the
pro-R and pro-S hydrogen atoms to demonstrate any splitting of the
SCH. Experimental data from Ferreira et al.95 are also included in the
figure.
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values for both hydrogen atoms. However, unlike with the
Slipids force field, the pro-S hydrogen SCH is larger than the pro-
R value (−0.147 and −0.172, respectively). This is also,
therefore, an area of future improvement for these force field
parameters.
We also examined several other properties of the Slipids

POPC membrane because this simulation was performed using
substantially different cutoff settings to the original force field
publication, so as to closer match the cutoff scheme used in
AMBER force fields. The membrane properties, shown in
Figure S2, are in good agreement with the corresponding range
of experimentally determined values. Hence, this cutoff scheme
is appropriate for use with this lipid force field in, for example,
the context of a membrane-protein simulation with the
AMBER99SB-ILDN force field.81 We note that using this 1.0
nm cutoff also substantially improves performance when using
the Verlet cutoff scheme in GROMACS.
Testing of the United-Atom Analysis Tools. Saturated

Palmitoyl Chain − All Force Fields. Having obtained
consistent reference all-atom results, we began to analyze the
united-atom analysis tools, first using the pseudo-united-atom
CHARMM36 POPC simulation. The results in Figure 4 show
that all the analysis methods produce very similar results for the
sn-1 palmitoyl tail, albeit with SCH for the individual hydrogen
atoms averaged in all of the methods except for the NMRlipids
united-atom approach. In addition to the results presented in
Figure 4, we have made further additions to the version of
g_order provided by Reid Van Lehn,53 implementing eqs 3 and
4 to calculate the SCH of the individual hydrogen atoms in the
united-atom methylene groups. The results from this modified
version of g_order are nearly identical results to the NMRlipids
united-atom approach (Figure S4). All of these results are also
in close agreement with the reference all-atom results. Analysis
of the additional all-atom POPC simulations with different
force fields using the standard GROMACS g_order program
demonstrates that this close agreement to the all-atom results
for the sn-1 chain is generally maintained across different
membrane structures and force fields (Figure 4). We note that
there are some slightly larger discrepancies with the OPLS-AA
force field in particular, that will be addressed in further detail
when discussing the oleoyl chain results.
Unsaturated Oleoyl Chain − CHARMM36 Parameters. For

the sn-2 oleoyl tail, which contains a double bond between
carbon atoms 9 and 10, there are, however, deviations in the
calculated SCH between the different methods and the
CHARMM36 reference results (Figure 5). As in the sn-1 tail,
the majority of the SCH of the methylene carbons are very
similar between all the different methods used. However,
around the double bond (i.e., carbon atoms 8−11), substantial
deviations between the methods arise.
First, the SCH calculated using the two-step analysis process

(i.e., the NMRlipids script, the modified version of g_order
provided by Christopher Neale, and the script used in our
previous comparative force field work) does not result in the
same SCH as either the all-atom results or with each other
(Figure 5). Given the relative simplicity of the calculation of the
SCH using eq 1, and the fact that both the NMRlipids tool and
the script used in our previous comparative force field work
provide the same (and correct) order parameters for the all-
atom system (Figure 2), demonstrates that the differences arise
in the addition of the hydrogen atoms. While the protonate
approach used in the NMRlipids united-atom analysis method
does give results in closer agreement with the all-atom

reference results, both of the other two tools demonstrate
substantial deviation for C9 and C10. Further examination of
the (same) method used in the modification by Christopher
Neale to g_order and within the united-atom analysis script
from our previous comparative force field work identified that
these approaches add the methine hydrogen atom incorrectly,
retaining a close to tetrahedral geometry. This is highlighted in
Figure S3, where SCH generated using these two methods and
SCH generated using the standard g_order program without the
‘−unsat’ option for C9 and C10 produce nearly identical results.
As for the differences between the all-atom and united-atom
results produced by the NMRlipids analysis, this arises because
the CHARMM36 all-atom force field does not simply use
idealized geometries for the positions of methine hydrogen
atoms (Hn and Hn+1) based upon vectors bisecting the Cn−1−

Cn−Cn+1 and Cn−Cn+1−Cn+2 angles as the analysis method
assumes (see Figure 1 for the naming conventions). Rather,
given the fact that the hydrogen atoms are explicit, their
positions can be further modified by additional parameters
within the force field and interactions formed during the
simulations. For example, the Cn−1−Cn−Hn and Hn+1−Cn+1−

Cn+2 angles are defined as 116° in the CHARMM36 force field.

Figure 4. SCH calculated for the sn-1 tail of the CHARMM36 POPC
simulation using the different united-atom analysis methods (top) and
for the Slipids and OPLS-AA POPC simulation sn-1 chain using the
standard g_order program (bottom). The averaged results calculated
using the NMRlipids all-atom analysis method are also shown for
reference. We note that analysis methods that do not alter the
calculation performed by the standard g_order program for the
saturated carbons (Neale and Pluhackova methods) are not shown in
the top figure for clarity.
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This all leads to an actual positioning of the Hn and Hn+1 atoms
in the simulation that are not respectively bisecting the Cn−1−

Cn−Cn+1 and Cn−Cn+1−Cn+2 angles of the double bond.
In addition, disagreements between the CHARMM36 all-

atom reference results also arise using some of the united-atom
analysis tools that report to follow the one-step calculation
approach (Figure 5 and Figure S5). The incorrect calculation
using the standard GROMACS tool g_order is not surprising
given that this has been reported before and is a known
problem within this tool that is still present in the most recent
versions of GROMACS.67 In addition, an initial version of
another fix to the g_order tool provided by Reid Van Lehn53

also produced an incorrect order parameter for C10 (i.e., the
second carbon of the double bond, Cn+1) (Figure S5).
However, including minor modifications made to correct the
calculation performed by this tool for these unsaturated carbon
atoms (see the legend of Figure S5 for more details) results in
SCH are now in much closer agreement with the all-atom results
(Figure 5). We note that we have also made further additions

to this modified version of g_order to calculate the individual
hydrogen atom SCH in the methylene groups, as discussed
above (Figure S4). This does, however, raise the question of
why this relatively close agreement occurs, given that
CHARMM36 (and indeed every one of the all-atom force
fields studied in this work) does not use 120° for the Cn−1−

Cn−Cn+1 and Cn−Cn+1−Cn+2 angles of the double bond, yet this
one-step analysis method inherently assumes ideal 120° angles
around the methine groups. This can, however, also be
explained by the point raised previously regarding the
NMRlipids united-atom analysis: the all-atom force fields
modify the positions of the hydrogen atoms through additional
force field parameters and interactions. This modification of the
hydrogen atom positions in the all-atom system results in
Cn+1−Cn−Hn and Cn−Cn+1−Hn+1 angles that are now slightly
closer to 120° (as inherently assumed in the one-step
calculation) compared with if the hydrogen atoms are
positioned along the vectors bisecting the Cn−1−Cn−Cn+1 and
Cn−Cn+1−Cn+2 angles (as is done in the two-step NMRlipids
united-atom approach).
To explore this further and to try and perform a united-atom

analysis that closer matches the all-atom results, we calculated
all the time-averaged angles around the double bond in the
CHARMM36 all-atom simulation using the GROMACS
program g_angle. Taking the average of the calculated Cn+1−

Cn−Hn and Cn−Cn+1−Hn+1 angles (118.3°), we manually
implemented the SCH calculation of Seelig et al.44 (using this
averaged angle to calculate θ as defined in Appendix A of the
work of Seelig et al.) as an option within our modifications to
the fixed version of the g_order tool. This manual
implementation modifies the terms of eqs 5 and 6 to use this
angle measured from the original all-atom simulation, instead of
120°. The results for this manual implementation are also
shown in Figure 5. These results demonstrate that, as expected,
using the average value of the actual positions of the hydrogen
atoms within this united-atom analysis approach results in the
closest agreement with the all-atom reference results. This also
further demonstrates the correct working of our fix to the Reid
Van Lehn modified g_order program in implementing the
approach of eqs 5 and 6.
As described in the Methods, we also tested the work-around

to the standard g_order program proposed by Pluhackova et al.
and in agreement with the results reported in that work; this
method does produce SCH in close agreement with the
CHARMM36 reference results (Figure 5). However, as will
be shown below, we believe this only arises for this force field
due to a cancellation of errors and is not applicable across all
force fields.
Finally, it can be seen that the g_lomepro program also

produces identical SCH for the unsaturated carbons as the
NMRlipids tool, which is not surprising given that both
methods use the measured Cn−1−Cn−Cn+1 and Cn−Cn+1−Cn+2

angles during their SCH calculation approaches (Figure 5). It is
important to note here, however, that to get g_lomepro to
perform an accurate calculation on the POPC sn-2 oleoyl tail
required use of either the ‘−unsat 2’ option of the program or
use of the ‘−unsat 1’ option with subsequent selection of the
appropriate sn-2 lipids groups (for the tail and the unsaturated
groups) as the prompted sn-1 option. Not taking either of these
approaches resulted in the same order parameters for the
double bond carbons as those produced when they were treated
as fully saturated by the g_lomepro program (i.e., close to the
results shown in Figure S3).

Figure 5. SCH calculated for the sn-2 tail of the CHARMM36 POPC
simulation using the different united-atom analysis methods. Results
for tools that use the two-step analysis approach are shown in the top
graph, while results for tools using the one-step approach are shown in
the bottom graph. The averaged results calculated using the
NMRlipids all-atom analysis method are also shown for reference.
We note that in the top graph, the results from our previous
comparative work cannot be seen as they are identical to those
produced by Christopher Neale’s modified version of g_order (see
Figure S3 for a clear demonstration of this). For the fixed version of
g_order (bottom graph), the methylene SCH shown is the averages of
the two hydrogen atoms.
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As an additional further test of our modifications to the
g_order program, a manual implementation of the angle α, as
defined by Gapsys et al.,54 using the CHARMM36 Cn−1−Cn−

Cn+1 and Cn−Cn+1−Cn+2 average simulation angles (126.6°)
within the corrected version of g_order was also able to
reproduce the g_lomepro and NMRlipids united-atom results
(Figure S6). This again demonstrates that this fixed version of
g_order works correctly.
Unsaturated Oleoyl Chain − Slipids and OPLS-AA

Parameters. Given the results presented in Figure 5, we
chose to only use the united-atom analysis tools that produced
SCH in a fairly close agreement with the all-atom CHARMM36
reference results for analysis of the two other pseudo-united-
atom (i.e., derived from all-atom) POPC force field simulations
(Figure 6). These tools were the NMRlipids united-atom script,
our modifications to the version of g_order provided by Reid
Van Lehn, and the work-around for the standard g_order
program of Pluhackova et al. We note that while the g_lomepro
tool also produced results in fairly close agreement with the all-
atom reference simulation, it was not studied further as it

produces identical results to the NMRlipids united-atom script
apart from the automatic averaging of pro-R and pro-S
hydrogen atoms attached to the same carbon atom. All further
discussion regarding the results of the unsaturated carbon SCH
with the NMRlipids united-atom analysis tool can equally be
applied to results produced with the g_lomepro program.
Figure 6 shows that the approach of Pluhackova et al. does

not agree with the all-atom reference data when applied to the
other all-atom force fields studied. In all cases, the NMRlipids
united-atom tool slightly overestimates the SCH of the carbons
in the double bond, while the fixed version of g_order
implementing the approach of eqs 5 and 6 slightly under-
estimates the ordering of these carbons. It is also worth noting
here that the analysis performed using the modified version of
g_order is substantially faster to perform than using the
NMRlipids united-atom tool. In addition to testing these three
methods, we also tested the manual implementation of the
CHARMM36 Cn+1−Cn−Hn and Cn−Cn+1−Hn+1 averaged
angles in our modified version of g_order. We deemed this
implementation appropriate to test as the same calculated
angles in the other all-atom force fields were both in close
agreement with the CHARMM36 value of 118.3° (Slipids:
118.3° and OPLS-AA: 117.7°). Given the close agreement of
this angle in the all-atom force field simulations, this analysis
method once again results in the closest agreement with the all-
atom reference results (Figure 6).
It is also worth noting that the results for the OPLS-AA force

field parameters also show slight discrepancies between the all-
atom results and the united-atom methods for some of the
saturated carbons near the glycerol region of the lipid, with all
the united-atom methods reproducing one another. These
differences presumably arise due to deviation from ideal
tetrahedral geometry in these methylene groups. We note
that this simulation was both the shortest trajectory analyzed in
this work and also contained the fewest simulation frames,
given that it was downloaded from the NMRlipids project. We
suspect, therefore, that this result may have arisen either due to
a lack of sampling or could be an issue with the force field itself
used in this simulation.
Overall, these results highlight that, in their current state, the

majority of the tested united-atom tools should not be used in
the calculation of SCH for carbons within the double bound of
unsaturated united-atom lipid tails. Indeed, based upon the
comparisons to all-atom simulations, of all of the tools tested
herein, we would only recommend the use of the modified
version of g_order primarily constructed by Reid Van Lehn and
further modified and added to herein (provided within the
Supporting Information of this work), the NMRlipids united-
atom analysis scripts, or the g_lomepro tool (when used as
described above). Additionally, this recommendation is only for
united-atom force fields in which the Cn−1−Cn−Cn+1 and Cn−

Cn+1−Cn+2 angles are 120°. For united-atom force fields where
this is not the case, the situation is slightly more complicated
and will be discussed in further detail below.

Calculation of Order Parameters from United-Atom
Simulations. Revisiting Previously Reported Order Param-
eters. Given the aforementioned problems in the calculation of
SCH for the double bond of united-atom POPC lipids we
decided to recalculate the SCH from the united-atom POPC
simulations within the “Simulations with Optimal Parameters”
section of our previous comparative force field work39 using the
newly validated g_order program. Indeed, the averaged results
generated from the final 100 ns of these simulations using the

Figure 6. SCH calculated for the sn-2 tail of the Slipids (top) and
OPLS-AA (bottom) simulations using the different united-atom
analysis methods. The averaged results calculated using the NMRlipids
all-atom analysis method are also shown for reference. The method
proposed by Pluhackova et al. (red) does not produce SCH close to the
all-atom results for these two force fields, while the implementation of
the manual hydrogen angles into the fixed version of g_order produces
the closest match to the all-atom results. As with the CHARMM36
analysis, the results shown with our modified fixed version of g_order
are the averages of the two hydrogen atoms in methylene groups.
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fixed version of g_order have recently been published within a
correction to that work.49 However, to put these findings in the
context of the current study, we will briefly discuss the results
here.
For all four united-atom force fields studied previously, there

are differences observed for the C9 and C10 order parameters.
While most of the SCH are still somewhat similar to those
originally reported, there are larger differences observed for the
GROMOS 43A1-S3 force field.29 We note here that this force
field does not use 120° angles around the double bond, and so
this analysis must be considered carefully, as will be discussed
below. Through a comparison with the experimentally
determined SCH, these new results for the GROMOS 43A1-
S3 force field now reverse one of the recommendations made
from this previous work. In particular, we would now
recommend the use of this force field for POPC simulations,
despite some disagreement with the SCH both in and after the
double bond. We also wish to apologize for these previously
incorrectly drawn conclusions, especially given the publication
of very similar results to our corrected SCH using this force
field.55,103

In addition to this published correction of the reported SCH,
we also sought to further examine the order parameters from
these united-atom simulations. In particular, by employing the
analysis methods used in both the NMRlipids project and in
our additions to the fixed version of g_order, it is possible to
separate the order parameters for the individual hydrogen
atoms in the methylene groups (Figure 7). Therefore, we are

now able to explicitly determine whether the united-atom force
fields can reproduce the experimentally observed differences of
the order parameters for the second carbon in the sn-2 chain.
As far as we are aware this splitting of the SCH at carbon atom 2
has not been extensively studied in united-atom systems. We
note here that, as for the CHARMM36 analysis (Figure S4),
these two different analysis methods generally produce very
similar results for the individual hydrogen atom SCH albeit with
some slight differences arising for C2 (Figure 7). For C2, the
NMRlipids analysis method produces a closer match to the
CHARMM36 all-atom reference results (Figures 2 and S4),
with a slightly larger splitting between the pro-R and pro-S
hydrogen atoms than that calculated with the fixed version of
g_order.
The results presented in Figure 7 demonstrate a notable

degree of splitting of the C2 SCH for the sn-2 chain in the
GROMOS 43A1-S3 and GROMOS-CKP simulations, despite
the united-atom nature of these force fields. For GROMOS
43A1-S3, this splitting is not in qualitative agreement with the
experimentally determined values as the SCH for the pro-S
hydrogen atom is smaller than that of the pro-R hydrogen atom
(−0.202 and −0.122, respectively, using the NMRlipids analysis
method and −0.203 and −0.121 using the fixed version of
g_order).44,95,100 For the GROMOS-CKP parameters, the
results are in reasonable agreement with the experimentally
derived values despite more overall ordering; the SCH for the
pro-S and pro-R hydrogen atoms is −0.123 and −0.180,
respectively, with the NMRlipids method and −0.128 and

Figure 7. SCH calculated for the sn-2 tail of the four united-atom POPC force field simulations using both the NMRlipids united-atom analysis
method (graphs on the left) and the fixed version of g_order validated above (graphs on the right). The results are shown explicitly for both pro-R
(open triangles) and pro-S (filled triangles) hydrogen atoms. We note that the results obtained from the fixed version of g_order are almost identical
to those we recently reported in the correction to our previous work.49 The only differences result from the analysis here being performed on the
complete 200 ns simulations and the individual hydrogen atom results being reported. Experimental data from Ferreira et al.95 are also included in
the NMRlipids graphs (magenta) for reference.
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−0.173 with the fixed version of g_order. We note here,
however, that the amount of SCH splitting at C2 with this force
field is somewhat variable between repeat simulations, and
these reported values are the largest splitting observed from
several different simulations (Table S1). While there is
relatively little splitting of the C2 SCH in the Berger and
GROMOS 53A6L/54A7 force fields shown in Figure 7, in both
cases the SCH for the pro-S hydrogen atom is larger than that of
the pro-R hydrogen atom (−0.153 and −0.163 and −0.144 and
−0.158, respectively, for the Berger and GROMOS 53A6L/
54A7 force fields with the NMRlipids method). The lack of
substantial SCH splitting in the Berger force field is in agreement
with previously reported results.93 As with the GROMOS-CKP
force field, the amount of SCH splitting at C2 with the
GROMOS 53A6L force field is variable across repeat
simulations and can result in greater splitting of these order
parameters than shown in Figure 7 (Table S2). However, this is
not on average to the same degree as in the GROMOS-CKP
simulations; the mean differences in the sn-2 tail C2 pro-R and
pro-S SCH from six simulations of the GROMOS-CKP and
GROMOS 53A6L force fields are 0.039 and 0.022, respectively
(Tables S1 and S2, NMRlipids analysis method). This
difference between the GROMOS-CKP and GROMOS
53A6L force fields is interesting given their similarity; the
only differences in the glycerol and tail parts of the lipid are the
larger van der Waals radii of the carbonyl carbons (C1) in the
GROMOS-CKP parameters. We assume that the increased van
der Waals radii in the GROMOS-CKP simulations are having a
serendipitous effect upon the orientation of C2 and inducing a
larger splitting of the SCH, at least over the 200 ns time scales of
these simulations. We stress again here that the amount of
splitting at C2 in the sn-2 chain is variable across GROMOS-
CKP and GROMOS 53A6L simulations, irrespective of starting
structure used (Tables S1 and S2). We suspect that this may be
due to long-lived metastable states within this region for these
two closely related force fields. From analysis of other
simulations in our previous comparative force field work, the
Berger and GROMOS 43A1-S3 force fields do not have this
issue (data not shown).
Reanalysis of these four united-atom POPC force field

simulations using the NMRlipids scripts also demonstrates that
the GROMACS protonate approach produces nearly identical
results for three of the four force fields when compared to the
same results produced with the corrected version of g_order
(Figure 7). This reiterates our conclusions drawn above,
namely we recommend both of these tools for united-atom
force fields that use 120 °Cn−1−Cn−Cn+1 and Cn−Cn+1−Cn+2

angles for the double bond. The averaged values of these
angles, calculated from the simulations, are 119.8°, 120.5°, and
120.5° for the Berger, GROMOS53A6L and GROMOS-CKP
force fields, respectively. The GROMOS 43A1-S3 force field is
the only force field in which the results between the two
methods substantially differ because it does not use these 120°
bond angles. Indeed, the combined average of the calculated
angles from the GROMOS 43A1-S3 simulation is 128.2°. As
discussed above, the SCH of the all-atom systems is typically in
between the results generated using the corrected version of
g_order and the NMRlipids united-atom scripts. In the all-atom
simulations the hydrogen atom positions can be modified from
idealized geometries, resulting in a geometry used for the SCH
calculation in which the actual Cn+1−Cn−Hn and Cn−Cn+1−

Hn+1 angles from the simulation are in between those predicted
using the measured Cn−1−Cn−Cn+1/Cn−Cn+1−Cn+2 angles and

120° angles. Therefore, united-atom force fields in which the
Cn−1−Cn−Cn+1 and Cn−Cn+1−Cn+2 angles deviate from 120°
are likely to have the most appropriate SCH somewhere in
between those produced by these two analysis methods, based
upon the results of the three all-atom force fields studied in this
work. Despite this, however, we believe that using a completely
idealized 120° geometry for the double bond SCH calculation
with GROMOS 43A1-S3 force field produces a reasonably
realistic representation of these SCH with this force field. This
method was also used in the original SCH POPC calculation
with this force field,55 and it is for these two reasons why the
fixed version of g_order was used for the corrections reported to
our previous comparative force field work with the GROMOS
43A1-S3 force field.49 Furthermore, if we compare the results
presented for this force field in Figure 7, the same
recommendations as made in the correction to our previous
comparative force field work hold true even when looking at
the other extreme of predicted values of the GROMOS 43A1-
S3 double bond SCH as produced by the NMRlipids united-
atom analysis method.

Analysis of Additional United-Atom Force Fields. We also
sought to examine order parameters of united-atom POPC
force fields not simulated in our previous comparative force
field work. Specifically, we performed or obtained POPC
simulations using the Berger force field with modified dihedrals
applied around the double bond, the CHARMM36-UA force
field, and the OPLS-UA force field. The results for these force
fields are presented in Figure 8, using both the NMRlipids and
fixed g_order analysis methods.
In agreement with the results already presented, the

differences between these two methods for the carbon atoms
in the double bonds increases as the Cn−1−Cn−Cn+1 and Cn−

Cn+1−Cn+2 angles deviate further from 120° (Berger with the
Bachar dihedrals: 122.6°; CHARMM36-UA: 124.1°; OPLS-
UA: 125.7°). In agreement with previously published results,
the implementation of the Bachar et al. dihedrals,92 originally
designed for polyunsaturated lipid tails, improves the agree-
ment with the experimental SCH for the Berger force field at the
double bond.93 For the CHARMM36-UA force field there is
also good agreement with the previously reported SCH. For the
double bond, where there is some deviation between the two
analysis methods, the SCH calculated with the fixed version of
g_order is in close agreement with the original published results.
There is also a good degree of splitting of the SCH at carbon 2
(−0.079 and −0.108 for the pro-S and pro-R hydrogen atoms
respectively), which is not surprising given the explicit inclusion
of the hydrogen atoms for this carbon within this hybrid force
field.33 For the OPLS-UA force field, we are not aware of any
previously reported SCH for the double bond. The SCH is in
reasonable agreement with the experimental values for this
region of the sn-2 tail, albeit with more substantial deviations
depending upon which analysis method is used. We stress again
here that we believe the most appropriate SCH for the carbon
atoms in the double bond would likely lie in between the two
values reported, given the analysis of the three different all-atom
systems. The most substantial disagreement with the
experimental order parameters for this OPLS-UA force field
arises in the splitting of the SCH at carbon 2. As with the Slipids
force fields, the SCH of the pro-S hydrogen is smaller than that
of the pro-R hydrogen (−0.136 and −0.063, respectively).

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.7b00643
J. Chem. Theory Comput. 2017, 13, 5683−5696

5692

http://dx.doi.org/10.1021/acs.jctc.7b00643


■ CONCLUSIONS

A re-evaluation of several common tools used to calculate the
carbon−hydrogen order parameters of lipid tails from united-

atom simulations has revealed that most of the current tools
used for analyzing unsaturated lipid tails produce incorrect
results. Consequently, we suggest that most simulation papers
reporting united-atom order parameters for unsaturated lipids
will likely contain errors to a greater or lesser extent. The
degree of error will depend upon both the force field and the
analysis tool used. Only publications where the analysis was
performed with locally written tools, the NMRlipids united-
atom approach, or the g_lomepro program (as used here) will
have obtained accurate results (although, as we have discussed,
for some united-atom force fields such as GROMOS 43A1-S3 it
is difficult to say what the best predicted order parameters are).
We also used validated tools to assess the splitting of the sn-2

chain carbon 2 in both all-atom and united-atom POPC
membrane systems. In agreement with previously reported
results, the CHARMM36 and CHARMM36-UA force fields
closely reproduced the experimental splitting for the two
hydrogen atoms attached to this carbon atom. In addition, we
also observed the most appropriate splitting of the pro-R and
pro-S SCH’s in the GROMOS-CKP force field, which we believe
arises fortuitously due to the larger size of the carbonyl carbon’s
van der Waals radius within this force field. However, the
amount of splitting is variable across simulations with this force
field. Interestingly, the splitting observed with the Slipids force
fields results in SCH in disagreement with experimental values as
the pro-R SCH is larger than that of the pro-S hydrogen atom.
Indeed, this is also true for the united-atom GROMOS 43A1-
S3 and OPLS-UA force fields. With relatively little splitting of
the SCH observed in the OPLS-AA, Berger, and GROMOS
53A6L force fields, this property is an area that needs further
attention in most of the current lipid force fields.
Despite further planned modifications to improve the fixed

version of the g_order program (e.g., so as to use the positions
of hydrogen atoms when present in an all-atom simulation and
to allow use of the actual simulation Cn−1−Cn−Cn+1 and Cn−

Cn+1−Cn+2 angles for the SCH calculation), the tool in its current
state is provided in the Supporting Information of this work. In
addition, some basic documentation (Appendix S1) and
example input files for the united-atom force fields studied
herein are also provided. This will immediately allow the rapid
and accurate calculation of order parameters from united-atom
simulations in which double bonds are present within the lipid
tails and also enable quick and accurate determination of
splitting or forking of hydrogen atom SCH in united-atom
methylene groups.
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Figure 8. SCH calculated for the sn-2 tail of the additional three united-
atom POPC force fields not studied in our previous comparative work.
The Berger force field with the Bachar parameters for the double bond
is shown in the top graph, the CHARMM36-UA force field is shown in
the middle, and the OPLS-UA force field is shown in the bottom
graph. SCH was calculated using both the NMRlipids united-atom
analysis method (black lines) and the fixed version of g_order validated
above (green lines). The results obtained using the NMRlipids method
are shown explicitly for both pro-R (open triangles) and pro-S (filled
triangles) hydrogen atoms to demonstrate any splitting of the SCH,
while the results generated using the fixed version of the g_order
program show the averages. Experimental data from Ferreira et al.95

are also included in the graphs.
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