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#### Abstract

We study the motive of moduli spaces of stable vector bundles over a smooth projective curve. We prove this motive lies in the category generated by the motive of the curve and we compute its class in the Grothendieck ring of the category of motives. As applications we compute the Poincaré-Hodge polynomials and the number of points over a finite field and we study some conjectures on algebraic cycles on these moduli spaces.


## Introduction

The cohomology of the moduli spaces of stable vector bundles over a smooth projective curve has been thoroughly studied over the last years. This study has been accomplished by topological methods involving the Narasimhan-Seshadri correspondence ([34]), by number theoretical methods ([22], [23]) and using differential geometry ([1]).

The work we present is a generalisation of some of these results to the more general setup of motives. We use a geometric construction due to E. Bifet, M. Letizia and F. Ghione to compute the motivic Poincaré polynomial of these moduli spaces and show that its motive lies in the category of motives generated by the motive of the curve. As corollaries we produce a closed formula for the Poincaré-Hodge polynomial and the number of points over a finite field of these varieties. We also study some well known conjectures for these moduli spaces, namely the Hodge, Tate and standard conjectures.

We have obtained a number of intermediate results which are of independent interest: A localisation theorem for actions of the multiplicative group and a study of the symmetric powers of a motive. Similar results have been obtained by E. Getzler in [17], quite surprisingly in studying a problem similar to ours: the motive of the moduli space of (pointed) curves.
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Notations and Conventions. The Poincaré and Poincaré-Hodge polynomial of a variety $X$ will be denoted by $P_{t}(X)$ and $P_{x y}(X)$ respectively. $X^{(n)}$ will stand for the $n$-th symmetric power of a variety $X$, that is the quotient of $X^{n}$ by the natural action of the symmetric group on it. We shall adopt the notations of Scholl ([36]) for the theory of motives. If $X$ is an object in an additive category we write $[X]$ for its class in the Grothendieck group. When it is clear from the context, we shall sometimes drop the [ ] and note in the same way the object and its class.

From section 4 onwards we use the theory of [21], therefore we assume that the characteristic of the base field is zero unless otherwise indicated.
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## 1. Preliminaries

### 1.1. Motives.

1.1.1. Definitions. Let $k$ be a field. The category of smooth projective varieties over $k$ will be noted by $\mathcal{V}_{k}$. The theory of Chow motives (see [30] or [36]) provides a functor $h: \mathcal{V}_{k} \longrightarrow \mathcal{M}_{k}^{+}$ where $\mathcal{M}_{k}^{+}$is a $\mathbb{Q}$-linear pseudoabelian tensor category called the category of effective motives. For each $X \in \operatorname{Ob}\left(\mathcal{V}_{k}\right)$ the object $h(X)$ is called the motive of $X$. The class of this object in the Grothendieck ring $K_{0}\left(\mathcal{M}_{k}^{+}\right)$will be noted by $\chi(X)$ and called the motivic Poincaré polynomial.
1.1.2. Motives for arbitrary schemes. The functor $h$ has recently been extended to the category, $\mathrm{Sch}_{k}$, of arbitrary separated schemes of finite type over a field of characteristic zero $k$ by F. Guillén and V. Navarro ([21]). This extension now takes values in a category of bounded complexes of effective motives up to homotopy equivalence, $h: \mathbf{S c h}_{k} \longrightarrow H o C^{b} \mathcal{M}_{k}^{+}$. An essential rôle in this extension theorem is played by the simple functor which associates an object of $C^{b} \mathcal{M}_{k}^{+}$to each cubical diagram in $C^{b} \mathcal{M}_{k}^{+}$, as in [21] we shall note this functor by s. The simplest nontrivial example of cubical diagram is a morphism, in this case the functor s coincides with the cone.

By taking the class in the Grothendieck ring we obtain an extension of the motivic Poincaré polynomial to arbitrary schemes: $\chi: \mathrm{Ob}\left(\mathbf{S c h}_{k}\right) \longrightarrow K_{0}\left(\mathcal{M}_{k}^{+}\right)$.

There is also a theory with compact supports giving rise to a functor from the category of schemes with proper morphisms $h_{c}: \mathbf{S c h}_{c, k} \longrightarrow H 0 C^{b} \mathcal{M}_{k}^{+}$. It is characterised by the following property: For any closed immersion $i: Y \hookrightarrow X$ we have an homotopy equivalence $h_{c}(X-Y) \simeq \mathrm{s}\left(i^{*}: h_{c} X \longrightarrow h_{c} Y\right)$.

Again by taking classes in $K_{0} \mathcal{M}_{k}^{+}$we obtain a morphism $\chi_{c}: \mathrm{Ob}\left(\mathbf{S c h}_{k}\right) \longrightarrow K_{0}\left(\mathcal{M}_{k}^{+}\right)$.
1.1.3. Realisations. A cohomology functor is defined to be a functor $\mathcal{V}_{k} \longrightarrow \mathcal{C}$ to a graded tannakian category such that composed with a fibre functor of $\mathcal{C}$ yields a Weil cohomology. The cohomology functors we will use are: singular cohomology taking values on the category of rational pure Hodge structures $\mathcal{V}_{k} \longrightarrow \mathbf{P H S}_{\mathbb{Q}}$ and $\ell$-adic cohomology taking values in the category of graded $\ell$-adic representations of the Galois group $G a l(\bar{k} \mid k) \mathcal{V}_{k} \longrightarrow \mathbf{G r}$ - $\operatorname{Rep}_{\mathbb{Q}_{\ell}} G a l(\bar{k} \mid k)$.

A cohomology functor canonically gives rise to an additive functor defined on $\mathcal{M}_{k}^{+}$. We call this extension a realisation functor. Observe that a realisation functor $\mathcal{M}_{k}^{+} \longrightarrow \mathcal{C}$ actually maps to the full subcategory of non-negative degree objects, we shall note this category by $\mathcal{C}^{+}$.

A realisation functor $\mathcal{M}_{k}^{+} \longrightarrow \mathcal{C}^{+}$gives rise to a ring morphism $K_{0}\left(\mathcal{M}_{k}^{+}\right) \longrightarrow K_{0}\left(\mathcal{C}^{+}\right)$. For instance, singular cohomology with complex coefficients defines a ring morphism $K_{0}\left(\mathcal{M}_{k}^{+}\right) \longrightarrow$ $K_{0}\left(\mathbf{P H S}_{\mathbb{C}}^{+}\right)=\mathbb{Z}[x, y]$, noted $P_{x y}$, which extends the Poincaré-Hodge polynomial. Over a finite field, $\mathbb{F}_{q}, \ell$-adic cohomology defines a ring morphism $K_{0}\left(\mathcal{M}_{k}^{+}\right) \longrightarrow K_{0}\left(\mathbf{G r}-\operatorname{Rep}_{\mathbb{Q}_{\ell}} G a l(\bar{k} \mid k)^{+}\right)$. Composing this morphism with the trace of Frobenius, $\left[\oplus V_{i}\right] \mapsto \sum \operatorname{Tr}\left(\left.\operatorname{Fr}\right|_{V^{i}}\right) \cdot(-t)^{i}$, we obtain a ring morphism $\nu_{q}^{t}: K_{0}\left(\mathcal{M}_{k}^{+}\right) \longrightarrow \mathbb{Q}_{\ell}[t]$. The trace formula shows that $\nu_{q}^{1}(\chi(X))=\# X\left(\mathbb{F}_{q}\right)$.
1.1.4. The ring $\mathcal{K}$. We define $\mathcal{K}$ to be the completion of $K_{0} \mathcal{M}_{k}^{+}$along the ideal generated by the Lefschetz motive. Given that $P_{x y}(\mathbb{L})=x y$ we see that $P_{x y}$ defines a ring morphism $\mathcal{K} \longrightarrow \mathbb{Z}[[x, y]]$ which we still note $P_{x y}$. Also, as $\nu_{q}^{t}(\mathbb{L})=q t^{2}, \nu_{q}^{t}$ extends to a ring morphism $\nu_{q}^{t}: \mathcal{K} \longrightarrow \mathbb{Q}_{\ell}[[t]]$.

Given an ind-scheme $\left(X_{\mu}\right)_{\mu \in M}$, we say that its motivic Poincaré polynomial stabilises if for each $n \in \mathbb{N}$ we can find a $\mu_{n} \in M$ such that for all $\mu>\mu_{n}$ we have $\chi\left(X_{\mu}\right)-\chi\left(X_{\mu_{n}}\right) \in\left(\mathbb{L}^{n}\right)$. In this case $\left(\chi\left(X_{\mu}\right)\right)_{\mu \in M}$ converges to an element of $\mathcal{K}$ that we call $\chi(X)$.
1.2. Moduli spaces. Let $C$ be a smooth projective curve of genus $g>1$ over a field $k$. We shall note by $N_{C}(n, d)$ the moduli space of stable bundles of rank $n$ and degree $d$ over the curve $C$. If $(n, d)=1$ this is a smooth projective variety over $k$.

The construction of these moduli spaces can be extended to smooth projective curves over the spectrum of a discrete valuation ring.

Theorem 1.1. (Seshadri) Let $S$ be the spectrum of a discrete valuation ring with residue field $k$. Let $\mathcal{C}$ be a smooth projective curve over $S$ with special fibre $C$, and coprime integers $n>1$ and $d$. There exists a smooth projective scheme $N_{\mathcal{C}}(n, d)$ over $S$ whose generic fibre is the corresponding moduli space over the generic fibre of $\mathcal{C}$ and a natural morphism $N_{\mathcal{C}}(n, d) \times_{S} \operatorname{Spec}(k) \longrightarrow$ $N_{C}(n, d)$ that induces a bijection on the set of $k$-points.

Proof. The proof runs along the lines of the corresponding proof over a field (see [33]) combined with the results of Seshadri on Geometric Invariant Quotients over an arbitrary base (see appendix 1 G in [31]).

## 2. Localisation of $\mathbb{G}_{m}$-ACtions

The purpose of this section is prove a localisation theorem relating the Chow groups of a variety acted on by $\mathbb{G}_{m}$ to the Chow groups of the fixed components. We obtain a similar result concerning the Chow motive and algebraic $K$-theory. In the case of the fixed components being points this action yields a decomposition in cells and the results are well known: Grothendieck determined the Chow groups ([18]) and in the particular case of projective varieties homogeneous under reductive groups, Köck ([26]) has found an expression for the Chow motive.

We start by briefly recalling some facts on $\mathbb{G}_{m}$-actions.
2.1. $\mathbb{G}_{m}$-actions. Let $X$ be a smooth complete variety acted on by the multiplicative group and let $X^{\mathbb{G}_{m}}$ be the closed subscheme of fixed points. By a result of B. Iversen $X^{\mathbb{G}_{m}}$ is smooth ([24]). Let $X^{\mathbb{G}_{m}}=\sqcup_{\alpha} X_{\alpha}$ be its decomposition in connected components. Białinicki-Birula has proved the following theorem:

Theorem 2.1. ([2], Theorem 4.3) There exists a unique decomposition in $\mathbb{G}_{m}$-invariant locally closed subvarieties

$$
\begin{equation*}
X=\bigsqcup_{\alpha} X_{\alpha}^{+} \tag{1}
\end{equation*}
$$

and $\mathbb{G}_{m}$-equivariant morphisms $\pi_{\alpha}: X_{\alpha}^{+} \longrightarrow X_{\alpha}$ such that

1. $\left(X_{\alpha}^{+}\right)^{\mathbb{G}_{m}}=X_{\alpha}$.
2. $\pi_{\alpha}$ is an affine fibration.
3. The inclusion $X_{\alpha}^{+} \subset X$ identifies $\left.T X_{\alpha}^{+}\right|_{X_{\alpha}}$ with the subbundle of $\left.T X\right|_{X_{\alpha}}$ on which $\mathbb{G}_{m}$ acts with positive weights.

In the projective case we have the following important result.
Theorem 2.2. ([3]) If $X$ is a smooth projective variety acted on by $\mathbb{G}_{m}$ then decomposition (1) is filtrable, that is there exists a sequence of $\mathbb{G}_{m}$-invariant closed subvarieties

$$
X=Y_{0} \supset Y_{1} \supset \cdots \supset Y_{n} \supset Y_{n+1}=\emptyset
$$

with $Y_{\alpha}-Y_{\alpha+1}=X_{\alpha}^{+}$.
2.2. Localisation. We shall use the higher Chow groups as defined by Bloch in [9]. For each variety $X$ and non-negative integers $i$ and $j$ we have a group $C H^{i}(X, j)$. For $j=0$ these coincide with the ordinary Chow groups.

Let $X$ be a smooth projective variety over a field $k$ acted on by the multiplicative group $\mathbb{G}_{m}$. Let $\left\{X_{\alpha}\right\}_{\alpha},\left\{X_{\alpha}^{+}\right\}_{\alpha}$ and $\pi_{\alpha}$ be as in the previous subsection.

Definition 2.3. Define $d_{\alpha}$ to be the codimension of $X_{\alpha}^{+}$in $X$. Let $\Gamma_{\pi_{\alpha}}$ be the graph of $\pi_{\alpha}$ : $X_{\alpha}^{+} \longrightarrow X_{\alpha}$ and $m_{\alpha}$ the class in

$$
C H^{\operatorname{dim} X_{\alpha}+d_{\alpha}}\left(X_{\alpha} \times X\right)
$$

of its closure in $X_{\alpha} \times X$.
The correspondence $m_{\alpha}$ defines morphisms

$$
C H^{i-d_{\alpha}}\left(X_{\alpha}, j\right) \xrightarrow{p_{1}^{*}} C H^{i-d_{\alpha}}\left(X_{\alpha} \times X, j\right) \xrightarrow{\cap \cap m_{\alpha}} \quad C H^{i+\operatorname{dim} X_{\alpha}}\left(X_{\alpha} \times X, j\right) \xrightarrow{p_{2 *}} C H^{i}(X, j)
$$

which we still note by $m_{\alpha}$. Note that this is well defined: $p_{1}^{*}$ is defined as $p_{1}$ is flat ([9] Proposition 1.3), $p_{2 *}$ is defined because $p_{2}$ is proper and finally $\cdot \cap m_{\alpha}$ is defined by Theorem 4.1 in [9] given the fact that $X_{\alpha} \times X$ is smooth.

Theorem 2.4. If $X$ is projective then the $m_{\alpha}$ define isomorphisms of higher Chow groups

$$
\begin{equation*}
\bigoplus_{\alpha} C H^{i-d_{\alpha}}\left(X_{\alpha}, j\right) \xrightarrow{\simeq} C H^{i}(X, j), \tag{2}
\end{equation*}
$$

of algebraic $K$-theory groups

$$
\begin{equation*}
\bigoplus_{\alpha} K^{i}\left(X_{\alpha}\right) \xrightarrow{\simeq} K^{i}(X) \tag{3}
\end{equation*}
$$

and Chow motives

$$
\begin{equation*}
\bigoplus_{\alpha} h X_{\alpha}\left(-d_{\alpha}\right) \longrightarrow h X . \tag{4}
\end{equation*}
$$

Proof. Given that $X$ is projective we have a filtration as in theorem 2.2, we use the same notations as in that theorem.

We first prove (2). This is achieved by splitting the localization exact sequence for the higher Chow groups of the closed immersion $i_{\alpha}: Y_{\alpha+1} \hookrightarrow Y_{\alpha}$. Let $j_{\alpha}$ be the complementary open immersion $X_{\alpha}^{+} \hookrightarrow Y_{\alpha}$ and $e_{\alpha}=\operatorname{codim}_{Y_{\alpha}} Y_{\alpha+1}$. Then by the localization theorem ([9] Theorem 3.1, corrected in [10] Corollary 0.2) we have an exact sequence

$$
\begin{align*}
& \cdots \xrightarrow{i_{\alpha *}} C H^{i-e_{\alpha}}\left(Y_{\alpha+1}, 1\right) \xrightarrow{j_{\alpha}^{*}} C H^{i}\left(X_{\alpha}^{+}, 1\right) \xrightarrow{\partial}  \tag{5}\\
& \xrightarrow{\partial} C H^{i-e_{\alpha}}\left(Y_{\alpha+1}, 0\right) \xrightarrow{i_{\alpha *}} C H^{i}\left(Y_{\alpha}, 0\right) \xrightarrow{j_{\alpha}^{*}} C H^{i}\left(X_{\alpha}^{+}, 0\right) \longrightarrow 0 .
\end{align*}
$$

By the homotopy principle (which is proven for affine fibrations in the same way as for vector bundles, see [9] Corollary 3.7) the projection $\pi_{\alpha}: X_{\alpha}^{+} \longrightarrow X_{\alpha}$ induces an isomorphism

$$
\pi_{\alpha}^{*}: C H^{i}\left(X_{\alpha}^{+}, j\right) \longrightarrow C H^{i}\left(X_{\alpha}, j\right)
$$

Let $\bar{\Gamma}_{\pi_{\alpha}}$ be the closure in $Y_{\alpha} \times X_{\alpha}$ of $\Gamma_{\pi_{\alpha}}$. We have the projections


As $X_{\alpha}$ is smooth, by [9] Theorem 4.1, $p_{2}$ induces a morphism $p_{2}^{*}: C H^{i}\left(X_{\alpha}, j\right) \longrightarrow C H^{i}\left(\bar{\Gamma}_{\pi_{\alpha}}, j\right)$ and $p_{1}$ being proper induces $p_{1 *}: C H^{i}\left(\bar{\Gamma}_{\pi_{\alpha}}, j\right) \longrightarrow C H^{i}\left(Y_{\alpha}, j\right)$. Let $\gamma_{\alpha}=p_{1 *} p_{2}^{*}$, we claim that $\gamma_{\alpha}\left(\pi_{\alpha}^{*}\right)^{-1}$ is a section of $j_{\alpha}^{*}$. This provides a splitting of the exact sequence (5).

To prove the claim consider the flat base change


Then according to lemma 2.5 we obtain

$$
j_{\alpha}^{*} \gamma_{\alpha}\left(\pi_{\alpha}^{*}\right)^{-1}=j_{\alpha}^{*} p_{1 *} p_{2}^{*}\left(\pi_{\alpha}^{*}\right)^{-1}=p_{1 *}^{\prime} j_{\alpha}^{\prime *} p_{2}^{*}\left(\pi_{\alpha}^{*}\right)^{-1}=\pi_{\alpha}^{*}\left(\pi_{\alpha}^{*}\right)^{-1}=I d
$$

This proves the claim.
Now if we put together the split exact sequences (5) from $\alpha=0$ to $n$ we get

$$
\begin{aligned}
& 0 \longrightarrow C H^{i-d_{1}}\left(Y_{1}, j\right) \xrightarrow{i_{0 *}} \quad C H^{i}(X, j) \quad \xrightarrow{j_{0}^{*}} C H^{i}\left(X_{0}^{+}, j\right) \xrightarrow{\pi_{0}^{*}} C H^{i}\left(X_{0}, j\right) \longrightarrow 0 \\
& 0 \longrightarrow C H^{i-d_{2}}\left(Y_{2}, j\right) \xrightarrow{i_{1 *}} C H^{i-d_{1}}\left(Y_{1}, j\right) \xrightarrow{j_{1}^{*}} C H^{i-d_{1}}\left(X_{1}^{+}, j\right) \xrightarrow[\simeq]{\text { 种*}} C H^{i-d_{1}}\left(X_{1}, j\right) \longrightarrow 0 \\
& 0 \longrightarrow C H^{i-d_{n}}\left(Y_{n}, j\right) \xrightarrow{j_{n}^{*}} C H^{i-d_{n}}\left(X_{n}^{+}, j\right) \xrightarrow{\pi_{n}^{*}} C H^{i-d_{n}}\left(X_{n}, j\right) \longrightarrow 0
\end{aligned}
$$

and adding up all the splittings we have constructed we obtain a natural isomorphism

$$
\bigoplus_{\alpha=0}^{n} C H^{i-d_{\alpha}}\left(X_{\alpha}, j\right) \xrightarrow{\oplus i_{0 *} i_{1 *} \cdots i_{\alpha-1 *} \gamma_{\alpha}} C H^{i}(X, j)
$$

Next note that $i_{0 *} i_{1 *} \cdots i_{\alpha-1 *} \gamma_{\alpha}$ is the morphism induced by $\bar{\Gamma}_{\pi_{\alpha}} \subset X \times X_{\alpha}$ (as in the definition of $\gamma_{\alpha}$ above). To see that this coincides with $m_{\alpha}$ it is enough to see that the following diagram

commutes, where $p_{1}$ and $p_{2}$ are in each case the natural projections and $i$ is the closed immersion $\bar{\Gamma}_{\pi_{\alpha}} \subset X_{\alpha} \times X$. The two top triangles commute by functoriality, the lower one commutes by [9], 5.8.i. This proves (2).

For (4) note that the isomorphism $\oplus_{\alpha} C H^{i-d_{\alpha}} X_{\alpha} \xrightarrow{\simeq} C H^{i} X$ is induced by the correspondence $m_{\alpha}$. If $S$ is a smooth projective variety and we replace $X$ by $X \times S$ there is still a $\mathbb{G}_{m}$-action
with fixed point set $\sqcup X_{\alpha} \times S$, the previous arguments show that the correspondences $m_{\alpha} \times S$ induce an isomorphism $\oplus_{\alpha} C H^{i-d_{\alpha}}\left(X_{\alpha} \times S\right) \xrightarrow{\simeq} C H^{i}(X \times S)$. Manin's identity principle ([30], see also [36], 2.3) yields the result.

The statement for the algebraic $K$-theory groups is proved in the same fashion using the corresponding properties of $K$-theory in [35].

Lemma 2.5. Let $X, U$ and $X^{\prime}$ be varieties and consider a flat morphism $j: U \longrightarrow X$ and $a$ proper morphism $f: X^{\prime} \longrightarrow X$ form the cartesian diagram,


Then $j^{*} f_{*}=f_{*}^{\prime} j^{\prime *}$ in the higher Chow groups.
Proof. This results from the definition of the higher Chow groups in [9] together with the fact that the equality $j^{*} f_{*}=f_{*}^{\prime} j^{\prime *}$ holds already for the group of cycles on $X^{\prime}$ (Proposition 1.7 in [16]).

## 3. $\lambda$-Structure in $\mathcal{M}_{\mathbf{k}}$

In this section we introduce the notion of a $\lambda$-structure on a tensor category and show that each $\mathbb{Q}$-linear pseudoabelian tensor category has a canonical $\lambda$-structure. A consequence of this is that the wedge of a motive as defined in [27] verifies the fundamental property 3.1.3. However we prefer the notation $\lambda^{n}$ to $\wedge^{n}$ as for instance one has $\lambda^{n} \mathbb{L}=\mathbb{L}^{n}$. We shall use this to generalise a theorem of Shermenev and a formula of MacDonald.

## 3.1. $\lambda$-structures.

Definition 3.1. A $\lambda$-structure on an additive tensorial category $\mathcal{C}$ is a sequence of functors

$$
\lambda_{n}: \mathcal{C} \longrightarrow \mathcal{C}, \quad n \in \mathbb{N}
$$

such that:

1. $\lambda_{0}$ is the functor that takes all objects to $\mathbb{1}$ and all morphisms to the identity.
2. $\lambda_{1}$ is the identity functor.
3. $\lambda_{n}(X \oplus Y)$ is naturally isomorphic to $\oplus_{a+b=n} \lambda_{a}(X) \otimes \lambda_{b}(Y)$.

Remark 3.2. Given an additive tensor category, $\mathcal{C}$, with a $\lambda$-structure. Property 3 in definition 3.1 shows that the function

$$
\begin{aligned}
\lambda_{t}: \mathrm{Ob} \mathcal{C} & \longrightarrow K_{0} \mathcal{C}[[t]]^{*} \\
M & \mapsto \sum_{i}\left[\lambda^{i}(M)\right] \cdot t^{i}
\end{aligned}
$$

is additive, i.e. $\lambda_{t}(M \oplus N)=\lambda_{t}(M) \cdot \lambda_{t}(N)$. Therefore it defines a morphism of groups $\left.\lambda_{t}: K_{0} \mathcal{C} \longrightarrow K_{0} \mathcal{C}[t t]\right]^{*}$. Properties 1 and 2 in definition 3.1 show that this makes $K_{0} \mathcal{C}$ a $\lambda$-ring.
3.2. $\lambda$-structure on a pseudoabelian tensor category. Let $\mathcal{C}$ be a $\mathbb{Q}$-linear pseudoabelian tensor category. Whenever $p \in \operatorname{End}(M)$ is a projector we shall use the notation $(M, p)$ for the image of $p$.

The tensor category, $\mathcal{C}$, comes equipped with commutation constraints ([13]), that is an isomorphism $\varphi_{M N}: M \otimes N \longrightarrow N \otimes M$ for every pair of objects $M$ and $N$. In Proposition 1.5 in loc.cit. these commutation constraints are extended to more than one factor. In particular for $M \in \mathrm{Ob} \mathcal{C}$ they give a morphism of groups

$$
\begin{aligned}
\varphi: \mathfrak{S}_{n} & \longrightarrow \operatorname{Aut}_{\mathcal{C}}\left(M^{\otimes n}\right) \\
\sigma & \mapsto \varphi(\sigma) .
\end{aligned}
$$

It is readily checked that $\sum_{\sigma \in \mathfrak{S}_{n}} \varphi(\sigma)$ defines a projector in the $\mathbb{Q}$-algebra $\operatorname{End}_{\mathcal{C}}\left(M^{\otimes n}\right)$.
Definition 3.3. (c.f. [27]) For each $M \in \mathrm{Ob} \mathcal{C}$ and $n \in \mathbb{N}$ set

$$
\lambda^{n}(M)=\left(M^{\otimes n}, \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \varphi(\sigma)\right)
$$

(this makes sense since $\mathcal{C}$ is pseudoabelian). For $f \in \operatorname{Hom}_{\mathcal{C}}(M, N)$ set

$$
\lambda^{n}(f)=\frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \varphi(\sigma) \circ f \otimes \stackrel{n}{\cdots} \otimes f \circ \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \varphi(\sigma) \in \operatorname{Hom}_{\mathcal{C}}\left(\lambda^{n}(M), \lambda^{n}(N)\right)
$$

This defines a functor $\lambda^{n}: \mathcal{C} \longrightarrow \mathcal{C}$ for each $n \in \mathbb{N}$.
Now we come to the main result of this section.
Theorem 3.4. The functors $\lambda^{n}$ define a $\lambda$-structure on the category $\mathcal{C}$.
Proof. Note that 3.1.1 and 3.1.2 are obvious from definition 3.3. The proof of 3.1.3 is more intricate.

The one thing we need to prove is $\lambda^{n}(M \oplus N) \simeq \bigoplus_{a+b=n} \lambda^{a} M \otimes \lambda^{b} N$. Write $X=M \oplus N$ and let $p \in \operatorname{End}_{\mathcal{C}} X$ be the projection on $M$ so that $M=(X, p)$ and $N=(X, 1-p)$.

Throughout the proof we shall simplify the notation $\varphi_{\sigma}$ and write $\sigma$ for the morphism induced by $\sigma \in \mathfrak{S}_{n}$.

We are concerned with

$$
\lambda^{n}(X)=\left(X^{\otimes n}, \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma\right)
$$

write $I d_{X{ }^{\otimes n}}$ as a sum of orthogonal projectors

$$
I d_{X \otimes n}=(p+(1-p))^{\otimes n}=\sum_{a+b=n} \begin{gathered}
\text { products of } a p^{\prime} s \\
\text { and } b(1-p)^{\prime} s
\end{gathered},
$$

in order to write this expression more conveniently choose a set of representatives $\sigma_{1}, \ldots, \sigma_{r}$ of $\mathfrak{S}_{n} /\left(\mathfrak{S}_{a} \times \mathfrak{S}_{b}\right)$, then

$$
I d_{X \otimes n}=\sum_{a+b=n} \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}
$$

We claim that for fixed $a$ and $b, \mathfrak{S}_{n}$ leaves the projector

$$
\begin{equation*}
\sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1} \tag{6}
\end{equation*}
$$

invariant. To prove the claim note that for each $\sigma \in \mathfrak{S}_{n}$ the element $\sigma \sigma_{i}$ can be uniquely written in the form $\sigma_{i^{\prime}} h$ with $h \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}$, in fact $i \mapsto i^{\prime}$ is a bijection. Then as $h$ commutes with $p^{a}(1-p)^{b}$

$$
\begin{aligned}
\sigma \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1} & =\sum_{i} \sigma_{i^{\prime}} h p^{a}(1-p)^{b} \sigma_{i}^{-1} \\
& =\sum_{i} \sigma_{i^{\prime}} p^{a}(1-p)^{b} h \sigma_{i}^{-1}=\sum_{i^{\prime}} \sigma_{i^{\prime}} p^{a}(1-p)^{b} \sigma_{i^{\prime}}^{-1} \sigma
\end{aligned}
$$

This proves that (6) is $\mathfrak{S}_{n}$-invariant.
We have the decomposition

$$
\lambda^{n}(X)=\bigoplus_{a+b=n}\left(X^{\otimes n}, \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}\right) .
$$

By lemma 3.5 that follows this is isomorphic to

$$
\begin{aligned}
& \bigoplus_{a+b=n}\left(X^{\otimes n}, \frac{1}{a!b!} \sum_{\sigma \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}} \sigma p^{a}(1-p)^{b}\right) \\
& =\bigoplus_{a+b=n}\left(X^{\otimes a}, \frac{1}{a!} \sum_{\sigma \in \mathfrak{S}_{a}} \sigma p^{a}\right) \otimes\left(X^{\otimes b}, \frac{1}{b!} \sum_{\sigma \in \mathfrak{S}_{b}} \sigma(1-p)^{b}\right) \\
& =\bigoplus_{a+b=n} \lambda^{a} M \otimes \lambda^{b} N .
\end{aligned}
$$

This proves the theorem.
Lemma 3.5. There is a natural isomorphism

$$
\left(X^{\otimes n}, \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}\right) \stackrel{f}{\simeq}\left(X^{\otimes n}, \frac{1}{a!b!} \sum_{\sigma \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}} \sigma p^{a}(1-p)^{b}\right) .
$$

Proof. Define $f \in \operatorname{End}_{\mathcal{C}} X^{\otimes n}$ to be

$$
f:=\sum_{i} p^{a} \times(1-p)^{b} \circ \sigma_{i} .
$$

Recall that in a pseudoabelian category

$$
\operatorname{Hom}\left(\left(X, q_{1}\right),\left(Y, q_{2}\right)\right)=\frac{\left\{f \in \operatorname{Hom}_{\mathcal{C}}(X, Y) \mid f \circ q_{1}=q_{2} \circ f\right\}}{\left\{f \in \operatorname{Hom}_{\mathcal{C}}(X, Y) \mid f \circ q_{1}=q_{2} \circ f=0\right\}}
$$

So we need to see that $f \circ q_{1}=q_{2} \circ f$, where $q_{1}$ and $q_{2}$ are the two projectors in the statement of the lemma,

$$
\begin{aligned}
q_{2} \circ f & =\frac{1}{a!b!} \sum_{h \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}} h p^{a}(1-p)^{b} \circ \sum_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}= \\
& =\frac{1}{a!b!} \sum_{h \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}, i} p^{a}(1-p)^{b} h \sigma_{i}^{-1}= \\
& =\frac{1}{a!b!} p^{a}(1-p)^{b} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
f \circ q_{1} & =\sum_{i} p^{a}(1-p)^{b} \sigma_{i} \circ \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma \sum_{i} \sigma_{i}^{-1} p^{a}(1-p)^{b} \sigma_{i}^{-1}= \\
& =\frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}, i} p^{a}(1-p)^{b} \sigma_{i}^{-1} \sigma \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}= \\
& =\frac{1}{n!} \frac{n!}{a!b!} \sum_{\sigma \in \mathfrak{S}_{n}} p^{a}(1-p)^{b} \sigma^{-1} \sum_{i} \sigma_{i}^{-1} p^{a}(1-p)^{b} \sigma_{i}^{-1}= \\
& =\frac{1}{a!b!} \sum_{h \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}, i} h^{-1} p^{a}(1-p)^{b} \sigma_{i}^{-1} \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}= \\
& =\frac{1}{a!b!} \sum_{h \in \mathfrak{S}_{a} \times \mathfrak{S}_{b}, i} h^{-1} \sigma_{i}^{-1}\left(\sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1} \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i}^{-1}\right)= \\
& =\frac{1}{a!b!} \sum_{h, i} h^{-1} p^{a}(1-p)^{b} \sigma_{i}^{-1}=\frac{1}{a!b!} p^{a}(1-p)^{b} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma .
\end{aligned}
$$

This proves that $f$ defines a morphism. We show now that $f$ is an isomorphism by giving its inverse. Define $g$ to be

$$
\frac{a!b!}{n!} \sum_{i} \sigma_{i} p^{a}(1-p)^{b}
$$

It suffices to prove that $f \circ g=I d$ and $g \circ f=I d$. It is easy to deduce from the expression for $\operatorname{Hom}_{\mathcal{C}}\left(\left(X, q_{1}\right),\left(Y, q_{2}\right)\right)$ quoted that $f \in \operatorname{Hom}_{\mathcal{C}}(X, X)$ represents the identity of $(X, q)$ if $q \circ f=q$ or $f \circ q=q$, we shall use this in the course of the proof.

$$
\begin{aligned}
f \circ g & =\frac{a!b!}{n!} p^{a}(1-p)^{b} \sum_{i, j} \sigma_{i} \sigma_{j}^{-1} p^{a}(1-p)^{b}= \\
& =\frac{a!b!}{n!} p^{a}(1-p)^{b} \frac{n!}{a!b!} i d p^{a}(1-p)^{b}=p^{a}(1-p)^{b}=I d, \\
g \circ f & =\frac{a!b!}{n!} \sum_{i, j} \sigma_{i} p^{a}(1-p)^{b} \sigma_{j}^{-1}= \\
& =\frac{a!b!}{n!} \sum_{i, j} \sigma_{i} p^{a}(1-p)^{b} \sigma_{j}^{-1} \circ \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma= \\
& =\frac{a!b!}{n!} \frac{1}{n!} \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \frac{n!}{a!b!} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma= \\
& =\frac{1}{n!} \sum_{i} \sigma_{i} p^{a}(1-p)^{b} \sigma_{i} \sum_{\sigma \in \mathfrak{S}_{n}} \sigma=I d .
\end{aligned}
$$

This proves the lemma
3.3. A motivic MacDonald theorem. Let $X$ be a compact polyhedron. By using the representation theory of the symmetric groups; MacDonald proved the following expression
that relates the Betti numbers of $X$ and its symmetric powers:

$$
\sum_{n=0}^{\infty} P_{t} X^{(n)} \cdot T^{n}=\frac{(1+t T)^{b_{1}} \cdot\left(1+t^{3} T\right)^{b_{3}} \cdots}{(1-T)^{b_{0}} \cdot\left(1-t^{2} T\right)^{b_{2}} \cdots}
$$

where $b_{i}$ is the $i$-th Betti number of $X$. In this section we will generalise this result by applying Theorem 3.4 to the case in which $\mathcal{C}$ is the category of Chow motives, $\mathcal{M}_{k}$.
3.3.1. Chow motives. Let $X$ be a smooth projective variety. If $\operatorname{dim} X>1$, the symmetric power $X^{(n)}$ is a singular variety, its singularities are however very mild. In fact it is easy to extend the theory of motives to this setup. This way we obtain a functor from the category of varieties which are quotients of smooth projective varieties by finite groups to $\mathcal{M}_{k}$ we still note this functor by $h$ ([12]).

Proposition 3.6. The Chow motive of the symmetric power $X^{(n)}$ is naturally isomorphic to $\lambda^{n} h X$.

Proof. From the definition $\lambda^{n} h(X)=h\left(X^{n}\right)^{\mathfrak{S}_{n}}$, as a consequence of the proof of proposition 1.2 in [12] this is isomorphic to $h\left(X^{n} / \mathfrak{S}_{n}\right) \in \operatorname{Ob} \mathcal{M}_{k}^{+}$.

MacDonald's formula ([29]) relates the Betti numbers of $X^{(n)}$ to those of $X$. The motivic counterpart of the Betti numbers are the factors in the conjectural weight decomposition $h X=$ $h^{0} X \oplus \cdots \oplus h^{2 \operatorname{dim} X} X$ described, for instance, in [36], 6.2. Thus we can only expect to prove an analogous to MacDonald's formula if we assume such a decomposition exists. This explains the hypothesis in the following proposition. A similar result for the case $X$ is a smooth projective curve has been obtained by Shermenev ([37], Proposition 4).

Proposition 3.7. Let $X$ be a smooth projective variety and $n$ a positive integer. Assume $h X$ has a decomposition

$$
h X=h^{0} X \oplus h^{1} X \oplus \cdots \oplus h^{2 \operatorname{dim} X} X
$$

as described above. Then the motive of the $n$-fold symmetric power of $X$ is isomorphic to

$$
\begin{equation*}
\bigoplus_{-+n_{2} \operatorname{dim} X=n} \lambda^{n_{0}} h^{0} X \otimes \cdots \otimes \lambda^{n_{2} \operatorname{dim} x} h^{2 \operatorname{dim} X} X \tag{7}
\end{equation*}
$$

Moreover $X^{(n)}$ also has a decomposition of the above type with

$$
\begin{equation*}
h^{i} X^{(n)} \simeq \bigoplus_{\substack{n_{0}+\cdots+n_{2 d}=n \\ n_{1}+2 n_{2}+\cdots+2 d n_{2 d}=i}} \lambda^{n_{0}} h^{0} X \otimes \cdots \otimes \lambda^{n_{2 d}} h^{2 d} X . \tag{8}
\end{equation*}
$$

Proof. By Proposition $3.6 h X^{(n)}=\lambda^{n} h X$. Repeated application of theorem 3.4 to the decomposition of $h X$ in the hypothesis yield the isomorphism (7).

To prove the second assertion call $M_{i}$ the motive on the right hand side of (8) and note that $h X^{(n)}=\oplus M_{i}$, it is easy to see that $H_{e t}^{i}\left(h X^{(n)}, \mathbb{Q}_{\ell}\right) \simeq H_{e t}^{*}\left(M_{i}, \mathbb{Q}_{\ell}\right)$, this implies that the cohomology classes of the projectors defining the direct summands $M_{i}$ in $h X^{(n)}$ are the Künneth components of the diagonal class.

The previous proposition applied to the category of motives modulo an homological equivalence shows that if $X$ verifies standard conjecture $C$ ([20]) so does $X^{(n)}$.
3.3.2. Cohomology. Let $H^{*}: \mathcal{M}_{k} \longrightarrow \mathcal{C}$ be a realisation functor. We have the following generalisation of MacDonald's formula.

Proposition 3.8. Let $X$ be a smooth projective variety of dimension $d$, we have the following isomorphism

$$
\begin{equation*}
H^{i}\left(X^{(n)}\right) \simeq \bigoplus_{\substack{n_{0}+\cdots+n_{2 d}=n \\ n_{1}+2 n_{2}+\cdots+2 d n_{2 d}=i}}\left(\bigotimes_{k \text { even }} S^{n_{k}} H^{k}(X) \otimes \bigotimes_{k \text { odd }} \wedge^{n_{k}} H^{k}(X)\right) \tag{9}
\end{equation*}
$$

Proof. By functoriality, $H^{*}\left(X^{(n)}\right)=H^{*}\left(\lambda^{n} h(X)\right)$. But this is not isomorphic to $\lambda^{n} H^{*}(X)$ because the functor $H^{*}$ is not a tensor functor ([13]). This is so because if

$$
c_{M N}: H^{*} N \otimes H^{*} N \xrightarrow{\simeq} H^{*}(M \otimes N)
$$

is the Künneth isomorphism. Then the diagram

where vertical arrows are the commutativity constraints in each category, does not, in general, commute.

To remedy this we change the commutation constraints in $\mathcal{C}$. Let $\mathcal{C} \bullet$ be the category $\mathcal{C}$ with the commutativity constraints given by

$$
\begin{equation*}
(-1)^{i j} \varphi_{M N}: M \otimes N \longrightarrow N \otimes M \tag{10}
\end{equation*}
$$

on objects $M, N$ of pure weights $i$ and $j$ respectively. Then the functor $H^{*}: \mathcal{M}_{k} \longrightarrow \mathcal{C} \bullet$ is a tensor functor and we thus have $H^{*} \lambda^{n} h X \simeq \lambda^{n} H^{*} X$ where $\lambda^{n}$ is performed in the category $\mathcal{C}^{\bullet}$. But by iterated application of theorem 3.4

$$
\lambda^{n} H^{*} X \simeq \bigoplus_{n_{0}+n_{1}+\cdots+n_{2 d}=n} \lambda^{n_{0}} H^{0} X \otimes \lambda^{n_{1}} H^{1} X \otimes \cdots \otimes \lambda^{n_{2 d}} H^{2 d} X
$$

If $M$ is an object of $\mathcal{C} \bullet$ of even weight the commutation constraints $\mathfrak{S}_{n} \longrightarrow$ Aut $\left(M^{\otimes n}\right)$ in $\mathcal{C} \bullet$ coincide with the usual ones in $\mathcal{C}$, this implies that for even $j, \lambda^{n}\left(H^{j}(X)\right)$ is the ordinary symmetric power $S^{n}\left(H^{j}(X)\right)$.

On the other hand if $M$ is of odd weight the commutation constraints $\mathfrak{S}_{n} \longrightarrow \operatorname{Aut}\left(M^{\otimes n}\right)$ in $\mathcal{C} \bullet$ are the ordinary ones multiplied by the signature morphism $\mathfrak{S}_{n} \longrightarrow\{ \pm 1\}$. This implies that for odd $j \lambda^{n}\left(H^{j}(X)\right)$ is the wedge $\wedge^{n}\left(H^{j}(X)\right)$.

This shows that

$$
H^{*} X^{(n)} \simeq \bigoplus_{n_{0}+n_{1}+\cdots+n_{2 d}=n} S^{n_{0}} H^{0} X \otimes \wedge^{n_{1}} H^{1} X \otimes \cdots \otimes S^{n_{2 d}} H^{2 d} X
$$

The statement of the proposition results from taking the part of degree $i$.
In the case that $\mathcal{C}$ is the category of pure Hodge structures over $\mathbb{C}, \mathbf{P H S}_{\mathbb{C}}$, and $H^{*}$ is the cohomology functor $\mathcal{V}_{k} \longrightarrow \mathbf{P H S}_{\mathbb{C}}$ the previous proposition yields an isomorphism

$$
H^{P, Q}\left(X^{(n)}, \mathbb{C}\right) \simeq \bigoplus_{\substack{\sum_{p, q}=n \\ \sum n_{p, q} p=P \\ \sum n_{p, q} p=Q}}\left(\bigotimes_{p+q \text { even }} S^{n_{p, q}} H^{p, q}(X, \mathbb{C}) \otimes \bigotimes_{p+q \text { odd }} \wedge^{n_{p, q}} H^{p, q}(X, \mathbb{C})\right)
$$

for $P, Q \in \mathbb{N}$. Taking the class of this in $K_{0}\left(\mathbf{P H S}_{\mathbb{C}}\right)=\mathbb{Z}\left[x, y, x^{-1}, y^{-1}\right]$ and using the generating functions

$$
\begin{aligned}
\sum \operatorname{dim} \wedge^{i} \mathbb{C}^{n} \cdot T^{i} & =(1+T)^{n} \\
\sum \operatorname{dim} S^{i} \mathbb{C}^{n} \cdot T^{i} & =\frac{1}{(1-T)^{n}}
\end{aligned}
$$

proves the following generalisation of MacDonald's formula obtained by J. Burillo by representation theoretic methods.

Corollary 3.9. ([11]) If $h_{p q}(X)=\operatorname{dim} H^{p, q}(X, \mathbb{C})$ are the Hodge numbers of $X$ then the Poincaré-Hodge polynomial of $X^{(n)}$ is

$$
P_{x y}\left(X^{(n)}\right)=\operatorname{Coef}_{T^{n}} \prod_{p, q}\left(1-(-1)^{p+q} x^{p} y^{q} T\right)^{(-1)^{p+q+1} h_{p q}(X)}
$$

## 4. The motive of moduli spaces of vector bundles

4.1. On work by Bifet, Letizia and Ghione. We briefly recall some of the main results in [5].

Let $C$ be a smooth projective curve over a field $k$. Recall that a matrix divisor of rank $n$ over $C$ is a rank $n$ vector bundle $\mathcal{E}$ together with an inclusion of $\mathcal{O}_{C}$-modules $\iota: \mathcal{E} \hookrightarrow \mathcal{K}_{C}^{n}$, here $\mathcal{K}_{C}$ notes the constant sheaf of rational functions on $C$. Given a matrix divisor $\iota: \mathcal{E} \hookrightarrow \mathcal{K}_{C}^{n}$ we can always find an effective divisor $D$ such that $\iota$ factors via $\mathcal{O}_{C}(D)^{n} \subset \mathcal{K}_{C}^{n}$.

Fix an integer $d$. Given an effective divisor $D$ over $C$, the set of rank $n$ matrix divisors of degree $d$ that lie in $\mathcal{O}_{C}(D)^{n}$ is the set of $k$-points of the $Q u o t$ scheme $Q_{n, d}(D)=Q u o t_{\mathcal{O}_{C}^{n}(D)|C| k}^{n \operatorname{deg} D-d}$, this is a smooth projective irreducible variety. If $D<D^{\prime}$ we have a natural closed immersion $Q_{n, d}(D) \subset Q_{n, d}\left(D^{\prime}\right)$. This defines an ind-variety $Q_{n, d}=\left\{Q_{n, d}(D)\right\}_{D}$ which is called the indvariety of matrix divisors of rank $n$ and degree $d$.

The universal bundle on these Quot schemes gives rise to a Shatz stratification according to the Harder-Narasimhan type of the underlying vector bundle.

$$
\begin{equation*}
Q_{n, d}=\bigcup_{\mathbf{n}, \mathbf{d}} Q_{\mathbf{n}, \mathbf{d}}^{s s} \tag{11}
\end{equation*}
$$

where $(\mathbf{n}, \mathbf{d})=\left(\left(n_{1}, d_{1}\right), \ldots,\left(n_{l}, d_{l}\right)\right)$ is the Shatz polygon.
Theorem 4.1. 1. ([5], 4.2) The cohomology of $Q_{n, d}$ stabilizes. Its Poincaré series converges to

$$
\frac{(1+t)^{2 g}}{1-t^{2 n}} \prod_{i=1}^{n-1} \frac{\left(1+t^{2 i-1}\right)^{2 g}}{\left(1-t^{2 i}\right)^{2}}
$$

2. ([5], 7.1) For each Shatz polygon $(\mathbf{n}, \mathbf{d})$ the cohomology of the strata $Q_{\mathbf{n}, \mathbf{d}}^{s s}$ stabilizes. There is a natural morphism $\prod_{i} Q_{n_{i}, d_{i}}^{s s} \longrightarrow Q_{\mathbf{n}, \mathbf{d}}^{s s}$ that induces an isomorphism on cohomology.
3. ( $[5], 8.1)$ If $n$ and $d$ are coprime $P_{t} Q_{n, d}^{s s}=\frac{1}{1-t^{2}} P_{t} N_{C}(n, d)$.

The stratification (11) is proven to be perfect in the sense that all the Gysin exact sequences split in short exact sequences (see [5] $\S 10$ for details). The main outcome of this is the following formula,

$$
\begin{equation*}
P_{t} Q_{n, d}=\sum_{\substack{\mathbf{n}=\left(n_{1}, \ldots, n_{l}\right) \\ \mathrm{d}=\left(d_{1}, \ldots, d_{l}\right)}} P_{t} Q_{n_{1}, d_{1}}^{s s} \cdots \cdots P_{t} Q_{n_{l}, d_{l}}^{s s} t^{2 c(\mathbf{n}, \mathbf{d})} \tag{12}
\end{equation*}
$$

where ( $\mathbf{n}, \mathbf{d}$ ) runs over the Shatz polygons and

$$
c(\mathbf{n}, \mathbf{d})=\sum_{i>j}\left(n_{i} d_{j}-n_{j} d_{i}+n_{i} n_{j}(g-1)\right) .
$$

This expression combined with theorem 4.1.2 can be used to compute $P_{t} Q_{n, d}^{s s}$ inductively.
4.2. Chow motive of varieties of matrix divisors. We shall give a motivic version of the results of E. Bifet ([4]) concerning the scheme Quot $_{\mathcal{O}_{C}^{n}|C| k}^{d}$. The key to the results in [4] is the use of a torus action and the results of Bialynicki-Birula, using theorem 2.4 we can now prove:

Theorem 4.2. The Chow motive of Quot $_{\mathcal{O}_{C}^{n}|C| k}^{d}$ is isomorphic to the Chow motive of the d-fold symmetric power of $C \times \mathbb{P}^{n-1}$,

$$
h Q u t_{\mathcal{O}_{C}^{n}|C| k}^{d} \simeq \lambda^{d} h\left(C \times \mathbb{P}^{n-1}\right)
$$

The same holds for the Chow groups and algebraic $K$-theory with rational coefficients.
Proof. Clearly automorphism group of $\mathcal{O}_{C}^{n}, G L_{n}(k)$, acts on the Quot scheme. By [4] we know that the action of the standard maximal torus of $G L_{n}(k)$ on $Q u o t$ has fixed points of the form $\mathcal{O}_{C}\left(-D_{1}\right) \oplus \cdots \mathcal{O}_{C}\left(-D_{n}\right) \hookrightarrow \mathcal{O}_{C}^{n}$ where $D_{1}, \ldots, D_{n}$ are effective divisors. This fixed point set remains the same if we restrict the action to a sufficiently general one parameter subgroup. In sum, $\mathbb{G}_{m}$ acts on this Quot scheme with fixed point set

$$
\left(Q u o t_{\mathcal{O}_{C}^{n}|C| k}^{d}\right)^{\mathbb{G}_{m}}=\bigcup_{d_{1}+\cdots+d_{n}=d} C^{\left(d_{1}\right)} \times \cdots \times C^{\left(d_{n}\right)}
$$

Moreover, the codimension of the stratum corresponding to $\left(d_{1}, \ldots, d_{n}\right)$ is $\sum(i-1) d_{i}$.
Now our localisation theorem 2.4.(4) together with theorem 3.4 yields

$$
\begin{aligned}
h Q u o t_{\mathcal{O}_{C}^{n}|C| k}^{d} & \simeq \sum_{d_{1}+\cdots+d_{n}=d} h\left(C^{\left(d_{1}\right)} \times \cdots \times C^{\left(d_{n}\right)}\right)\left(\sum(1-i) d_{i}\right) \\
& \simeq \sum_{d_{1}+\cdots+d_{n}=d} \lambda^{d_{1}}(h C(1-1)) \otimes \cdots \otimes \lambda^{d_{n}}(h C(1-n)) \\
& \simeq \lambda^{d}(h C \oplus h C(-1) \oplus \cdots \oplus h C(1-n)) \\
& \simeq h\left(\left(C \times \mathbb{P}^{n-1}\right)^{(d)}\right) .
\end{aligned}
$$

The statements for Chow groups and $K$-theory are proved in the same fashion.
It should be pointed out that $\left(C \times \mathbb{P}^{n-1}\right)^{(d)}$ is a singular variety and the previous isomorphism between motives cannot come from an isomorphism of varieties.

Definition 4.3. Let $C$ be a smooth projective curve over $k$ of genus $g$ define $\left(\mathbb{1}+\mathbb{L}^{n}\right)^{h^{1}(C)}$ to be $\oplus_{i=0}^{2 g} \lambda^{i} h^{1} C \otimes \mathbb{L}^{n i}$.

Proposition 4.4. 1. The motivic Poincaré polynomial of $Q_{n, d}$ stabilises. It converges to

$$
\frac{(\mathbb{1}+\mathbb{1})^{h^{1} C}}{\left(\mathbb{1}-\mathbb{L}^{n}\right)} \prod_{i=1}^{n-1} \frac{\left(\mathbb{1}+\mathbb{L}^{i}\right)^{h^{1} C}}{\left(\mathbb{1}-\mathbb{L}^{i}\right)^{2}} .
$$

2. For each Shatz polygon ( $\mathbf{n}, \mathbf{d}$ ) the motivic Poincaré polynomial of the strata $Q_{\mathbf{n}, \mathbf{d}}$ stabilises and $\chi Q_{\mathbf{n}, \mathbf{d}}^{s s}=\prod_{i} \chi Q_{n_{i}, d_{i}}^{s s}$.
3. If $n$ and $d$ are coprime $\chi Q_{n, d}^{s s}=\frac{1}{1-\mathbb{L}} \chi N_{C}(n, d)$.

Proof. 1. First note that tensoring by $\mathcal{O}_{C}(-D)$ defines an isomorphism

$$
\text { Quot }_{\mathcal{O}_{C}^{n}(D) / C / k}^{d} \simeq Q u t_{\mathcal{O}_{C}^{n} / C / k}^{d} .
$$

In Theorem 4.2 we have proved that

$$
h Q u o t_{\mathcal{O}_{C}^{n} / C / k}^{d} \simeq \lambda^{d}\left(h\left(\mathbb{P}^{n-1} \times C\right)\right),
$$

By splitting off a trivial motive as in [36] 1.11, $h\left(\mathbb{P}^{n-1} \times C\right)=\mathbb{1} \oplus h^{+}\left(\mathbb{P}^{n-1} \times C\right)$, and using Theorem 3.4 we see that $h Q u o t_{\mathcal{O}_{C}^{n}|C| k}^{d}=\otimes_{i \leq d} \lambda^{i}\left(h^{+}\left(\mathbb{P}^{n-1} \times C\right)\right)$. From this we see that

$$
\begin{aligned}
\chi \text { Quot }_{\mathcal{O}_{C}^{n} / C / k}^{d+1}-\chi Q u o t_{\mathcal{O}_{C}^{n} / C / k}^{d} & =\lambda^{d+1}\left(\chi\left(\mathbb{P}^{n-1} \times C\right)-\mathbb{1}\right) \\
& \in \mathbb{L}^{d+1} \cdot K_{0} \mathcal{M}_{k}^{+}
\end{aligned}
$$

This implies that $\left(\chi Q_{n, d}(D)\right)_{D}$ converges. Moreover, using again the additivity of the $\lambda$-structure (Theorem 3.4) we obtain

$$
\begin{aligned}
\sum_{i=0}^{\infty} \lambda^{i}\left(h^{+}\left(\mathbb{P}^{n-1} \times C\right)\right) \simeq & \sum_{i=0}^{\infty} \lambda^{i}\left(h \mathbb{P}_{k}^{n-1}(-1) \oplus h \mathbb{P}_{k}^{n-2}(-1) \oplus\left(h \mathbb{P}_{k}^{n-1} \otimes h^{1} C\right)\right) \\
\simeq & \left(\oplus_{i=0}^{\infty} \lambda^{i} \mathbb{L}\right) \cdots\left(\oplus_{i=0}^{\infty} \lambda^{i} \mathbb{L}^{n}\right) \cdot\left(\oplus_{i=0}^{\infty} \lambda^{i} \mathbb{L}\right) \cdots\left(\oplus_{i=0}^{\infty} \lambda^{i} \mathbb{L}^{n-1}\right) . \\
& \cdot\left(\oplus_{i=0}^{\infty} \lambda^{i} h^{1} C\right) \cdots\left(\oplus_{i=0}^{\infty} \lambda^{i}\left(h^{1} C(-n+1)\right)\right) \\
\simeq & \frac{(\mathbb{1}+\mathbb{1})^{h^{1} C}}{\left(\mathbb{1}-\mathbb{L}^{n}\right)} \prod_{i=1}^{n-1} \frac{\left(\mathbb{1}+\mathbb{L}^{i}\right)^{h^{1} C}}{\left(\mathbb{1}-\mathbb{L}^{i}\right)^{2}}
\end{aligned}
$$

2. This follows from the proof of theorem 7.1 in [5].
3. Let $\mathcal{P}$ be a Poincaré bundle on $N_{C}(n, d) \times C$ and let $p_{1}$ and $p_{2}$ be the projections of $N_{C}(n, d) \times C$ on its factors. According to [5] there is a morphism

$$
Q_{n, d}^{s s}(D) \xrightarrow{i_{D}} \mathbb{P}(D):=\mathbb{P} p_{1 *}\left(\mathcal{P}^{\vee} \otimes p_{2}^{*} \mathcal{O}_{C}(D)^{n}\right)
$$

which is an open immersion with complementary closed subset of codimension $\geq \operatorname{deg} D$. Then corollary 4.7 implies that $\left(\chi Q_{n, d}^{s s}(D)-\chi \mathbb{P}(D)\right)_{D}$ converges to zero. But $\mathbb{P}(D)$ is a projective bundle of rank $n^{2} \operatorname{deg} D-n d$ over $N_{C}(n, d)$ so $(\chi \mathbb{P}(D))_{D}$ converges to $\frac{1}{1-\mathbb{L}} \chi N_{C}(n, d)$.
4.3. The motive of $N_{C}(n, d)$. Let $A \subset \mathrm{Ob}\left(\mathcal{M}_{k}^{+}\right)$be a collection of effective motives. We define the pseudoabelian tensor category of $\mathcal{M}_{k}^{+}$generated by $A$ to be the full subcategory of $\mathcal{M}_{k}^{+}$whose objects are direct summands of sums of tensor products of motives in $A$.

The following result shows can the theory of [21] can be applied to classical motives.
Theorem 4.5. Let $C$ be a smooth projective curve over a field of characteristic zero and let $n>1$ and $d$ be coprime integers. Then the Chow motive $h N_{C}(n, d)$ lies in the full pseudoabelian tensor category of $\mathcal{M}_{k}^{+}$generated by $h^{1}(C)$ and $\mathbb{L}$.

The proof of the theorem uses the following result.
Lemma 4.6. Let $Y$ be a closed subvariety of codimension $d$ of a smooth quasiprojective irreducible variety $X$. Then

1. If $Y$ is smooth then there is an isomorphism in $H o C^{b} \mathcal{M}_{k}^{+}, h(X-Y) \simeq \mathrm{s}(h Y(-d) \longrightarrow h X)$.
2. There exists a complex of effective motives $C^{\bullet}$ concentrated in negative degree and an isomorphism in $H o C^{b} \mathcal{M}_{k}^{+}, h(X-Y) \simeq \mathbf{s}\left(C^{\bullet}(-d) \longrightarrow h X\right)$.

By taking classes in $K_{0} \mathcal{M}_{k}^{+}$we obtain the following corollary.
Corollary 4.7. Let $Y$ be a closed subvariety of codimension $d$ of a smooth quasiprojective irreducible variety $X$. Then

1. If $Y$ is smooth then $\chi(X)-\chi(X-Y)=\chi(Y)(-d)$.
2. In any case $\chi(X)-\chi(X-Y)$ lies in the ideal of $K_{0} \mathcal{M}_{k}^{+}$generated by $\mathbb{L}^{d}$.

Proof of lemma. 1. Recall from Proposition 6.4.2 in [12] that for each smooth quasiprojective variety $U$, we have an isomorphism $h(U) \simeq h_{c}(U)^{\vee}(-\operatorname{dim} U)$. Therefore

$$
\begin{aligned}
h(X-Y) & \simeq h_{c}(X-Y)^{\vee}(-\operatorname{dim} X) \simeq \mathrm{s}\left(h_{c}(X) \longrightarrow h_{c}(Y)\right)^{\vee}(-\operatorname{dim} X) \\
& \simeq \mathrm{s}\left(h_{c}(Y)^{\vee} \longrightarrow h_{c}(X)^{\vee}\right)(-\operatorname{dim} X) \simeq \mathrm{s}(h(Y)(-d) \longrightarrow h(X))
\end{aligned}
$$

2. The proof is by induction on $\operatorname{dim} Y$. The statement is obvious for $\operatorname{dim} Y=-1$ (i.e. $Y=\emptyset$ ) so we assume $\operatorname{dim} Y \geq 0$. Let $Y^{\text {sing }} \subset Y$ be the singular locus of $Y$, we have $\operatorname{dim} Y^{\text {sing }}<\operatorname{dim} Y$. By the smooth case we have

$$
h(X-Y) \simeq \mathrm{s}\left(h\left(Y-Y^{\text {sing }}\right)(-d) \longrightarrow h\left(X-Y^{\mathrm{sing}}\right)\right)
$$

and from the induction hypothesis we have a complex of effective motives $C_{0}^{\bullet}$ concentrated in negative degree and an isomorphism

$$
h\left(X-Y^{\text {sing }}\right) \simeq \mathrm{s}\left(C_{0}^{\bullet}(-d-1) \longrightarrow h(X)\right)
$$

Putting this together we get

$$
h(X-Y) \simeq \mathrm{s}\left(h\left(Y-Y^{\text {sing }}\right)(-d) \longrightarrow \mathrm{s}\left(C_{0}^{\bullet}(-d-1) \longrightarrow h(X)\right)\right)
$$

Next lemma provides us with an isomorphism

$$
\begin{aligned}
& \mathrm{s}\left(h ( Y - Y ^ { \mathrm { sing } } ) ( - d ) \longrightarrow \mathrm { s } \left(C_{0}^{\bullet}( \right.\right.-d-1) \longrightarrow h(X))) \\
& \simeq \\
& \simeq \mathrm{s}\left(\mathrm{~s}\left(h\left(Y-Y^{\text {sing }}\right)(-d)[-1] \longrightarrow C_{0}^{\bullet}(-d-1)\right) \longrightarrow h(X)\right)
\end{aligned}
$$

The proof of the lemma follows if we define $C^{\bullet}$ to be the simple of the morphism $h(Y-$ $\left.Y^{\text {sing }}\right)[-1] \longrightarrow C_{0}^{\bullet}(-1)$ by noting that the graded object underlying the complex $C^{\bullet}$ is is the same as that of $C_{0}^{\bullet}(-1) \oplus h\left(Y-Y^{\text {sing }}\right)$ which is concentrated in negative degrees.

Lemma 4.8. Let $A, B$ and $C$ be complexes of chains in an additive category $\mathcal{C}$ and let $f$ : $B \longrightarrow C, G: A \longrightarrow \mathbf{s}(B \xrightarrow{f} C)$ be morphisms of complexes. There exist morphisms of complexes $g$ and $F$ and an isomorphism of complexes

$$
\mathrm{s}(A \xrightarrow{G} \mathrm{~s}(B \xrightarrow{f} C)) \simeq \mathrm{s}(\mathrm{~s}(A[-1] \xrightarrow{g} B) \xrightarrow{F} C) .
$$

Proof. To give a morphism $G: A \longrightarrow \mathbf{s}(B \xrightarrow{f} C)$ is equivalent to giving a morphism of graded objects in $\mathcal{C},\binom{g^{\prime}}{h}: A \longrightarrow B[1] \oplus C$ such that

$$
\binom{g^{\prime}}{h} d_{A}=\left(\begin{array}{cc}
d_{B[1]} & 0 \\
f & d_{C}
\end{array}\right)\binom{g^{\prime}}{h}
$$

that is

$$
\begin{equation*}
g^{\prime} \circ d_{A}=d_{B[1]} \circ g^{\prime} \quad \text { y } \quad h \circ d_{A}-d_{C} \circ h=f \circ g^{\prime} \tag{13}
\end{equation*}
$$

(note incidentally that this is equivalent to $g^{\prime}$ defining a morphism of complexes and $h$ an homotopy $f \circ g^{\prime} \sim 0$ ).

The simple of $G$ is the complex with underlying graded object $A[1] \oplus B[1] \oplus C$ and differentials given by

$$
\left(\begin{array}{ccc}
d_{A[1]} & 0 & 0 \\
g^{\prime} & d_{B[1]} & 0 \\
h & f & d_{C}
\end{array}\right)
$$

Note that the simple of $g=-g^{\prime}=g[-1]: A[-1] \longrightarrow B$ is the complex with $A \oplus B$ as underlying graded object and differential $\left(\begin{array}{cc}d_{A} & 0 \\ -g^{\prime} & d_{B}\end{array}\right)$.

Define $F: \mathbf{s}(A[-1] \xrightarrow{g} B) \longrightarrow C$ over the graded object by $(h, f): A \oplus B \longrightarrow C$, this is a morphism of complexes for

$$
\begin{aligned}
(h, f)\left(\begin{array}{cc}
d_{A} & 0 \\
g & d_{B}
\end{array}\right) & =\left(h \circ d_{A}+f \circ g, f \circ d_{B}\right) \\
d_{C}(h, f) & =\left(d_{C} \circ h, d_{C} \circ f\right)
\end{aligned}
$$

and from the definition of $f$ and (13) these expressions coincide.
As above the simple of $F$ is $A[1] \oplus B[1] \oplus C$ with differential

$$
\left(\begin{array}{ccc}
d_{A[1]} & 0 & 0 \\
g^{\prime} & d_{B[1]} & 0 \\
h & f & d_{C}
\end{array}\right)
$$

this coincides with the simple of $G$ and the lemma is proved.
Proof of Theorem 4.5. Recall from [5] §8 that for every effective divisor $D$ on the curve $C$ we have a projective bundle $\mathbb{P}(D)$ over $N_{C}(n, d)$ associated to a vector bundle, call $r$ its relative dimension. There is an open immersion $i_{D}: Q_{n, d}^{s s}(D) \hookrightarrow \mathbb{P}(D)$ with complementary closed subset of codimension $c(D) \geq \operatorname{deg}(D)$. From the previous lemma we obtain an isomorphism

$$
h\left(Q_{n, d}^{s s}(D)\right) \simeq \mathrm{s}\left(C_{1}^{\bullet}(-c(D)) \longrightarrow h(\mathbb{P}(D))\right)
$$

where $C_{1}^{\bullet}$ is a complex of effective motives concentrated in negative degree.
If $\operatorname{deg}(D)$ is big enough then $Q_{n, d}^{s s}(D)$ is a non empty open set of the smooth irreducible projective variety $Q_{n, d}(D)$. By the lemma there is a complex of effective motives $C_{2}^{\bullet}$ and an isomorphism

$$
h\left(Q_{n, d}^{s s}(D)\right) \simeq \mathrm{s}\left(C_{2}^{\bullet}(-1) \longrightarrow h\left(Q_{n, d}(D)\right)\right)
$$

Given that $h Q_{n, d}^{s s}(D)$ is defined up to homotopy equivalence we have morphisms of complexes

$$
\begin{equation*}
\left[C_{1}^{\bullet}(-c(D)) \longrightarrow h(\mathbb{P}(D))\right] \stackrel{g^{\bullet}}{\stackrel{g^{\bullet}}{\leftrightarrows}}\left[C_{2}^{\bullet}(-1) \longrightarrow h\left(Q_{n, d}(D)\right)\right] \tag{14}
\end{equation*}
$$

with $f^{\bullet} \circ g^{\bullet} \sim I d$ and $g^{\bullet} \circ f^{\bullet} \sim I d$.
Next recall that the natural projection $\pi: \mathbb{P}(D) \longrightarrow N_{C}(n, d)$ provides with a monomorphism of motives $\pi^{*}: h N_{C}(n, d) \longrightarrow h \mathbb{P}(D)$ with a natural retraction given by $R=\pi_{*} \circ \overline{c_{1} \mathcal{O}_{\mathbb{P}(D)}(1)^{r}}$ : $h \mathbb{P}(D) \longrightarrow h N_{C}(n, d)$. Clearly $\pi^{*}$ defines a morphism of complexes

$$
\begin{gather*}
h N_{C}(n, d)  \tag{15}\\
\pi^{*} \mid \\
\longrightarrow h \mathbb{P}(D)
\end{gather*}
$$

The key point now is that if $\operatorname{deg}(D)$ is big enough then

defines a morphism of complexes. This is so because if $C_{1}^{-1}=(X, p)$

$$
\begin{aligned}
R \circ d \in & \operatorname{Hom}_{\mathcal{M}_{k}^{+}}\left(C_{1}^{-1}(-c(D)), h N_{C}(n, d)\right) \subset \operatorname{Hom}_{\mathcal{M}_{k}^{+}}\left(h X(-c(D)), h N_{C}(n, d)\right) \simeq \\
& \simeq C H^{c(D)+\operatorname{dim} X}\left(X \times N_{C}(n, d)\right)=0
\end{aligned}
$$

This last group being zero for dimensional reasons. Therefore (15) is a monomorphism. Composing this monomorphism with the homotopy equivalence (14) gives another monomorphism with retraction given by $R \circ g$.

$$
\begin{aligned}
& h N_{C}(n, d) \\
& f^{0} \circ \pi^{*} \mid \\
& h Q_{n, d}(D)
\end{aligned}
$$

Therefore $R \circ g \circ f^{0} \circ \pi^{*} \sim I d_{h N_{C}(n, d)}$. But as $h N_{C}(n, d)$ is concentrated in degree zero we have $R \circ g \circ f^{0} \circ \pi^{*}=I d_{h N_{C}(n, d)}$, this implies that $f \circ \pi^{*}: h N_{C}(n, d) \longrightarrow h Q_{n, d}(D)$ is a monomorphism. By Theorem 4.2 the motive of this lies in the tensor category generated by $h^{1}(C)$ and $\mathbb{L}$. The result follows.
4.4. The motivic Poincaré polynomial of the moduli space. The following proposition is a motivic version of the classical recursion for the Betti numbers of the moduli space (c.f. [22], [23], [14] and [1]). The reader will note that no perfection arguments are needed in this context.

Proposition 4.9. We have the following recursion formula

$$
\chi Q_{n, d}=\sum_{\mathbf{n}, \mathbf{d}} \chi Q_{\mathbf{n}, \mathbf{d}}^{s s}\left(-\sum_{i<j}\left(n_{i} d_{j}-n_{j} d_{i}+n_{i} n_{j}(g-1)\right)\right),
$$

where the $(\mathbf{n}, \mathbf{d})=\left(\left(n_{1}, d_{1}\right), \cdots,\left(n_{l}, d_{l}\right)\right)$ run over the Shatz polygons.
Proof. Let $D$ be an effective divisor. Consider the Shatz stratification $Q_{n, d}(D)=\cup Q_{\mathbf{n}, \mathbf{d}}^{s s}(D)$. Call $F(D)$ the union of the strata, $Q_{\mathbf{n}, \mathbf{d}}^{s s}$, that are not smooth or not of codimension $c(\mathbf{n}, \mathbf{d})$. By Proposition 5.2.(3) in [5] $F(D)$ is a closed subvariety of codimension greater than $\operatorname{deg} D-c$ (where $c$ is a constant independent of $D$ ) so by corollary 4.7

$$
\chi Q_{n, d}(D)-\chi\left(Q_{n, d}(D)-F(D)\right) \in \mathbb{1}(-\operatorname{deg} D+c) \cdot K_{0} \mathcal{M}_{k}^{+} .
$$

If $Q_{\mathbf{n}_{1}, \mathbf{d}_{1}}^{s s}(D), \ldots, Q_{\mathbf{n}_{k}, \mathbf{d}_{k}}^{s s}(D)$ are the smooth strata of the right codimension then by corollary 4.7 we have

$$
\chi\left(Q_{n, d}(D)-F(D)\right)=\sum_{j=1}^{k} \chi Q_{\mathbf{n}_{j}, \mathbf{d}_{j}}^{s s}(D)\left(-c\left(\mathbf{n}_{j}, \mathbf{d}_{j}\right)\right) .
$$

The proposition now follows by taking the limit as $\operatorname{deg} D \rightarrow \infty$.

We now proceed to invert this motivic recursion by using the work of Laumon and Rapoport ([28]). As in [28] if $x$ is a real number we note by $\langle x\rangle$ its decimal part, that is, its representative modulo $\mathbb{Z}$ in $[0,1)$.

To apply the inversion procedure of Laumon and Rapoport we first notice that the integers $\left\langle\delta_{P}^{Q}, \alpha^{\vee}\right\rangle$ and $n_{P}$ introduced in [28] (section 2) are in fact in $2 \mathbb{Z}$ in the case of vector bundles. This observation allows one to state and prove a version of theorem 2.4 in [28] substituting $\mathbb{Z}[[t]]$ by $\mathcal{K}$ and $t^{m\left(P, \nu_{P}^{\prime}\right)}$ by $\mathbb{1}\left(\frac{m\left(P, \nu_{P}^{\prime}\right)}{2}\right)$.

We now introduce some notation to state the inversion theorem in the special case of vector bundles. The standard parabolic subgroups of $G L_{n} k$ can be identified with the set $\mathcal{P}_{n}$ of partitions of $n$ in sum of positive integers. There is a natural partial order in $\mathcal{P}_{n}$, $\mathbf{n}^{\prime}=\left(n_{1}, \cdots, n_{s}\right) \subset \mathbf{n}=\left(n_{1}, \cdots n_{l}\right)$ whenever there exist integers $0=k_{0}<\cdots<k_{l}$ with $n_{k_{i}+1}^{\prime}+\cdots+n_{k_{i+1}}^{\prime}=n_{i+1}$ for each $i \in\{0, \cdots, l-1\}$. Define the function $\ell: \mathcal{P}_{n} \rightarrow \mathbb{N}$ to be the length of a partition.

Given an integer $d$ let $\mathcal{P}_{n, d}$ be the set $\left\{(\mathbf{n}, \mathbf{d}) \mid \mathbf{n} \in \mathcal{P}_{n}, \mathbf{d} \in \mathbb{Z}^{\ell(\mathbf{n})}, \sum d_{i}=d\right\}$. We set $\left(\mathbf{n}^{\prime}, \mathbf{d}^{\prime}\right) \subset(\mathbf{n}, \mathbf{d})$ whenever $\mathbf{n}^{\prime} \subset \mathbf{n}$ and in the previous notation $d_{k_{i}+1}^{\prime}+\cdots+d_{k_{i}+1}^{\prime}=d_{i}$ for $i \in\{0, \cdots, l-1\}$.

Set $m(\mathbf{n}, \mathbf{d})=\sum_{i<j} n_{i} n_{j}\left[\left(\frac{d_{j}}{n_{j}}-\frac{d_{i}}{n_{i}}\right)+g-1\right]$. If $\mathbf{n}^{\prime} \subset \mathbf{n}$ define $\tau_{\left(\mathbf{n}^{\prime}, \mathbf{d}^{\prime}\right)}^{\mathbf{n}}$ to be 1 if $\frac{d_{k_{i}+1}}{n_{k_{i}+1}}>\cdots>$ $\frac{d_{k_{i+1}}}{n_{k_{i+1}}}$ for each $i \in\{0, \cdots, l-1\}$ and 0 otherwise. Note that $\tau_{\mathbf{n}, \mathbf{d}}^{n}=1$ if and only if $(\mathbf{n}, \mathbf{d})$ is a Shatz polygon.

Then given $M$, a $\mathcal{K}$-module, complete with the $\mathbb{1}(-1)$-adic topology, we have
Theorem 4.10. ([28], 2.4) For each function $f: \mathcal{P}_{n} \rightarrow M$ there is a unique function $\widehat{f}$ : $\mathcal{P}_{n, d} \rightarrow M$ such that

$$
f(\mathbf{n})=\sum_{\left(\mathbf{n}^{\prime} \mathbf{d}^{\prime}\right) \subset(\mathbf{n}, \mathbf{d})} \tau_{\left(\mathbf{n}^{\prime}, \mathbf{d}^{\prime}\right)}^{\mathbf{n}} \widehat{f}\left(\mathbf{n}^{\prime}, \mathbf{d}^{\prime}\right) \mathbb{1}\left(m(\mathbf{n}, \mathbf{d})-m\left(\mathbf{n}^{\prime}, \mathbf{d}^{\prime}\right)\right)
$$

for any d. The value of $\widehat{f}$ on the maximal element of $\mathcal{P}_{n, d},(n, d)$, is given by

$$
\begin{aligned}
& \sum_{\mathbf{n} \in \mathcal{P}_{n}}(-1)^{\ell(\mathbf{n})-1} f(\mathbf{n})\left(\prod_{j=1}^{\ell(\mathbf{n})} \frac{1}{1-\mathbb{1}\left(-n_{j}-n_{j+1}\right)}\right) \\
& \cdot \mathbb{1}\left(-\sum_{i<j} n_{i} n_{j}(g-1)-\sum_{j=1}^{\ell(\mathbf{n})-1}\left(n_{j}+n_{j+1}\right)\left\langle-\frac{n_{1}+\cdots+n_{j}}{n} d\right\rangle\right) .
\end{aligned}
$$

Theorem 4.11. If $n$ and $d$ are coprime, the motivic Poincaré polynomial of $N_{C}(n, d)$ is

$$
\begin{aligned}
& \sum_{s=1}^{n} \sum_{\substack{n_{1}+\cdots+n_{s}=n \\
n_{i} \in \mathbb{N}}}(-1)^{s-1} \frac{\left((\mathbb{1}+\mathbb{1})^{h^{1} C}\right)^{s}}{(\mathbb{1}-\mathbb{1}(-1))^{s-1}} \prod_{j=1}^{s} \prod_{i=1}^{n_{j}-1} \frac{(\mathbb{1}+\mathbb{1}(-i))^{h^{1} C}}{(\mathbb{1}-\mathbb{1}(-i))(\mathbb{1}-\mathbb{1}(-i-1))} . \\
& \cdot \prod_{j=1}^{s-1} \frac{\mathbb{1}}{\mathbb{1}-\mathbb{1}\left(-n_{j}-n_{j+1}\right)} \cdot\left(-\sum_{i<j} n_{i} n_{j}(g-1)-\sum_{i=1}^{s-1}\left(n_{i}+n_{i+1}\right)\left\langle-\frac{n_{1}+\cdots+n_{j}}{n} d\right\rangle\right) .
\end{aligned}
$$

Proof of theorem 4.11. Apply the previous theorem to the $\mathcal{K}$-module $\mathcal{K}$. If $\mathbf{n}=\left(n_{1}, \cdots, n_{l}\right)$, choose any $d_{i} \in \mathbb{Z}$ and set

$$
f(\mathbf{n})=\prod_{i=1}^{l} \chi Q_{n_{i}, d_{i}}
$$

which is independent of the $d_{i}$.
Then theorem 4.10 combined with proposition 4.9 and proposition 4.4.1 yield the following expression for $\chi Q_{n, d}^{s s}$

$$
\begin{aligned}
& \sum_{\left(n_{1}, \cdots, n_{s}\right) \in \mathcal{P}_{n}}(-1)^{s-1} \prod_{i=1}^{s}\left(\frac{(\mathbb{1}+\mathbb{1})^{h^{1} C}}{\left(\mathbb{1}-\mathbb{1}\left(-n_{i}\right)\right)} \prod_{j=1}^{n_{i}} \frac{(\mathbb{1}(-i)+\mathbb{1})^{h^{1} C}}{(\mathbb{1}-\mathbb{1}(-i))^{2}}\right) . \\
& \cdot\left(\prod_{i=1}^{s-1} \frac{\mathbb{1}}{\mathbb{1}-\mathbb{1}\left(-n_{i}-n_{i+1}\right)}\right)\left(-\sum_{i<j} n_{i} n_{j}(g-1)-\sum_{i=1}^{s-1}\left(n_{i}+n_{i+1}\right)\left\langle-\frac{n_{1}+\cdots+n_{i}}{n} d\right\rangle\right)
\end{aligned}
$$

If $n$ and $d$ are coprime, dividing by $\frac{1}{1-1(-1)}$ yields the formula for $\chi N_{C}(n, d)$ in the statement of the theorem.

## 5. Applications

5.1. Hodge theory. In this subsection we assume the base field to be embeddable in the complex numbers.

Corollary 5.1. The Poincaré-Hodge polynomial of $N_{C}(n, d)$ is

$$
\begin{aligned}
& \sum_{n_{1}+\cdots+n_{\ell}=n}(-1)^{\ell-1} \frac{\left((1+x)^{g}(1+y)^{g}\right)^{\ell}}{(1-x y)^{\ell-1}} \prod_{j=1}^{\ell} \prod_{i=1}^{n_{j}-1} \frac{\left(1+x^{i} y^{i+1}\right)^{g}\left(1+x^{i+1} y^{i}\right)^{g}}{\left(1-x^{i} y^{i}\right)\left(1-x^{i+1} y^{i+1}\right)} . \\
\cdot & \prod_{j=1}^{\ell-1} \frac{1}{1-(x y)^{n_{j}+n_{j}+1}} \cdot(x y)^{\sum_{i<j} n_{i} n_{j}(g-1)+\sum_{i=1}^{\ell-1}\left(n_{i}+n_{i+1}\right)\left\langle-\frac{n_{1}+\cdots+n_{j}}{n} d\right\rangle} .
\end{aligned}
$$

Proof. We apply the morphism $P_{x y}: \mathcal{K} \longrightarrow \mathbb{Z}[[x, y]]$ to the expression in Theorem 4.11. As $P_{x y}$ is a ring morphism we just need to evaluate $P_{x y}(\mathbb{L})$ and $P_{x y}\left(\left(\mathbb{1}+\mathbb{L}^{n}\right)^{h^{1}(C)}\right)$. Clearly $P_{x y}(\mathbb{L})=x y$. From definition 2.3 and the additivity of $P_{x y}$

$$
P_{x y}\left(\left(\mathbb{1}+\mathbb{L}^{n}\right)^{h^{1}(C)}\right)=\sum_{i} P_{x y}\left(\lambda^{i} h^{1}(C)\right)\left(x^{n} y^{n}\right)^{i} .
$$

If we replace the $x^{n} y^{n}$ coming from $\mathbb{L}^{n}$ by an indeterminate $T$ we have

$$
\begin{aligned}
\sum_{i} P_{x y}\left(\lambda^{i} h^{1} C\right) \cdot T^{i} & =\sum_{i} \sum_{p+q=i} \operatorname{dim} H^{p, q}(\operatorname{Jac} C, \mathbb{C}) x^{p} y^{q} \cdot T^{i} \\
& =P_{T x, T y}(\operatorname{Jac} C)=(1+T x)^{g}(1+T y)^{g}
\end{aligned}
$$

Therefore we have shown that

$$
P_{x y}\left(\mathbb{1}+\mathbb{L}^{n}\right)^{h^{1} C}=\left(1+x^{n+1} y^{n}\right)^{g}\left(1+x^{n} y^{n+1}\right)^{g} .
$$

This proves the corollary.
Let $\mathcal{L}$ be a line bundle of degree $d$ and note $N_{C}(n, \mathcal{L})$ the moduli space of stable vector bundles over $C$ of rank $n$ and determinant isomorphic to $\mathcal{L}$. We can recover the following result of Narasimhan and Ramanan from the previous corollary.

Corollary 5.2. ([32]) The $\chi_{y}$-genus of $N_{C}(n, \mathcal{L})$ is given by

$$
\left(\frac{1+(-1)^{n-1} y^{n}}{1-y} \prod_{i=1}^{n-1}\left(1+y^{i}\right)^{2}\right)^{g-1}
$$

In particular, both the signature and Euler characteristic of $N_{C}(n, \mathcal{L})$ are zero.
We now consider the category of absolute Hodge motives as defined in [13]. We note $\mathcal{M}_{k}^{A H}$ the category of absolute Hodge motives and $h_{A H}: \mathcal{V}_{k} \longrightarrow \mathcal{M}_{k}^{A H}$ the motivic functor.

Corollary 5.3. ([6], [7]) Let $\sigma$ be an embedding of an algebraically closed field $k$ in $\mathbb{C}$, then a $\sigma$-Hodge cycle on $N_{C}(n, d)$ is an absolute Hodge cycle.

Proof. By Theorem $4.5 h_{A H}\left(N_{C}(n, d)\right)$ lies in the tannakian category generated by $h_{A H}(C)$.
The result is then a consequence of Theorem 6.25 in [13].
5.2. Finite fields. Let $C$ be a curve defined over the finite field with $q$ elements, $\mathbb{F}_{q}$.

Corollary 5.4. The number of points of $N_{C}(n, d)$ over a finite field of $q$ elements is given by

$$
\begin{aligned}
& \sum_{s=1}^{n} \sum_{\substack{n_{1}+\cdots+n_{s}=n \\
n_{i} \in \mathbb{N}^{*}}}(-1)^{s-1} \frac{\left(\# \operatorname{Jac}(C)\left(\mathbb{F}_{q}\right)\right)^{s}}{(1-q)^{s-1}} \prod_{j=1}^{s} \prod_{i=1}^{n_{j}-1} \zeta_{C}(-i) . \\
& \cdot \prod_{j=1}^{s-1} \frac{1}{1-q^{n_{j}+n_{j+1}}} \cdot q^{\sum_{i<j} n_{i} n_{j}(g-1)+\sum_{i=1}^{s-1}\left(n_{i}+n_{i+1}\right)\left\langle-\frac{n_{1}+\cdots+n_{j}}{n} d\right\rangle} .
\end{aligned}
$$

Proof. By a result of Grothendieck ([19]) there exists a smooth projective scheme, $\mathcal{C}$, over the spectrum of a complete local ring of characteristic zero with residue field $\mathbb{F}_{q}, S$, whose special fibre is isomorphic to $C$. We shall note the generic fibre of this scheme by $C_{0}$.

By Theorem 1.1 one can construct a scheme $N_{\mathcal{C}}(n, d)$ smooth and projective over with generic fibre $N_{C_{0}}(n, d)$ together with a morphism $N_{\mathcal{C}}(n, d) \times_{S} \operatorname{Spec}\left(\mathbb{F}_{q}\right) \longrightarrow N_{C}(n, d)$ that induces a bijection on the sets of $\mathbb{F}_{q}$-points. We write $N^{\prime}=N_{\mathcal{C}}(n, d) \times{ }_{S} \operatorname{Spec}\left(\mathbb{F}_{q}\right)$.

Fix a prime $\ell$ not dividing $q$. The base change theorems shows that there is a natural isomorphism $H^{*}\left(N^{\prime} \otimes_{\mathbb{F}_{q}} \overline{\mathbb{F}}_{q}, \mathbb{Q}_{\ell}\right) \simeq H^{*}\left(N_{C_{0}}(n, d) \otimes_{K} \bar{K}, \mathbb{Q}_{\ell}\right)$ equivariant with respect to the actions of the Galois groups. In particular $\# N_{C}(n, d)\left(\mathbb{F}_{q}\right)=\# N^{\prime}\left(\mathbb{F}_{q}\right)=\nu_{q}^{1}\left(\chi\left(N^{\prime}\right)\right)$ is equal to $\nu_{q}^{1}\left(\chi\left(N_{C_{0}}(n, d)\right)\right)$ which can be computed with the aid of Theorem 4.11.

Given that $\nu_{q}^{t}: \mathcal{K} \longrightarrow \mathbb{Q}_{e}[[t]]$ is a ring morphism, we see from the expression in Theorem 4.11 that it is only necessary to evaluate $\nu_{q}^{t}$ on $\mathbb{L}$ and $(\mathbb{1}+\mathbb{L})^{h^{1}\left(C_{0}\right)}$. Clearly $\nu_{q}^{t}(\mathbb{L})=\operatorname{Tr}\left(\left.\operatorname{Fr}\right|_{\mathbb{Q}_{\ell}(-1)}\right)=$ $q t^{2}$.

Call $\omega_{1}, \ldots, \omega_{2 g}$ be the eigenvalues of the geometric Frobenius morphism acting on $H^{1}\left(C \otimes_{\mathbb{F}_{q}}\right.$ $\left.\overline{\mathbb{F}}_{q}, \mathbb{Q}_{\ell}\right)$ and set $P_{1}(t)=\prod_{t=1}^{2 g}\left(1-\omega_{i} t\right)$. Then we have

$$
\begin{aligned}
\nu_{q}^{t}\left(\mathbb{1}+\mathbb{L}^{n}\right)^{h^{1} C_{0}} & =\sum_{i} \operatorname{Tr}\left(\left.\operatorname{Fr}\right|_{\wedge^{i} H^{1}\left(\bar{C}, \mathbb{Q}_{\ell}\right)(-n i)}\right) t^{i+2 n i} \\
& =\sum_{i} \sum_{j_{1}<\cdots<j_{i}} \omega_{j_{1}} \cdots \omega_{j_{i}} q^{n i} t^{(2 n+1) i}=P_{1}\left(q^{n} t^{2 n+1}\right)
\end{aligned}
$$

The result now follows by recalling that $\zeta_{C}(-s)=\frac{P_{1}\left(q^{s}\right)}{\left(1-q^{s}\right)\left(1-q^{s+1}\right)}$.

### 5.3. On some conjectures.

5.3.1. Hodge and Tate conjectures. Recall that in each cohomology theory there are cycle class morphisms $c l_{i}: C H^{i}(X) \longrightarrow H^{2 i}(X)$ for each $X \in \mathrm{Ob} \mathcal{V}_{k}$. These can be extended to Chow motives.

Definition 5.5. 1. Define the function $P_{A}: K_{0} \mathcal{M}_{k}^{+} \longrightarrow \mathbb{Z}[t]$ by $P_{A}([M], t)=\sum_{i} \operatorname{dim} \operatorname{Im}$ $\left(c l_{i}: C H^{i}(M) \longrightarrow H^{2 i}(M)\right) \cdot t^{i}$ for $M$ an effective motive.
2. If $k=\mathbb{C}$ and $H^{*}$ singular cohomology define the function $P_{H}: K_{0} \mathcal{M}_{k}^{+} \longrightarrow \mathbb{Z}[t]$ by $P_{H}([M], t)=\sum_{i} \operatorname{dim}\left(H^{2 i}(M, \mathbb{Q}) \cap H^{i, i}(M, \mathbb{C})\right) \cdot t^{i}$ for $M$ an effective motive.
3. If $k$ is finitely generated over $\mathbb{Q}$ and $H^{*}$ is $\ell$-adic cohomology define the function $P_{T}$ : $K_{0} \mathcal{M}_{k}^{+} \longrightarrow \mathbb{Z}[t]$ by $P_{T}([M], t)=\sum_{i} \operatorname{dim}\left(H^{2 i}(M)(i)^{G a l(\bar{k} \mid k)}\right) \cdot t^{i}$ for $M$ an effective motive.
It is immediate that for $? \in\{A, H, T\} P_{?}(\cdot, t)$ is an additive function and that for every integer $k$ we have $P_{?}(m(-k), t)=P_{?}(m, t) \cdot t^{k}$. This allows one to extent it to a function on $\mathcal{K}$.

The Hodge (resp. Tate) conjecture for a variety $X$ is equivalent to the equality $P_{A}(\chi(X), t)=$ $P_{H}(\chi(X), t)$ (resp. $\left.P_{A}(\chi(X), t)=P_{T}(\chi(X), t)\right)$. In more generality one can state the Hodge or Tate conjecture for motives or elements of $\mathcal{K}$ as follows:

Definition 5.6. We say the Hodge (resp. Tate) conjecture holds for $m \in \mathcal{K}$ if $P_{A}(m, t)=$ $P_{H}(m, t)\left(\right.$ resp. $\left.P_{A}(m, t)=P_{T}(m, t)\right)$. We say either of these conjectures holds for $M \in O b \mathcal{M}_{k}^{+}$ whenever it does for $[m]$.

Remark 5.7. Let $M$ and $N$ be effective motives and $n \in \mathbb{N}$. It is easy to prove that the Hodge (resp. Tate) conjecture holds for $M$ and $N$ (resp. for $M$ ) if and only if it holds for $M \oplus N$ (resp. $M(-n)$ ).

Our main result here is the following elementary propagation principle.
Theorem 5.8. The elements of $\mathcal{K}$ that verify the Hodge (resp. Tate) conjecture are a sub-$\mathbb{Z}[[\mathbb{L}]]$-module.
Proof. Clearly the elements of $\mathcal{K}$ that verify the Hodge (resp. Tate) conjecture are the kernel of the map

$$
P_{A}(\cdot, t)-P_{H}(\cdot, t): \mathcal{K} \longrightarrow \mathbb{Z}[[t]]
$$

(resp. $\left.P_{A}(\cdot, t)-P_{T}(\cdot, t)\right)$. As we have remarked, this is an additive map. It is also a map of $\mathbb{Z}[[\mathbb{L}]]$ modules if we consider $\mathbb{Z}[[t]]$ as a $\mathbb{Z}[[\mathbb{L}]]$-module via the natural isomorphism $\mathbb{Z}[[\mathbb{L}]] \longrightarrow \mathbb{Z}[[t]]$. The result follows

The following corollary shows that the Hodge or Tate conjectures for the moduli spaces, $N_{C}(n, d)$, can be reduced to the study of these conjectures on certain abelian varieties.

Corollary 5.9. If the Hodge (resp. Tate) conjecture holds for the $n$-th power of the jacobian, $\mathrm{Jac}(C)^{n}$, then it also holds for $N_{C}(n, d)$.

Proof. By Shermenev and Künneman we know there is a decomposition of the form $h(\operatorname{Jac} C) \simeq$ $\oplus \lambda^{i}\left(h^{1}(C)\right)$. The Künneth formula yields

$$
h\left(\operatorname{Jac}(C)^{n}\right)=\bigoplus_{i_{1}, \ldots, i_{n}} \lambda^{i_{1}} h^{1}(C) \otimes \cdots \otimes \lambda^{i_{n}} h^{1}(C)
$$

We are assuming the Hodge (resp. Tate) conjecture to hold for $\mathrm{Jac}(C)^{n}$ so by remark 5.7 the same assumption holds for the motives $\lambda^{i_{1}} h^{1}(C) \otimes \cdots \otimes \lambda^{i_{n}} h^{1}(C)$. But Theorem 4.11 states that $\chi\left(N_{C}(n, d)\right)$ lies in the $\mathbb{Z}[[\mathbb{L}]]$-module generated by these motives. The result now follows from the previous theorem.

Given that the Hodge conjecture holds for the general jacobian we recover the following result of Biswas and Narasimhan:

Corollary 5.10. ([8]) The Hodge conjecture for $N_{C}(n, d)$ holds for the general curve.
5.3.2. Standard conjecture of Lefschetz type. In this subsection we shall use motives with respect to a given homological equivalence (see [36]), $\mathcal{M}_{k}^{\text {hom+. }}$. From the definition of $\mathcal{M}_{k}^{\text {hom }}{ }^{\text {it }}$ is immediate to see that the function $P_{A}$ defined above gives a function on $K_{0} \mathcal{M}_{k}^{\text {hom+ }}$ and on its completion along $\mathbb{L}$ which we shall note $\mathcal{K}^{\text {hom }}$.

We start by extending this conjecture to elements of $\mathcal{K}^{\text {hom }}$. The standard conjecture of Lefschetz type $A$ is equivalent to the equality of polynomials $P_{A}\left(\chi(X)^{\vee}, t^{-1}\right)=P_{A}(\chi(X), t)$. More generally we conjecture that for every $m \in K_{0} \mathcal{M}_{k}^{\text {hom }}$ :
$\mathbf{A}(\mathbf{m}): P_{A}\left(m^{\vee} ; t^{-1}\right)=P_{A}(m ; t)$.
Note that the function $f(m)=P_{A}\left(m^{\vee} ; t^{-1}\right)-P_{A}(m ; t)$ is additive and verifies $f(m(-k))=$ $f(m) \cdot t^{k}$. This serves to prove that for $m, n \in K_{0} \mathcal{M}_{k}^{\text {hom }+}$ and $k \in \mathbb{N} A(m+n)($ resp. $A(m(k)))$ holds if $A(m)$ and $A(n)$ do (resp. $A(m)$ does). It also shows that the statement $\mathbf{A}(\mathbf{m})$ makes sense for $m \in \mathcal{K}^{h o m}$.

Recall that the general standard conjecture of Lefschetz type implies that the Künneth components of the diagonal are algebraic. In other words $B(X) \Leftarrow C(X)$. Therefore for such a variety we have a unique decomposition $h(X)=\oplus h^{i}(X)$ descending to the usual one in cohomology.

Our main result here is the following propagation principle.
Theorem 5.11. Let $X_{1}, \ldots, X_{n} \in \mathrm{Ob} \mathcal{V}_{k}$ verify the standard conjecture of Lefschetz type $B$. Let $X \in \mathrm{Ob} \mathcal{V}_{k}$ be such that $\chi(X)$ lies in the sub- $\mathbb{Z}[[\mathbb{L}]]$-algebra of $\mathcal{K}$ generated by $h^{i}\left(X_{j}\right)$. then $B(X)$ holds.

Proof. By [25] we know that $A(X \times X) \Rightarrow B(X)$, therefore it is enough to see that for an $X$ as in the statement of the theorem,$A(X)$ holds. For such an $X$ we have that $\chi(X)$ is a sum of elements of the form

$$
a \cdot\left[h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right)\right](-m), \quad a \in \mathbb{Z}, \quad m \in \mathbb{N} .
$$

As we have remarked it is enough to prove that $A$ holds for motives of the form

$$
\begin{equation*}
h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right) . \tag{16}
\end{equation*}
$$

Set $i=i_{1}+\cdots+i_{r}$. By lemma 5.12 we have an isomorphism of motives

$$
h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right) \simeq\left(h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right)\right)^{\vee}(-i) .
$$

Taking $A^{i / 2}$

$$
\begin{aligned}
A^{i / 2}\left(h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right)\right) & \simeq A^{i / 2}\left(\left(h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right)\right)^{\vee}(-i)\right) \\
& \simeq A^{-i / 2}\left(\left(h^{i_{1}}\left(X_{j_{1}}\right) \otimes \cdots \otimes h^{i_{r}}\left(X_{j_{r}}\right)\right)^{\vee}\right)
\end{aligned}
$$

As $A^{i / 2}$ is the only nonzero cycle class space of (16) $A$ follows.
Lemma 5.12. Let $X$ verify the standard conjecture $B$. Then $h^{i}(X) \simeq h^{i}(X)^{\vee}(-i)$ for all $i$.
Proof. By taking into account the natural isomorphism

$$
h^{i}(X)^{\vee} \simeq h^{2 \operatorname{dim} X-i}(X)(-\operatorname{dim} X)
$$

we may assume that $i \leq \operatorname{dim} X$. Let $L$ be the Chern class of an ample line bundle on $X$. We claim that the morphism 'multiplication by $L^{\operatorname{dim} X-i}$,

$$
\begin{equation*}
\overline{L^{\operatorname{dim} X-i}}: h^{i}(X) \longrightarrow h^{2 \operatorname{dim} X-i}(X)(\operatorname{dim} X-i) \simeq h^{i}(X)^{\vee}(-i) \tag{17}
\end{equation*}
$$

(see [36] 2.1 for the notation) is an isomorphism.
From the assumption on $X$ we have a morphism of motives

$$
\overline{\Lambda^{\operatorname{dim} X-i}}: h^{2 \operatorname{dim} X-i}(X)(\operatorname{dim} X-i) \longrightarrow h^{i}(X)
$$

The claim follows from the fact that the cohomology functor from motives with respect to homological equivalence to vector spaces is faithful. From standard Lefschetz theory $\Lambda^{2 \operatorname{dim} X-i} \circ$ $L^{2 \operatorname{dim} X-i}$ (resp. $L^{2 \operatorname{dim} X-i} \circ \Lambda^{2 \operatorname{dim} X-i}$ ) is the identity on $H^{i}(X)$ (resp. on $H^{2 \operatorname{dim} X-i}(X)$ ), by faithfulness $\overline{\Lambda^{2 \operatorname{dim} X-i}} \circ \overline{L^{2 \operatorname{dim} X-i}}=I d$ and $\overline{L^{2 \operatorname{dim} X-i}} \circ \overline{\Lambda^{2 \operatorname{dim} X-i}}=I d$ so (17) is an isomorphism as claimed.

We can now prove that the standard conjecture of Lefschetz type $B$ holds for our moduli spaces. This has already been proved over the field of the complex numbers by I. Biswas and M.S. Narasimhan by monodromy techniques ([8]).

Corollary 5.13. The standard conjecture of Lefschetz type $B$ holds for $N_{C}(n, d)$.
Proof. By theorem 4.11 the motivic Poincaré polynomial $\chi\left(N_{C}(n, d)\right)$ lies in the sub- $\mathbb{Z}[[\mathbb{L}]]$ algebra of $\mathcal{K}$ generated by $\lambda^{i} h^{1}(C)$ for $i \in\{0, \ldots, 2 g\}$.

The Corollary now follows from the previous Theorem taking in account that conjecture $B$ is true for $\operatorname{Jac}(C)$ as is shown in [25].
5.3.3. Semisimplicity of Galois actions. Let $k$ be finitely generated extension of $\mathbb{Q}$. The absolute Galois group $G a l(\bar{k} \mid k)$ acts on the $\ell$-adic cohomology of any variety defined over $k$. In the case the variety is smooth and projective such action is conjectured to be semisimple by Grothendieck and Serre.
Proposition 5.14. For coprime $n$ and $d$ the action of the Galois group $G a l(\bar{k} \mid k)$ on $H^{*}\left(N_{C}(n, d) \otimes_{k}\right.$ $\left.\bar{k}, \mathbb{Q}_{e}\right)$ is semisimple.
Proof. Theorem 4.5 shows that $h\left(N_{C}(n, d)\right)$ lies in the tensor category generated by $h^{1}(C)$ and $\mathbb{L}$. This implies that the $\operatorname{Gal}(\bar{k} \mid k)$-module $H^{*}\left(N_{C}(n, d) \otimes_{k} \bar{k}, \mathbb{Q}_{\ell}\right)$ is a subobject of a sum of $\operatorname{Gal}(\bar{k} \mid k)$-modules of the type $H^{1}\left(C \otimes_{k} \bar{k}, \mathbb{Q}_{\ell}\right)^{\otimes n} \otimes \mathbb{Q}_{\ell}(-1)^{\otimes m}$ with $n, m \in \mathbb{N}$.

A result of Faltings ([15] Chapter IV) implies that the $\operatorname{Gal}(\bar{k} \mid k)$-module $H^{1}\left(C \otimes_{k} \bar{k}, \mathbb{Q}_{\ell}\right)$ is semisimple. The result follows.
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