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For a given Markoff process characterized by a set of transition probability densities 

there exists another process with time reversed (the retrodictive vs predictive process in the 

theory of measurements) such that any one of them multiplied by a single-event density 

may be symmetric with respect to an interchange of the events expressed as space-time 

variables, yielding a joint probability density. It is shown how this time-reversed process 

can be constructed by means of the generating operator of the associated evolution equation, 

and the basic properties with explicit applications to master equations and Fokker-Planck 

equations. Onsager's microscopic reversibility is reformulated on this basis. Possible sym. 

metries concerning time-correlation functions under the Markoffian law is summarized in 

comparion with the Kubo formula. In the application to Fokker-Planck equations, the 

Onsager-Machlup most probable paths are extended to general type of diffusion processes, 

and it is shown that the present method corresponds to a gauge transformation in dynamics 

of a charged particle which leaves its paths invariant. 

§ 1. Introduction 

Reciprocity has been a fundamental subject in the theory of irreversible proces­

ses, since Onsager initiated the approach to the problem based on the consideration 

of microscopic reversibility.!) The Onsager relations for a linear dissipative sys­

tem in an external magnetic field @, given by L~,( -8) =L,~(@), have since been 

discussed in a number of papers. Kubo's general linear response theory•> among 

them provided an accurate statistical-mechanical foundation of these relations, ex­

pressing the microscopic reversibility in the time correlation functions between 

Hamiltonian-driven dynamical variables. 

Recently, the interests have been revised in connection with the statistical 

mechanics for non-equilibrium or open systems far from equilibrium conditions. 

Van Kampen discussed a possibility of extending the relations straightforwardly 

to the nonlinear regime of flux-force equations.3> Another systematic approach has 

been developed by using equations of evolutions for probability densities based on 

the theory of Markoff processes.4> An interesting finding in the latter approach 

has been that the microscopic reversibility as represented by a form of detailed 

balance condition (or its equivalent) is a situation rather restrictive for such non­

equilibrium states: There exist a number of important examples of violation such 

as complex optical systems and chemical reactions. A typical non-trivial system, 

a single-mode laser, is a special example for which the potential condition equiva­

lent to the reversibility is well satisfied, as discussed by Graham and Haken. 5> 
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On the Construction of a Time-Reversed Markoff Process 91 

This led Tomita and his associates to investigate actively the so-called "irreversible 

circulation" phenomena. 6 l~sl On the other hand, Hepp has very recently pointed 

out that the detailed balance should be originated, when an open system is formulat­

ed as a small dynamical system coupled weakly with several large reservoirs, from 

the Kubo-Martin-Schwinger (KMS) condition for the reservoirs irrespective of 

the usual time-reversal operation and hence that the Onsager relations result with­

out recourse to the microscopic reversibility. 9l 

In this paper, we propose a formal scheme to construct a time-reversed set 

of evolution equations in place of the microscopic reversibility in the theory of 

Markoff processes. The idea is originated from Nelson.10l This is to give an 

answer to the question how to connect an elementary solution of e.g., a Fokker­

Planck equation "smoothly" to the one in the opposite time direction. A more 

explicit illustration of the problem is given in § 2. Needs for such a scheme are, 

firstly, to contribute to a new method of stochastic approach to non-equilibrium 

states by means of trajectories and, secondly, to establish Onsager's principle 

for a joint probability density from quite a general standpoint. *l In § 3 we present 

the method, where a notable dual structure between a process and its time-reversed 

one is demonstrated. Applications are made in § 4 to a master equation and a 

Fokker-Planck equation. For the latter example the scheme is shown to have a 

close analogy to a gauge transformation in the classical dynamics for a charged 

particle in electromagnetic fields, such that the proposed scheme assures the in­

variance of the equations of motion for the Onsager-Machlup deterministic trajec­

tories12l (the so-called "most probable paths"). It will be usefull for studies of 

irreversible circulations, where Graham and Haken's potential condition5l is ex­

plicitly violated. The microscopic reversibility is thus reformulated from the pres­

ent standpoint in § 5. Hepp's remark is incorporated into the scheme. In the 

final section all the possible symmetry relations regarding the Markoffian correlation 

functions are summarized. 

§ 2. Simple illustration 

Let us consider a Gaussian-Markoff process in one-dimension corresponding to 

a simple exponential damping (Smoluchowski process): 

dx 
dt = -rx' r>O. (2·1) 

A probability density with which the underlying Brownian motion 1s averaged to 

yield above damping law 1s given by13l 

(2·2) 

*l A part of this work has been submitted by the present author to Prog. Theor. Phys.11l A 
comprehensive treatment is in preparation. 
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92 H. Hasegawa 

for 

(2· 2a) 

In fact, the dynamical variable x is averaged over the ensemble such that 

(2. 3) 

which obeys the same equation of motion as (2 ·1). More generally, one can 

write for any physical quantity f(x) 

(2·4) 

As is well-known, the function P in (2 · 2) represents an elementary solution of 

a Fokker-Planck equation 

(2. 5) 

with the initial condition 

</J(x. t=O) =o(x-x0 ). (2·6) 

Denoting the linear operator on tjJ on the right-hand side of Eq. (2·5) by Jl­

( regarded as the adjoint of A defined in Eq. (2 · 8)). we can write 

-<f(x))= f(x)-P(xlxo: t)dx= f(x) (A+P) (x)dx d s= f) s= 
dt -= i)t -= 

=fA"" ((Af)P) (x)dx=<(Af) (x)), (2. 7) 

\vhich enables us to express the evolution equation in the form 

(2·8) 

Clearly, the Fokker-Planck equation (2 · 5) by itself tells nothing about its 

solution in the negative side of time t<O which may or may not continue to the 

form (2 · 2). On the other hand, the damping behaviour given by Eq. (2 ·1) is 

considered as a consequence of continual fluctuations in the underlying open system, 

and sometimes it is desirable to inquire into such fluctuations in the past. 

What one expects physically is that the dynamical variable x should be damped 

in the opposite time-direction as well after a lapse of long time from present to 

Past. On this physical ground, one may look at the evolution equation for the 

dynamical quantity f(x) (t<O) by reversing the sign of the derivative operation, 

thus 

(2·9) 
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On the Construction of a Time-Reversed Jifarkoff Process 93 

This equation, called Kolmogoroff's backward equation, is necessarily related to 

the forward equation ( 2 · 5): 

(2 ·10) 

because its elementary solution with the initial condition (2 · 6) can be expressed 

in terms of Pin (2·2), so that41 ' 51 

f(xt,:r 0 )=P(.r0 ;-t), t<O. (2 ·11) 

Ho·wever, there is in general no guarantee of connecting the elementary solution 

of the time-reversed F-P equation 

- iJ<j;* = "+,j, 
.._f-1. 'fl*' 

iJt 
(2 ·12) 

with the above P. 

It is a detailed balance condition that makes it possible to relate the two 

solutions of Eqs. (2 ·10) and (2 ·12) \'ia the backward solution (2 ·11). To see 

this, let us recall the special relation satisfied between the two linear differential 

operators A and A+, namely (a kind of canonical transformation by an operator 

Po 101) 

11 = Po - 1 A • Po , (2 ·13) 

\vhere Po 1s the steady-state solution of Eq. (2 · 5): 

(2 ·13a) 

We can then set, for a solution of Eq. (2 ·12), 

(2 ·14) 

by virtue of Eqs. (2·9), (2·13) and (2·13a). In particular, the elementary solu­

tion of Eq. (2 ·12) with the initial condition 

(2 ·15) 

can be expressed by means of the expression (2 ·11) as 

P (x[x · t) =P(x [x· -t) x Po(x) . * o, 0 ' ( ) 
Po Xo 

(2 ·16) 

This last equation shows a sort of detailed balance, but not in the sense of Graham­

and Haken, 51 since it does not involve the time-reversal operation on the dynamical 

variables. 

The existence of the relation (2 ·13), a special privilege for the simplicity of 

the present example (equivalent to saying that the operator A .. is symmetrizable), 

cannot be expected generally. Ho,vever, we may consider the relation (2 ·16) as 

more fundamental than (2 ·13): in other words, there exists a general ground 
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94 H. Hasegawa 

that Eq. (2 ·16) holds without recourse to the symmetrizability (2 ·13). In the 

following we will show this assertion. 

§ 3. General scheme 

We formulate the problem, starting with two sets of equation of evolution 

each consisting of the one for a probability density and its adjoint with the time­

derivative operation reversed, as motivated by the foregoing argument. The first 

set of equation reads: 

For the second set, we write 

- fJj =Af. 
fJt 

(3·1) 

(3 ·1') 

(3 ·2) 

(3. 2') 

The two linear operators A* and A*+ must in some way be related to A and 

A+, as an extension of Eq. (2 ·13), which we now seek. 

These operators should satisfy the conditions: 

i) A+ and A are both dissipative operators. 

ii) A1 =0 (vanishing, when operated on unity). 

The condition i) demands that the operators A+ and A are of negative character, *l 

so that 

[A+<J!, </1]<0 and [Aj,J]<O (3·3) 

for any semi-scalar produce•> (expressed as a square bracket) definable in the 

respective <f!- and !-spaces just as the usual scalar product in a Hilbert space. The 

condition ii) is the physical requirement that the total probability (integral of <P) 

is time-independent, normalizable to unity. 

We now show that the following procedure will give an answer for finding 

A*+ and A*. We multiply <f! by a certain element, which we designate as e- 8 , and 

try to produce an evolution equation for e- 8 </J with the aid of Eqs. (3 ·1), (3 ·1'): 

where I denotes the identity operator. We assume that e-8 is a continuous, dif-

*> See Note added in proof 1. 
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On the Construction of a Time-Reversed Markoff Process 95 

ferentiable function for t and, furthermore, e- 0 </J is a linear operation on the space 

of </J. Hence, the operator 

A - -9A+ 9 f)() I 
9=e e --

f)t 
(3·4) 

generates a time evolution of e- 0 </J in the + direction. 

conditions, i) and ii). The latter condition reads 

Let it satisfy the two 

Denoting e0 by p0, we have 

(3·5) 

Thus, there exists a positive solution Po of Eq. (3 ·1) which enables us to write 

with a real (} as 

p0 =e0 (or ()'=log Po). (3·6) 

Also, with this e0 , we have for the second evolution equation 

which generates a time evolution in the - direction, the generator being iden­

tified with A 0 + by virtue of Eq. (3 · 4), i.e., 

A +- 9A -9 f)(} I 
9 -e e -- . 

f)t 
(3 ·4') 

In order to see condition i), i.e., the dissipative property of the transformed opera­

tors A 0 and A 0 +, let us consider a semi-scalar product [A0 + </J*, </J*] and also [A0f*' 

f*] in the transformed spaces of </J* = e0f and f* = e-0</J, respectively: 

[A9 +¢*, ¢*] = [Af, e29f]- [ ~~ f, e29f], 

[Aef *' f *] = [A+¢, e-29¢] - [ ~~ ¢, e-29¢ J. 

Since e20 (e- 20 ) is a positive quantity, an expression [g, e20f] ([cp, e- 20</J]) can be 

regarded as another semi-scalar product in the f-(</J-) space. Therefore, the dis­

sipative conditions for A 0 + and A 0 reduce to 

with any semi-scalar product in the f- and </J-spaces, respectively. In particular, 
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96 H. Hasegawa 

if Po IS the steady-state solution for which fJp0 /3t = 0, the inequalities in (3 · 7) are 

assured by the dissipative conditions for L1 and A.+, (3 · 3). 

The above result is now summarized: 

(1) The time-reversed evolution equations (3~ 2), (3 · 2') with property 

ii) can be established by setting 

A*+= PoAPo -I- (A+ Po) I' 

Po 

A*= Po-!A +po- (A +Po) I' 
Po 

(3. 8) 

(3. 8') 

where Po is an arbitrary solution of ap0jfJt = il+ Po· If further, Po is the steady­

state solution A+p0 =0, the generating ojJerators A*+ and A* may also have 

Property i). Their solutions may be obtained from the original evolution equa­

tions (3·1), (3·2) by 

if;*= Pof, f * = .1!_ · (3· 9) 
Po 

We next show that our scheme has a dual structure. That is, schematically 

Thus, we have the following: 

(2) The process of time-reversing (A+, A)~(A* +,A*) has a reflexive pro­

perty 

where the Po satisfies not only 

fJpo =A +Po 
()t 

but also the time-reversed equation 

For the proof we operate with A*·c given by (3 · 8) on Po to obtain 

A* +p0 = Po (A1) -A +Po= 0 -A +p0 =- fJpo , 
fJt 

(3 ·10) 

(3 ·11) 

(3 ·11') 

by virtue of property ii) and Eq. (3 ·11). Thus, we substitute A* and A*+ for 

.A. and A+, respectively, on the right-hand sides of Eqs. (3 · 8), (3 · 8') to get 

(.c1*) * and (A*+)*' in such a way that 

(A ) -p -!A +p- (A* +po) I * *- 0 * 0 ----

Po 
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On the Construction of a Time-Reversed lvfarkoff Process 97 

=fl- (A +Po) I+ _(A +£o)_I =A 

Po Po 

and similarly 

which proYes the relations in (3 ·10). Also, the two relations given 111 (3 · 9) 

themselves complement the reflexivity of solutions: <f; = Pof* = (</;*)*, and f =(/J*/ Po 

= (f*)*. Tbis completes the proof. 

§ 4. Applieation to a master equation and a .Fokker-Planek equation 

4A. Alaster equation 

_j}_cjJ(xt) = SA+(xx')cjJ(x't)dx' 
ut 

= S (W(xx')cjJ(-r't)- W(x'x)cjJ(xt))dx', 

-· fJ -f (xt) = sf (x' t) A (x'x) dx' 
ut 

= S (f(x't) -f(xt)) W(x'x)dx'. 

(4 ·1) 

( 4 ·1') 

The kernel representation of the operator A is expressed by a transition probability 

rate W(>O) as 

"'i(.c'.:r) = ~Ll + (xx') = W(xx') -!J(x -x') S W(x" x)dx" . (4·2) 

Formula (3 · 8') is now used to obtain the expression for Li* (xx') as follows: 

A*(xx') =-1-. -(A+(xx')p0 (x')- JPo(x")A(x"x)dx"o(x-x')) 
Po (x) 

_ W( ') Po (x') 
-- XX 

Po (x) 
0 (x -x') S W (x" x) Po (x") dx". 

Po (x) 
(4 ·3) 

This shows that the time-reversed master equation associated with Eqs. ( 4 ·1). 

( 4 ·1') may be represented as 

_ _j}_cjJ*(xt) = Jcw*(xx')cjJ*(x't)- W*(x'x)cjJ*(xt))dx', 
at 

_j}_f* (xt) = s (f* (x't) -f* (xt)) w* (x'x)dx'' 
(Jt . 

where the transition probability rate is given by 

(4·4) 

( 4. 4') 

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/p
tp

/a
rtic

le
/5

5
/1

/9
0
/1

8
5
5
4
2
7
 b

y
 g

u
e
s
t o

n
 2

0
 A

u
g
u
s
t 2

0
2
2



98 H. 1-Iasegawa 

W*(x'x) =W(xx') X Po(x') 
Po (x) 

(4·5) 

The result implies that the transition probability rate W is to be transformed by 

Po just as the transition probability density P, where Po (xt) is one solution of Eq. 

( 4 ·1) in accordance with the general prediction. In the above, the t-dependence 

of Po is not explicitly indicated. If it is actually t-independent, it must be a steady­

state, i.e., 

S (W(xx') Po(x')- W(x' x) Po (x)) dx' =0. (4·6) 

4B. Fokker-Planck equation 

(4 ·7) 

a a I a ( a ) --f(xt) =v~'--f,--- DP.--1 , 
at ax!' ax!' ax. 

( 4. 7') 

where the summation convention of dummy suffix has been used. In Eqs. ( 4 · 7), 

(4·7'), the vector v~ and the tensor D,,. are the drift velocity and the diffusion 

coefficients, respectively, and may be in general space-time functions. The diffusion 

tensor D,,. is of a symmetric, non-negative type (D""u"u.>O for any real vector 

u~). There must exist some condition imposed also on the drift velocity v" for 

stable solutions, which we will not go into here. 

The transformations defined in Eqs. (3 · 8), (3 · 8') are performed on the dif­

ferential operators for the Fokker-Planck eqations (4·7), (4·7'), i.e., 

m the following manner: 

and 

(4·8) 

Thus, by setting e 8 = p0 , we have 
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On the Construction of a Time-Reversed Markoff Process 99 

(4·9) 

where 

(4·9a) 

and therefore .. 

(4 ·10) 

_1_ f * (xt) = v*~'_a_f *+_a_( D 1'•_1_ f *). 
at axl' axl' ax. 

(4·10') 

This shows that the time-reversed transformation affects only the drift velocity Vp. 

in the first-order part to change in such second order differential operators, as 

given by Eq. ( 4 · 9a). 

We now show that the above transformation makes the "most probable path" 

of Onsager and Machlup12> invariant. The Onsager-Machlup Lagrangian with 

which the Fokker-Planck equation ( 4 · 7) is associated can be deduced either by a 

method of path integrals or by the following consideration: That is, when it is 

assumed to have the form 

the "scalar potential" U can be fixed so that the resulting backward equation may 

have a trivial solution f = 1, as shown in ( 4 · 7'). The result yields explicitly 

(4 ·12) 

L ( . t) - 1 n-1 ( . ) ( . ) + 1 av I' x,x -- '"" xl'-vl' x.-v. ---, 
4 2 ax~' 

(4·11') 

where D- 1 stands for the inverse of D so that D-;}D.~.=ottl.· This Lagrangian 

exhibits a property of covariance, when the velocity components change analogously 

to the gauge transformation in electrodynamics, such that the substitution 

- a(} 
U-->;U=U--

at 
(4 ·13) 

induces 

*> This result conforms to the OM Lagrangian obtained by Graham•> apart from two addi­

tional terms in the latter, which is originated from the transformation from Cartesian to a curvili­

neal coordinates in the latter treatment. See also Note added in proof 2. 
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100 I-1. Hasegawa 

(4·13') 

By virtue of the special relation between U and v~ (the "scalar" and "vector" 

potentials, respectively) expressed as ( 4 ·12), however, the transformation demands 

that the gauge function f) must satisfy a certain partial differential equation: Only 

the satisfaction of such an equation may admit the transformed Lagrangian L to be 

of the form in ( 4 ·13') and hence L- L to be equal to df} / dt, which makes the 

resulting equation of motion for trajectories invariant. 

There are in general two classes of such transformation: the one preserving, 

and the other reversing, the direction of time. In the first class the transformed 

Lagrangian is given by 

L- ( . t) _ 1 D-1 C.· _ ) C .. _ ) + 1 av" 
X, X -- /J.V Xp-Vp Xv--Vv ---

4 2 f)~ 
(4 ·14) 

·with v,, given 111 ( 4 ·13), whereas in the second by 

(4·14') 

with v*~ defined by reversing the sign of v"" i.e., 

- ' 2D fJO v*P= -vP= -·-vJL 1 pv--. 

axv 
( 4 ·15) 

In the latter case, one is ready to observe that the required condition for () IS 

identified with the partial differential equation ( 4 · 8) and that the velocity v*~ in 

(4·15) 'vith the one given in (4·9a) by the use of the relation O=log p0 • 

Therefore, we can say that every Fokker-Planck equation can be characterized 

by a Newtonian equation of motion for its associated Onsager-Machlup trajectories, 

and any two different F-P equations belonging to the same Newtonian can be 

transferred to each other through a gauge transformation of the above-illustrated 

nature. The transformation corresponds physically to a change of the frame of 

description, such as from a static frame to a moving frame discussed by Tomita 

et al. n 

§ 5. The microscopic reversibility 

Let us classify broadly-used terminology ''detailed balance condition" into two 

specified kinds: with and without time-reversal operation on the dynamical variables. 

Let the latter be designated as the first kind and the former as the second kind. 

Detailed balance of the 1st kind. This situation occurs when the following 

condition is met. 

.4*=11. (5 ·1) 

That IS to say, the time-reversed generating operator Js just equal to the original 
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On the Construction of a Time-Rez,ersed lvfarkoff Process 101 

one for a gi\-en l\1arkoff process. This condition \Vhen combined with the fact 

that the auxiliary element Po must satisfy both evolution equations (3 ·11), (3 ·11 ') 

requires thd (a) the (J0 must be a steady-state solution 

(5·2) 

and hence 

(bl (5. 3) 

or. the generating operator 1s symmetrizable, that 1s, 

(5. 3') 

These relations result in the 'sell-knO\vn form 

P(.x (5. 4) 

for the transition probability density P(x]x0 ; t), 1.e., the elementary solution of 

the evolution equation for l/J with the o-type initial condition at t=O. 

Detailed balance of the 2nd kind. The situation can be expressed as 

(5. 5) 

where the operator on the right-hand side, A, 1s defined by the time reversal of 

A to be performed on its dynamical variables. 

Following the notation used by Graham and Haken."J we express the operation 

for each variable as 

(5·6) 

\Yhere 

(5 · 6a) 

according to Case x 11 be even and Case x~" be odd, respectively, with respect to 

the operation. Further, any scalar, vector and tensor function of the variables, 

and consequently, an operator L1 represented in terms of them may have its time­

reversal conjugate such that 

fcx) =f(x) (5·7) 

for a scalar function f(.r), etc. 

Now, Onsager's microscopic reversibility corresponds to the detailed balance of 

the latter kind, and m<JY be expressed formally as follows: 

PotF, = P, ~ Pot=o . (5·8) 

In this expression P, represents the time reversal conjugate and P, the usual 

adjoint, respectively. of the operator P, coexp(llt) Ct>O). Or, by taking its kernel 

representation, we have 

*l The summation conventwn is not meant, when c" Js involved. 
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102 H. I-Iasegawa 

(5· 9) 

Note that in this representation Po need not in general be a steady-state solution, 

but must obey apo/8t =A+ Po=- A+ Po· 

The above reformulation may be applied readily to the foregoing two examples. 

5A. Master equation ( 4 · 1) 

Detailed balance of the 1st kind. 

W(x'x)p0 (x) =W(xx')Po(x'). 

Detailed balance of the 2nd kind. 

W(x' x) Po (xt) = W(xx') Po (x' t). 

5B. Fokker-Planck equation ( 4 · 7) 

Detailed balance of the 1st kind. 

which requires 

f) 
v*"=v"= -v"-+2D"v-log Po 

axv 

__!!___ (D-;;lv~) = ~()- (D;/v,..). 
()xv ax" 

(5·10) 

(5 ·11) 

(5 ·12) 

(5 ·13) 

This is the simple form of what is called the potential condition, allowing a quadra­

ture for the steady-state solution in the form p0 (x) =exp(fxD-;;Jvvdx,,). 

Detailed balance of the 2nd kind. 

&=log Po. (5 ·14) 

Thus, the drift velocity can be decomposed into a reversible and an irreversible 

part, such that vv=v~crJ -+v~w and 

(") v + v f) 
x ' =-"- ----"' = D -log p 

j1 2 "• fJx. o ' 

crJ_ v"-v" Vp =-~~ 

2 

These are inserted into Eq. ( 4 ·10) to get 

fJpo -+-f)-(vt)Po) =0 · 
f)t f)x" 

(5 ·15) 

(5 ·16) 

(5 ·17) 

Further, the time reversal of the Lagrangian l is compared to L in ( 4 ·14'), 

giving the condition for D~v: 

The argument is the same as given by Graham and Haken. 5J It can be said that 
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On the Construction of a Time-Reversed Markoff Process 103 

Eqs. (5 ·15), (5 ·17) and (5 ·18) are the necessary and sufficient condition (Graham 

and Haken's potential condition) for the detailed balance of the second kind to 

hold in the Fokker-Planck equations ( 4 · 7), ( 4 · 7'), which in turn may be sum­

marized to say that the Onsager-l'v1achlup deterministic trajectories are invari­

ant against the time-reversal operation on the dynamical variables. 

We may remark in passing that the detailed balance of the first kind is the 

strongest among others and, according to Hepp, 9l can be resulted from the assump­

tion of the Gibbs equilibrium states for every infinite reservoirs in the weak coupl­

ing treatment of the theory of open systems. 

§ 6. Symmetry relations for Markoffian correlation functions 

We shall define the standard form of a correlation function in the stationary 

Markoff process (the generating operator independent of time) in the following: 

(6·1) 

where P(x[x0 ; t) denotes the transition probability density (from t=O with x=x0 

to t) as before, and Po (x0 ) the steady state. In order to include the time-reversal 

symmetry we consider the function to depend on all the external variables which 

change sign (such as a magnetic field and a Coriolis force) by the time reversal. 

Denoting them by a single parameter @, we write as 

(6·2) 

This expresswn may be compared with Kubo' s (quantum mechanical) correlation 

function2J 

whose symmetry properties have been summarized by 

1) 

2) 

3) 

f!J9t(t, fFJ) =real, 

f[JatC -t, fFJ) =f!Jt9 (t, fFJ), 

f!JatCt, fFJ) =s1saf!Ja1(- t, -fFJ) 

= S/29 f!J19 ( t, - @). 

(6 ° 3) 

(6· 4) 

(6·5) 

(6·6) 

(6·6') 

It is the microscopic reversibility that makes 3) to be valid; more precisely the 

right-hand side of the last equality (6 · 6') equated to the left-hand side: The 

process going from Eq. (6·6) to (6·6') is clue to 2) which does not use the 

reversibility. 

We now show that the symmetry property 2) has a universal nature also 

valid for our Markoffian correlation function defined in (6 · 2) irrespective of the 
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104 II. I--Iasegawa 

reversibility. It is a consequence of the relation satisfied between the transition 

probability density of a process and its time-reversed one in the foregoing general 

procedure, namely 

(6·7) 

and in particular for the stationary process (for which t 0 = 0 without loss of gener­

ality) 

Note that this representation is identical with Ert. (2·16). One can consider the 

relation in Eq. (6 · 7) to define a simultaneous interchange of the space-time vari­

ables (xt) and (x0 t 0) in the product Pp0 , the transition probability density times il 

fixed solution density of the evolution equaiion, so that the subscript on the 

left may be dropped. This in fact makes it possible to assign the product P(J0 as 

a joint probability density in regard to the two events (xt) and (.r0 t 0 ), because it 

should be symmetric with respect to the interchange of events. 

We can now summarize the symmetry relations satisfied by the 1\!larkoffian 

correlation functions (/)91 (t, @) besides 1) and 2) 

3) 

= efeg(jjfg (t, - @), 

(under the detailed balance of the 2nd kind to hold) 

3') (jjaf(t, ®)=(/)arC -t, ®) 

=(/)fg(t, @). 

(under the detailed balance of the 1st kind to hold) 

(6. 9) 

(6. 9') 

(6 ·10) 

(6 ·10') 

A noticeable point here is that the "irreversible circulation" 111 Tomita's investi­

gation6hBJ pertains to a violation of 3) and 3'), for which, however, 2) still holds 

and the relation (6 · 8) gives another representation of what he called "cyclic 

balance". 
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Note added in proof: 1. It IS desirable to establish a simpler criterion for this physical concept of 

"dissipative operator". Recently, Lindblad and also Kisbimoto have studied this problem (to be 

published in Comm. Math. Phys.), obtaining the condition m the form 

A (f') ~2f A (f). 

This can be shown to make the argument in § 3 improved. 

2. After this paper was submitted the author has learned the two established stochastic integratiOn 

schemes viz., "Ito's integral" and "Stratonovich's integral", according to which the OM Lagrangian 

is differently presented in the path-integration formula. Equation (4· 111) as well as the associated 

Fokker-Planck equations in 4B are in the scheme of Stratonovich. For a discussion of the most 

probable path there exists another Lagrangian based on the scheme of Ito. The author is thankful 

to Dr. H. Nakazawa for his illuminating instruction about this matter. 
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