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#### Abstract

We present a method to construct low-density paritycheck (LDPC) codes with low error floors on the binary symmetric channel. Codes are constructed so that their Tanner graphs are free of certain small trapping sets. These trapping sets are selected from the trapping set ontology for the Gallager A/B decoder. They are selected based on their relative harmfulness for a given decoding algorithm. We evaluate the relative harmfulness of different trapping sets for the sum-product algorithm by using the topological relations among them and by analyzing the decoding failures on one trapping set in the presence or absence of other trapping sets. We apply this method to construct structured LDPC codes. To facilitate the discussion, we give a new description of structured LDPC codes whose parity-check matrices are arrays of permutation matrices. This description uses Latin squares to define a set of permutation matrices that have disjoint support and to derive a simple necessary and sufficient condition for the Tanner graph of a code to be free of four cycles.


Index Terms-Error floor, Latin squares, structured low-density parity-check codes, trapping sets.

## I. Introduction

BY now, it is well established that the error-floor phenomenon, an abrupt degradation in the error rate performance of low-density parity-check (LDPC) codes in the high signal-to-noise-ratio (SNR) region, is due to the presence of certain structures in the Tanner graph that lead to decoder failures [1]. For iterative decoding, these structures are known as trapping sets (see [2] for a list of references).

To construct LDPC codes with provably low error floors, it is essential to understand the failure mechanism of the decoders in the high SNR region as well as to fully characterize trapping sets. These prerequisites are met for decoders on the binary

[^0]erasure channel (BEC), in which case trapping sets are known under the notion of stopping sets [3]. For the BEC, the definition of stopping sets is fully combinatorial and the code construction strategy is simply to maximize the size of the smallest stopping set as well as to minimize the number of the smallest stopping sets. Such a level of understanding has not been gained for other channels of interest.

On other channels, such as the binary symmetric channel (BSC) or the additive white Gaussian noise channel (AWGNC), knowledge of trapping sets is far from complete due to the complex nature of iterative decoding algorithms, such as the sum-product algorithm (SPA). As a result, code performance is typically improved by increasing the girth of the Tanner graph [4]-[8]. The basis for these approaches is mostly based on two facts. First, a linear increase in the girth results in an exponential increase of the lower bound on the minimum distance if the code has column weight $d_{\mathrm{v}} \geq 3$ [9]. Second, trapping sets containing shortest cycles in the Tanner graph are eliminated when the girth is increased. In addition, several recent results can be used to justify the construction of a code with large girth: the error correction capability under the bit flipping algorithms was shown to grow exponentially with the girth for codes with column weight $d_{\mathrm{v}} \geq 5$ [10]; and the lower bound on the minimum BSC pseudocodeword weight for linear programming decoding was also shown to increase exponentially with the girth [11]. Notably, this lower bound on the minimum BSC pseudocodeword weight of an LDPC code whose Tanner graph has girth greater than 4 was proven to be tight if and only if the minimum pseudocodeword is a real multiple of a codeword [12]. It is worth noting here that the lower bound on the minimum stopping set size also grows exponentially with the girth for codes with column weight $d_{\mathrm{v}} \geq 3$ [13].

For a given column weight $d_{\mathrm{V}}$, increasing the girth of a Tanner graph requires either increasing the number of variable nodes, thus requiring a longer code, or decreasing the row weight $d_{c}$ and increasing the number of check nodes, which lowers the code rate. In most cases, at a desirable length and code rate, the girth cannot be made large enough for the Tanner graph to be free of the most harmful trapping sets that mainly contribute to decoding failures in the error-floor region. These trapping sets dictate the size of the smallest error patterns uncorrectable by the decoder and hence also dictate the slope of the frame error rate (FER) curve [2]. To preserve the rate while lowering the error floor, a code must be optimized not by simply increasing the girth but rather by more surgically avoiding the most harmful trapping sets.

In this paper, LDPC codes are constructed so that they are free of small harmful trapping sets. We focus our attention on regular column-weight-three codes as these codes allow low decoding complexity but exhibit high error floor if they are not designed properly. A key element in the construction of a code free of trapping sets is the choice of forbidden subgraphs in the Tanner graph, since this choice greatly affects the error performance as well as the code rate. This choice is well determined if the Gallager $\mathrm{A} / \mathrm{B}$ algorithm is used on the BSC since the necessary and sufficient conditions for a code to guarantee the correction of a given number of errors are known [14], [15]. However, for the SPA on the BSC and on the AWGNC, the choice of forbidden subgraphs is not clear since the conditions on a Tanner graph for the code to achieve a given guaranteed error correction capability have not been characterized. In a series of papers [16]-[18], we used the notion of instantons to predict the error floors as well as to study the phenomenon from a statistical mechanics perspective. In [19], we showed how the family of instanton based techniques can be used to estimate and reduce error floors for different decoders operating on a variety of channels. Unfortunately, the instanton search is computationally prohibitive for the construction of moderate length codes, and in this paper, we propose another, simpler, method.

In the absence of a complete understanding of trapping sets for the SPA, the choice of forbidden subgraphs may be derived based on the understanding of trapping sets for simpler decoding algorithms as well as on the intuition gained from experimental results. This is the approach we take in this paper. A basis for removing harmful trapping sets for the SPA is the observation made in [19] that the decoding failures for various decoding algorithms and channels are closely related and that subgraphs responsible for these failures share some common underlying topological structures. These structures are either trapping sets for iterative decoding algorithms on the BSC or larger subgraphs containing these trapping sets.

The method consists of three main steps. First, we develop a database of trapping sets for the Gallager A/B algorithm on the BSC. This database, which is called the trapping set ontology (TSO), ${ }^{1}$ contains subgraphs that are responsible for failures of the Gallager $\mathrm{A} / \mathrm{B}$ decoder and also specifies the topological relations among them. Second, based on the TSO, we determine the relative harmfulness of different subgraphs for the SPA on the BSC by analyzing failures of the decoder on one subgraph in the presence or absence of other topologically related subgraphs. This analysis is performed repeatedly on a number of "test" Tanner graphs, which are intentionally constructed to either contain or be free of specific subgraphs. The relative harmfulness of a subgraph is evaluated based on its effect on the guaranteed correction capability of a code. Finally, a code is constructed so that its Tanner graph is free of the most harmful subgraphs.

We remark that our construction attempts to optimize a code for the SPA on the BSC. Due to much higher complexity, similar analysis on the AWGNC is difficult. However, experimental results show that codes constructed for the BSC also perform

[^1]very well on the AWGNC. It should be noted that in [22], extensive computer simulation and hardware emulation suggest that absorbing sets mainly contribute to error floors of codes under the SPA on the AWGNC. Since absorbing sets are combinatorially similar to trapping sets for the Gallager A/B decoder, our newly constructed codes are also free of some (and probably the most harmful) absorbing sets and hence understandably possess good error performance on the AWGNC. Although absorbing sets were defined in the context of research that dealt with the AWGNC, the failure mechanism of the SPA due to these objects is not understood well enough to suggest an explicit strategy to construct good codes. As a result, optimizing codes for the BSC in order to obtain good performance on the AWGNC remains a reasonable approach.

As the title of this paper indicates, we focus on constructing structured LDPC codes. This is motivated by the fact that these codes are attractive for a number of applications. For example, encoding of quasi-cyclic (QC) LDPC codes can be efficiently implemented using shift registers with linear complexity [23], while decoding can be parallelized by exploiting the block structure of the parity-check matrices [24], [25]. Furthermore, as we show in this paper, symmetry and structure in a Tanner graph can greatly accelerate the trapping set search and enumeration as well as code construction.

To facilitate the discussion on removing trapping sets in structured codes, we give a new description of structured LDPC codes whose parity-check matrices are arrays of permutation matrices. In this description, Latin squares are used to define a set of permutation matrices that have disjoint support and to derive a simple necessary and sufficient condition for the Tanner graph of a code to be free of four cycles. As this description is concise and simple, it facilitates our discussion on the construction of codes free of small trapping sets. Besides, the class of codes to be described is general as it includes many existing structured LDPC codes. The new description also results in certain advantages. For example, the class of codes to be described contains array LDPC codes [26] but also includes higher rate codes than shortened array LDPC codes [4], [27], when the Tanner graphs are required to satisfy certain constraints.

The rest of this paper is organized as follows. Section II presents our TSO for the Gallager A/B decoder. The analytical construction of a code free of trapping sets is difficult, and hence, we resort to an efficient search of the Tanner graph for certain subgraphs. We briefly discuss these search techniques in Section III, with more details given in Appendix A. In Section IV, we describe structured LDPC codes whose parity-check matrices are arrays of permutation matrices obtained from Latin squares. In Section V, we describe, in general, the construction of a code free of certain trapping sets. We present the construction of codes for the Gallager A/B algorithm in Section VI and the construction of codes for the SPA on the BSC in Section VII. In Section VIII, we discuss the performance of a constructed code on the AWGNC and then conclude the paper.

Before proceeding to Section II, we provide some background related to LDPC codes. Let $\mathcal{C}$ denote an $(n, k)$ LDPC code over the binary field $\mathrm{GF}(2) . \mathcal{C}$ is defined by the null space of $H$, an $m \times n$ parity-check matrix of $\mathcal{C}$. $H$ is the biadja-
cency matrix of $G$, a Tanner graph representation of $\mathcal{C}$. $G$ is a bipartite graph with two sets of nodes: $n$ variable (bit) nodes $V=\{1,2, \ldots, n\}$ and $m$ check nodes $C=\{1,2, \ldots, m\}$. A vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a codeword if and only if $\mathbf{x} H^{T}=\mathbf{0}$, where $H^{T}$ is the transpose of $H$. The support of $\mathbf{x}$, denoted as $\operatorname{supp}(\mathbf{x})$, is defined as the set of all variable nodes (bits) $v \in V$ such that $x_{v} \neq 0$. A $d_{\mathrm{V}}$-left-regular LDPC code has a Tanner graph $G$ in which all variable nodes have degree $d_{\mathrm{V}}$. Similarly, a $d_{\mathrm{c}}$-right-regular LDPC code has a Tanner graph $G$ in which all check nodes have degree $d_{c}$. A $\left(d_{v}, d_{c}\right)$-regular LDPC code is $d_{\mathrm{v}}$-left-regular and $d_{\mathrm{c}}$-right-regular. Such a code has rate $R \geq 1-d_{\mathrm{v}} / d_{\mathrm{c}}$ [28]. The degree of a variable node (check node, respectively) is also referred to as the left degree (right degree, respectively) or the column weight (row weight, respectively). The length of the shortest cycle in the Tanner graph $G$ is called the girth $g$ of $G$.

## II. TSO

In this section, we describe our trapping set database known as the TSO. The "ontology" indicates that the database is augmented by the topological relations among the trapping sets. We start with a brief discussion of trapping sets and related objects.

## A. Trapping Sets

Denote by x the transmitted codeword. Consider an iterative decoder and let $\hat{\mathbf{x}}^{l}=\left(\hat{x}_{1}^{l}, \hat{x}_{2}^{l}, \ldots, \hat{x}_{n}^{l}\right)$ be the decision vector after the $l$ th iteration. A variable node $v$ is said to be eventually correct if there exists a positive integer $l_{\mathrm{c}}$ such that for all $l$ with $l \geq l_{\mathrm{c}}, \hat{x}_{v}^{l}=x_{v}$.

Definition 1 [1]: A trapping set for an iterative decoding algorithm is a nonempty set of variable nodes in a Tanner graph $G$ that are not eventually correct. A set of variable nodes $\mathbf{T}$ is called an $(a, b)$ trapping set if it contains $a$ variable nodes and the subgraph induced by these variable nodes has $b$ odd-degree check nodes.

On the BSC, when decoding with the Gallager A/B algorithm, or the bit flipping (serial or parallel) algorithms, trapping sets are partially characterized under the notion of fixed sets. By partially, we mean that these combinatorial objects form a subclass of trapping sets, but not all trapping sets are fixed sets. Fixed sets have been studied extensively in a series of papers [2], [10], [14], [29]. They have been proven to be the cause of the error floor in the decoding of LDPC codes under the Gallager A/B algorithm and the bit flipping algorithms. For the sake of completeness, we give the definition of a fixed set as well as the necessary and sufficient conditions for a set of variable nodes to form a fixed set.

Assume the transmission of the all-zero codeword ${ }^{2}$ over the BSC. With this assumption, a variable node is correct if it is 0 and corrupt if it is 1 . Let $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ be the channel output vector and let $\mathbf{F}(y)$ denote the set of variable nodes that are not eventually correct.

[^2]Definition 2: For transmission over the BSC, $\mathbf{y}^{\prime}$ is a fixed point of the decoding algorithm if and only if there exists a positive integer $l_{\mathrm{f}}$ such that $\operatorname{supp}\left(\mathbf{y}^{\prime}\right)=\operatorname{supp}\left(\hat{\mathbf{x}}^{l}\right)$ for all $l \geq l_{\mathrm{f}}$. If $\mathbf{F}(\mathbf{y}) \neq \emptyset$ and $\mathbf{y}^{\prime}$ is a fixed point, then $\mathbf{F}(\mathbf{y})=\operatorname{supp}\left(\mathbf{y}^{\prime}\right)$ is called a fixed set. A fixed set is an elementary fixed set if all check nodes in its induced subgraph have degree one or two. Otherwise, it is a nonelementary fixed set.
Remark: The classification of fixed sets as elementary and nonelementary fixed sets is identical to the classification of trapping sets as elementary and nonelementary trapping sets in [31].
Theorem 1 [10]: Let $\mathcal{C}$ be an LDPC code with $d_{\mathrm{v}}$-left-regular Tanner graph $G$. Let $\mathbf{T}$ be a set consisting of variable nodes with induced subgraph $\mathbf{I}$. Let the check nodes in $\mathbf{I}$ be partitioned into two disjoint subsets; $\mathbf{O}$ consisting of check nodes with odd degree and $\mathbf{E}$ consisting of check nodes with even degree. Then, T is a fixed set for the bit flipping algorithms (serial or parallel) iff: 1) every variable node in $\mathbf{I}$ has at least $\left\lceil\frac{d_{v}}{2}\right\rceil$ neighbors in $\mathbf{E}$, and 2) no collection of $\left\lfloor\frac{d_{v}}{2}\right\rfloor+1$ check nodes of $\mathbf{O}$ share a neighbor outside $\mathbf{I}$.
Note that Theorem 1 only states the conditions for the bit flipping algorithms. However, it is not difficult to show that these conditions also apply for the Gallager A/B algorithm. A similar characterization of fixed sets for the Gallager $\mathrm{A} / \mathrm{B}$ algorithm is also given in [32].
The harmfulness of a fixed set is determined by its critical number. A fixed set is more harmful if it has a smaller critical number. The critical number of a fixed set is defined as follows.

Definition 3 [29]: The critical number of a fixed set is the minimal number of variable nodes that have to be initially in error for the decoder to end up in the fixed set.
Determining the smallest critical number of fixed sets present in a code or in general determining the weight of the smallest uncorrectable error patterns is a key step for estimating the FER performance of the code in the error-floor region. The problem of estimating the error floor of LDPC codes under hard-decision decoding on the BSC was considered in [29], [32], [33].
Although it has been rigorously proven only that fixed sets are trapping sets for the Gallager $\mathrm{A} / \mathrm{B}$ algorithm and the bit flipping algorithms on the BSC, it has been widely recognized in the literature that the subgraphs of these combinatorial objects greatly contribute to the error floor for various iterative decoding algorithms and channels. The instanton analysis performed in [19] suggests that the decoding failures for various decoding algorithms and channels are closely related and subgraphs responsible for these failures share some common underlying topological structures. These structures are either trapping sets for iterative decoding algorithms on the BSC, of which fixed sets form a subset, or larger subgraphs containing these trapping sets. In [34], the notion of absorbing sets was defined. In odd-column-weight codes, these are sets of variable nodes which satisfy condition 1 of Theorem 1. These authors also defined fully absorbing sets, which are combinatorially identical to fixed sets (in odd-column-weight codes). By hardware emulation, they found that absorbing sets are the main cause of error
floors for the SPA on the AWGNC. Various trapping sets identified by simulation (for example, those in [35] and [36]) are also fixed sets.

From these observations, it is expected that an LDPC code will have good performance in the error-floor region if the corresponding Tanner graph does not contain subgraphs induced by fixed sets. However, it is impossible to construct an LDPC code whose Tanner graph is free of all fixed sets when the length of the code is finite. It is also well known that imposing constraints on a Tanner graph reduces the rate of a code. Clearly, only subgraphs of some fixed sets can be avoided in the code construction. These need to be chosen carefully in order to obtain the best possible error-floor performance while maximizing the code rate.

Before one can attempt to determine the fixed sets that shall be forbidden in the Tanner graph of a code, there are two important issues that need to be addressed. First, a complete list of nonisomorphic fixed sets (up to a proper size) for a given set of code parameters (e.g., column weight and row weight) is needed. This is because the notion of an $(a, b)$ fixed set (trapping set) is not sufficient. Given a pair of positive integers $(a, b)$, there are possibly many fixed sets which induce nonisomorphic subgraphs containing $a$ variable nodes and $b$ odd-degree check nodes. Second, the topological relations among subgraphs induced by fixed sets need to be explored. The importance of these relations is threefold. First, the subgraph induced by a fixed set may be contained in the subgraph induced by another fixed set. In such a case, the absence of one subgraph yields to the absence of the other. Second, these relations help reduce the complexity of the search for subgraphs in a Tanner graph. Finally, these relations reduce the complexity of the analysis to determine the harmfulness of subgraphs.

In Section II-B, we present our database of fixed sets for regular column-weight-three LDPC codes with the special emphasis on their topological relationships. For the sake of simplicity, and because the term "trapping set" is widely used in the literature, we drop the term fixed sets and refer to these objects by the general term trapping sets. Therefore, in the remainder of this paper, a trapping set should not be understood as a set of noneventually correct variable nodes. Instead, it should be understood as a set of variable nodes in a given code with a specified induced subgraph or as a specific subgraph independent of a code (a precise description is given in Section II-B). In this context, we use the term erroneous set to refer to a set of noneventually correct variable nodes. We also remark that in this paper, if a code is said to be free of some trapping sets, then these trapping sets should be understood as trapping sets of the Gallager A/B algorithms.

## B. TSO of Column-Weight-Three Codes for the Gallager $A / B$ Algorithm on the BSC

In the remainder of this paper, we use the following definition of a trapping set.

Definition 4: Trapping sets are fixed sets of the Gallager A/B algorithm, i.e., trapping sets are sets of variable nodes whose induced subgraphs satisfy conditions 1 and 2 of Theorem 1.


Fig. 1. Graphical representation of the $(5,3)\{2\}$ trapping set: (a) Tanner graph representation. (b) Line-point representation.

This slight abuse of terminology is motivated by the desire to use the terminology that is common in the literature.

1) Graphical Representation: The induced subgraph of a trapping set (or any set of variable nodes) is a bipartite graph. In the Tanner graph (bipartite graph) representation of a trapping set, we use "O" to represent variable nodes, " $\square$ " to represent odd-degree check nodes, and " $\square$ " to represent even-degree check nodes. There exists an alternate graphical representation of trapping sets which allows their topological relations to be established more conveniently. This graphical representation is based on the incidence structure of lines and points. In combinatorial mathematics, an incidence structure is a triple $(\mathscr{P}, \mathscr{L}, \mathscr{I})$ where $\mathscr{P}$ is a set of "points", $\mathscr{L}$ is a set of "lines," and $\mathscr{I} \subseteq \mathscr{P} \times \mathscr{L}$ is the incidence relation. The elements of $\mathscr{P}$ are called flags. If $(\mathfrak{p}, \mathfrak{l}) \in \mathscr{I}$, we say that point $\mathfrak{p}$ "lies on" line $\mathfrak{l}$. In this line-point representation of trapping sets, variable nodes correspond to lines and check nodes correspond to points. A point, represented as a circle, is shaded black if it has an odd number of lines passing through it; otherwise, it is shaded white. An $(a, b)$ trapping set is thus an incidence structure with $a$ lines and $b$ black-shaded points. The girth of the line-point representation equals the girth of the associated Tanner graph representation. To differentiate among $(a, b)$ trapping sets that have nonisomorphic induced subgraphs when necessary, we index $(a, b)$ trapping sets in an arbitrary order and assign the notation $(a, b)\{i\}$ to the $(a, b)$ trapping set with index $i$.

Depending on the context, a trapping set can be understood as a set of variable nodes in a given code with a specified induced subgraph or it can be understood as a specific subgraph independent of a code. To differentiate between these two cases, we use the letter $\mathbf{T}$ to denote a set of variable nodes in a code and use the letter $\mathcal{T}$ to denote a type of trapping set which corresponds to a specific subgraph. If the induced subgraph of a set of variable nodes $\mathbf{T}$ in the Tanner graph of a code $\mathcal{C}$ is isomorphic to the subgraph of $\mathcal{T}$ then we say that $\mathbf{T}$ is a $\mathcal{T}$ trapping set or that $\mathbf{T}$ is a trapping set of type $\mathcal{T} . \mathcal{C}$ is said to contain type $\mathcal{T}$ trapping set(s).

Example 1: The $(5,3)\{1\}$ trapping set $\mathcal{T}_{1}$ is a union of a sixcycle and an eight-cycle, sharing two variable nodes. The Tanner graph representation of $\mathcal{T}_{1}$ is shown in Fig. 1(a). The set of odd-degree check nodes is $\left\{c_{7}, c_{8}, c_{9}\right\}$. These check nodes are represented by black-shaded squares. In the line-point representation of $\mathcal{T}_{1}$ which is shown in Fig. 1(b), $c_{7}, c_{8}$, and $c_{9}$ are represented by black-shaded points. These points are the only points that lie on a single line. The five variable nodes $v_{1}, v_{2}, \ldots, v_{5}$ are represented by black-shaded circles in Fig. 1(a). They correspond to the five lines in Fig. 1(b). As an example, the column-
weight-three MacKay random code of length 4095 from [37] has 19617 sets of variable nodes whose induced subgraphs are isomorphic to the subgraph of $\mathcal{T}_{1}$. These sets of variable nodes are $(5,3)\{1\}$ trapping sets.

Remark: To avoid confusion between the graphical representations of trapping sets, we note that the Tanner graph representation of a trapping set always contains $\square$ or $\square$. The line-point representation never contains $\square$ or $\square$. We also note that circles represent variable nodes in a Tanner graph representation but they represent check nodes in a line-point representation. In the remainder of this paper, we only use the line-point representation.
2) Topological Relation: The following definition gives the topological relations among trapping sets.

Definition 5: A trapping set $\mathcal{T}_{2}$ is a successor of a trapping set $\mathcal{T}_{1}$ if there exists a proper subset of variable nodes of $\mathcal{T}_{2}$ that induce a subgraph isomorphic to the induced subgraph of $\mathcal{T}_{1}$. If $\mathcal{T}_{2}$ is a successor of $\mathcal{T}_{1}$ then $\mathcal{T}_{1}$ is a predecessor of $\mathcal{T}_{2}$. Furthermore, $\mathcal{T}_{2}$ is a direct successor of $\mathcal{T}_{1}$ if it does not have a predecessor $\mathcal{T}_{3}$ which is a successor of $\mathcal{T}_{1}$.

Remark: A trapping set $\mathcal{T}$ can have multiple, incomparable predecessors.

If $\mathcal{T}_{2}$ is a successor of $\mathcal{T}_{1}$, then the topological relation between $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ is solely dictated by the topological properties of their subgraphs. In the Tanner graph of a code $\mathcal{C}$, the presence of a trapping set $\mathbf{T}_{1}$ does not indicate the presence of a trapping set $\mathbf{T}_{2}$. If $\mathbf{T}_{1}$ is indeed a subset of a trapping set $\mathbf{T}_{2}$ in the Tanner graph of $\mathcal{C}$, then we say that $\mathbf{T}_{1}$ generates $\mathbf{T}_{2}$; otherwise, we say that $\mathbf{T}_{1}$ does not generate $\mathbf{T}_{2}$.
3) Family Tree of Trapping Sets: The following proposition follows from Theorem 1.

Proposition 1: Every trapping set $\mathcal{T}$ contains at least a cycle. Proof: Assume that $\mathcal{T}$ is a trapping set that does not contain a cycle, i.e., the induced subgraph of $\mathcal{T}$ is a tree. Take any variable node as the root of the tree then the variable nodes which are neighboring to the leaf nodes with largest depth have only one adjacent check node with degree greater than 1 . Therefore, these variable nodes have at least as many odd-degree check nodes as even-degree check nodes. This indicates that $\mathcal{T}$ is not a trapping set, which is a contradiction. Consequently, all trapping sets can be obtained by adjoining variable nodes to cycles.

Remark: Any cycle is a trapping set for regular column-weight-three codes.

We now explain how larger trapping sets can be obtained by adjoining variable nodes to smaller trapping sets. We begin with the simplest example: the evolution of $(5, b)$ trapping sets from the $(4,4)$ trapping set.

Example 2: The line-point representation of a $(5, b)$ trapping set may be obtained by adding one additional line to the line-point representation of the $(4,4)$ trapping set. The new line must pass through exactly three points to conform with the given variable node degree. The process of adding a new line can be considered as the merging of at least one point on the new line with certain points in the line-point representation of the $(4,4)$


Fig. 2. $(5, b)$ trapping sets can be obtained by adding a line to the $(4,4)$ trapping set: (a) $(5,3)\{1\}$ trapping set, (b) $(5,3)\{2\}$ trapping set, and (c) $(5,1)$ trapping set; or by adding a line to the $(4,2)$ trapping set: (d) $(5,1)$ trapping set.
trapping set. We use $*$ to denote the points on the line that are to be merged with points in the line-point representation of the predecessor trapping set. If a black-shaded point is merged with a $*$ point, then they become a single white-shaded point. Similarly, if a white-shaded point is merged with a $*$ point, then the result is a single black-shaded point. Before merging points, one must decide on: 1) the number of the $*$ points on the new line; and 2) which points on the line-point representation of the predecessor trapping set are to be merged with the $\circledast$ points.

Because the merging must ensure that every line passes through at least two white-shaded points, there must be at least two $*$ points on the line to be merged, i.e., there can be two or three $*$ points. It is easy to see that if the girth is at least six, then white points cannot be selected. Consequently, if there are two $\circledast$ points, then there are two distinct ways to select two black-shaded points. The merging, which is demonstrated in Fig. 2(a) and (b), results in two different $(5,3)$ trapping sets. On the other hand, if there are three $*$ points, then there is only one distinct way to select three black-shaded points. The merging, which is demonstrated in Fig. 2(c), results in the $(5,1)$ trapping set. We remark that the line-point representation of the $(5,1)$ trapping set may also be obtained by adding a line to the line-point representation of the $(4,2)$ trapping set, as demonstrated in Fig. 2(d). Note that the $(4,2)$ trapping set is neither a successor nor a predecessor of the $(4,4)$ trapping set.

The evolution of a trapping set from one of its predecessors in a regular-column-weight three code can now be described in a more general setting. Since every trapping set is a direct successor of some trapping set, it is sufficient to only consider the evolution of direct successors from their predecessors. Consider an $(a, b)$ trapping set $\mathcal{T}_{1}$. Since $\mathcal{T}_{1}$ has $a$ variable nodes, its line-point representation contains $a$ lines. Each line has three points lying on it, with at most one point shaded black. There are $b$ black-shaded points, each with an odd number of lines passing through it. An $(a+u, b+z)$ trapping set $\mathcal{T}_{2}$ may be obtained by adding $u$ lines. These $u$ new lines (and the points on them) form an incidence structure and since $\mathcal{T}_{2}$ is a direct successor of $\mathcal{T}_{1}$, this incidence structure is connected. ${ }^{3}$ A successor trapping set $\mathcal{T}_{2}$ is obtained by pairwisely merging the $*$ points with certain points of $\mathcal{T}_{1}$. The evolution of elementary trapping sets from their predecessors is further simplified by the following lemma.

Lemma 1: Let $\mathcal{T}$ be an elementary trapping set. Then, any elementary direct successor of $\mathcal{T}$ can be obtained by pairwisely merging the $*$ points of one of those incidence structures listed in Fig. 3 with certain black-shaded points of $\mathcal{T}$.

## Proof: See Appendix B.

[^3]

Fig. 3. Possible incidence structures formed by $u$ new lines for elementary trapping sets.


Fig. 4. $(5,3)\{1\}$ trapping set and its successors of size less than or equal to 8 in girth-8 LDPC codes. (a) $(5,3)\{2\}$. (b) $(6,2)\{1\}$. (c) $(7,1)\{1\}$. (d) $(8,2)\{1\}$. (e) $(7,3)\{1\}$. (f) $(8,2)\{2\}$. (g) $(8,4)\{1\}$.
4) Examples: For the following examples, let us consider regular column-weight-three LDPC codes of girth $g=8$ and elementary trapping sets.

Example 3: With the evolution of the $(5,3)\{2\}$ trapping set from the $(4,4)$ trapping set presented previously, we show the family tree of $(a, b)$ trapping sets originating from the $(5,3)\{2\}$ trapping set with $a \leq 8$ and $b>0$ in Fig. 4. The derivation of this family tree is explained as follows.

1) Since $a \leq 8$ and $b>0$, only the structures shown in Fig. 3(b)-(d) can be chosen to merge with the $(5,3)\{2\}$ trapping set. Each of these structures have two $\circledast$ points. Due to symmetry, there is only one way of choosing two black-shaded points in the line-point representation of the $(5,3)\{2\}$ trapping set. Merging the line-point representation of the $(5,3)\{2\}$ trapping set with the structures shown in Fig. 3(b)-(d) results in the $(6,2)\{1\}$ trapping set, the $(7,3)\{1\}$ trapping set, and the $(8,4)\{1\}$ trapping set, respectively.
2) Similarly, only the structures shown in Fig. 3(b) and (c) can be chosen to merge with the $(6,2)\{1\}$ trapping set to result in the $(7,1)\{1\}$ trapping set and the $(8,2)\{1\}$ trapping set, respectively.
3) Finally, only the structure shown in Fig. 3(b) can be chosen to merge with the $(7,3)\{1\}$ trapping set. There are two distinct ways to select two black-shaded points in the line-point representation of the $(7,3)\{1\}$ trapping set.


Fig. 5. $(4,4)$ trapping set and its direct successors of size less than or equal to 8 in girth-8 LDPC codes (excluding the $(5,3)\{1\}$ and $(6,4)\{1\}$ trapping sets shown in Figs. 1(b) and 6(a), respectively). (a) $(4,4)$. (b) $(6,4)\{2\}$. (c) $(7,5)\{1\}$. (d) $(7,5)\{2\}$. (e) $(8,6)\{1\}$. (f) $(8,6)\{2\}$. (g) $(8,6)\{3\}$.


Fig. 6. $(6,4)\{1\}$ trapping set and its successors of size less than or equal to 8 in girth-8 LDPC codes. (a) $(6,4)\{1\}$. (b) $(7,3)\{2\}$. (c) $(8,2)\{3\}$. (d) $(7,3)\{3\}$. (e) $(8,2)\{4\}$. (f) $(8,2)\{5\}$. (g) $(8,4)\{2\}$. (h) $(8,4)\{3\}$. (i) $(8,4)\{4\}$.


Fig. 7. Obtaining a larger trapping set by adding lines to a smaller one.

However, one of them leads to a girth violation. The other results in the $(8,2)\{2\}$ trapping set.
Example 4: By selecting two black-shaded nodes in Fig. 5(a) and merging them with two $*$ nodes in Fig. 3(c), a $(6,4)$ trapping set can be obtained. Two distinct ways to select black-shaded nodes result in two different trapping sets: the $(6,4)\{1\}$ trapping set shown in Fig. 6(a) and the $(6,4)\{2\}$ trapping set shown in Fig. 5(b). The merging is demonstrated in Fig. 7(a) and (b). The family tree of ( $a, b$ ) trapping sets originating from the $(6,4)\{1\}$ trapping set with $a \leq 8$ and $b>0$ is illustrated in Fig. 6.

Example 5: In the same manner, other direct successors of the $(4,4)$ trapping set can be generated. Those $(a, b)$ trapping sets with $a \leq 8$ and $b>0$ are shown in Fig. 5. For a more complete list of trapping sets from the TSO, interested readers are referred to [21].

Remarks: A trapping set may originate from different predecessors. For example, the $(6,4)\{2\}$ trapping set is not only a


Fig. 8. All $(a, 0)$ trapping sets where $a \leq 10$ in girth- 8 LDPC codes. (a) $(6,0)\{1\}$. (b) $(8,0)\{1\}$. (c) $(8,0)\{2\}$. (d) $(10,0)\{1\}$. (e) $(10,0)\{2\}$. (f) $(10,0)\{3\}$. (g) $(10,0)\{4\}$. (h) $(10,0)\{5\}$. (i) $(10,0)\{6\}$.
direct successor of the $(4,4)$ trapping set, but also a direct successor of the $(5,5)$ trapping set. The evolution of the $(6,4)\{2\}$ trapping set from the $(5,5)$ trapping set is demonstrated in Fig. 7(c).
5) Codewords: Let $\mathbf{y}$ be a codeword of $\mathcal{C}$ and let $\mathbf{T}=\operatorname{supp}(\mathbf{y})$. Then, $\mathbf{T}$ is an $(a, 0)$ trapping set where $a=|\operatorname{supp}(\mathbf{y})|$. Conversely, $\mathcal{C}$ contains codewords of Hamming weight $a$ if the Tanner graph of $\mathcal{C}$ contains $(a, 0)$ trapping sets. Consequently, $\mathcal{C}$ has $d_{\text {min }}$ as its minimum distance if and only if 1) the Tanner graph of $\mathcal{C}$ contains no $(a, 0)$ trapping set where $a<d_{\text {min }}$ and 2) the Tanner graph of $\mathcal{C}$ contains at least one $\left(d_{\text {min }}, 0\right)$ trapping set. For regular column-weight-three codes, an $(a, 0)$ trapping set is a direct successor of an $(a-1,3)$ trapping set. Therefore, the line-point representation of an ( $a, 0$ ) trapping set may be obtained by pairwisely merging three black-shaded nodes in the line-point representation of an $(a-1,3)$ trapping set with three $*$ nodes in Fig. 3(a). In other words, from a list of all possible $(a-1,3)$ trapping sets, all possible $(a, 0)$ trapping sets can be derived. The line-point representations of all possible $(a, 0)$ trapping sets where $a \leq 10$ of girth-8 codes are shown in Fig. 8. It can be proven easily that all of these trapping sets are elementary.

## III. Searching for Subgraphs in a Tanner Graph

In this section, we briefly describe the main idea behind our techniques of searching for elementary trapping sets from the TSO in the Tanner graph of a regular column-weight-three LDPC code. An efficient search of the Tanner graph for trapping sets relies on the topological relations among trapping sets defined in the TSO and/or carefully analyzing their induced subgraphs. Trapping sets are searched for in a way similar to how they have evolved in the TSO. Recall that by Proposition 1 , the induced subgraph of every trapping set contains at least a
cycle. Therefore, the search for trapping sets begins with enumerating cycles. Also recall that a cycle with $a$ variable nodes is an $(a, a)$ trapping set. After the cycles have been enumerated, they will be used in the search for larger trapping sets. A larger trapping set can be found in a Tanner graph by expanding a smaller trapping set. More precisely, given a trapping set $\mathbf{T}_{1}$ of type $\mathcal{T}_{1}$ in the Tanner graph of a code $\mathcal{C}$, our techniques search for a set of variable nodes such that the union of this set with $\mathbf{T}_{1}$ forms a trapping set $\mathbf{T}_{2}$ of type $\mathcal{T}_{2}$, where $\mathcal{T}_{2}$ is a successor of $\mathcal{T}_{1}$. Our techniques are sufficient to efficiently search for a large number of trapping sets in the TSO, especially for those to be avoided in the code constructions that we will present in subsequent sections. They can be easily expanded to search for other trapping sets as well. Notably, the complexity of the search for trapping sets in the Tanner graph of a structured code can be greatly reduced by utilizing the structural property of its parity-check matrix. Details on the implementation of these techniques are given in Appendix A. An implementation of our search algorithms can be downloaded from [20].

Let us mention other methods of searching for trapping sets in the Tanner graph of a code. It is well known that this problem is NP hard [38], [39]. Previous work on this problem includes exhaustive [40], [41] and nonexhaustive approaches [42], [43]. The main drawback of existing exhaustive approaches is their high complexity. Consequently, constraints must be imposed on trapping sets and on the Tanner graph in which trapping sets are searched for. For example, the method in [40] or [41] can only search for $(a, b)$ trapping sets with $a \leq 11, b \leq 2$ in a Tanner graph with less than 1000 variable nodes. The complexity is much lower for nonexhaustive approaches. However, these approaches cannot guarantee that all trapping sets are enumerated, and hence are not suitable for the purpose of this paper. In [32], an algorithm was proposed for enumerating the smallest weight error patterns uncorrectable by a hard-decision decoder on the BSC instead of enumerating trapping sets. This approach is also not suitable for the purpose of this paper. We remark that our approach of searching for larger trapping sets by expanding smaller ones is also the approach used in a recent work [44].

## IV. Structured LDPC Codes With Permutation Matrices Obtained From Latin Squares

In this section, we give a description of structured LDPC codes whose parity-check matrices are arrays of permutation matrices obtained from Latin squares. The class of codes described in this section is suitable to show our general method of constructing structured LDPC codes free of small trapping sets.

## A. Permutation Matrices From Latin Squares

A permutation matrix is a square binary matrix that has exactly one entry 1 in each row and each column and 0's elsewhere. Our codes make use of permutation matrices that have disjoint support. These sets of permutation matrices can be obtained conveniently from Latin squares.

A Latin square of size $q$ (or order $q$ ) is a $q \times q$ array in which each cell contains a single symbol from a $q$-set $S$, such that each symbol occurs exactly once in each row and exactly once in each
column. A Latin square of size $q$ is equivalent to the Cayley table (or multiplication table) of a quasi-group $\mathcal{Q}$ on $q$ elements (see [45, pp. 135-152] for details).

For mathematical convenience, we use elements of $\mathcal{Q}$ to index the rows and columns of Latin squares and permutation matrices. Let $\mathcal{L}=\left[l_{i, j}\right]_{i, j \in \mathcal{Q}}$ denote a Latin square defined on the Cayley table of a quasi-group $(\mathcal{Q}, \otimes)$ of order $q$. We define $f$, an injective map from $\mathcal{Q}$ to $\operatorname{Mat}(q, q, \operatorname{GF}(2))$, where $\operatorname{Mat}(q, q, \mathrm{GF}(2))$ is the set of matrices of size $q \times q$ over $\mathrm{GF}(2)$, as follows:

$$
\begin{aligned}
f: \mathcal{Q} & \rightarrow \operatorname{Mat}(q, q, \operatorname{GF}(2)) \\
& \alpha \mapsto f(\alpha)=\left[m_{i, j}\right]_{i, j \in \mathcal{Q}}
\end{aligned}
$$

such that

$$
m_{i, j}=\left\{\begin{array}{ll}
1, & \text { if } l_{i, j}=\alpha \\
0, & \text { if } l_{i, j} \neq \alpha
\end{array} .\right.
$$

According to this definition, a permutation matrix corresponding to the element $\alpha \in \mathcal{Q}$ is obtained by replacing the entries of $\mathcal{L}$ which are equal to $\alpha$ by 1 and all other entries of $\mathcal{L}$ by 0 . It follows from the aforementioned definition that the images of elements of $\mathcal{Q}$ under $f$ give a set of $q$ permutation matrices that do not have 1's in common positions. This definition naturally associates a permutation matrix to an element $\alpha \in \mathcal{Q}$ and simplifies the derivation of parity-check matrices that satisfy the row-column $(R C)$ constraint [46], as will be later demonstrated in this section.
Example 6: Let $\mathcal{Q}$ be a quasi-group of order 4 with Cayley table

| $\otimes$ | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 2 | 3 |
| 1 | 1 | 0 | 3 | 2 |
| 2 | 2 | 3 | 1 | 0 |
| 3 | 3 | 2 | 0 | 1 |.

The Latin square obtained from the Cayley table of $\mathcal{Q}$ is

$$
\mathcal{L}=\left[\begin{array}{llll}
0 & 1 & 2 & 3 \\
1 & 0 & 3 & 2 \\
2 & 3 & 1 & 0 \\
3 & 2 & 0 & 1
\end{array}\right]
$$

The injective map $f$ sends elements of $\mathcal{Q}$ to four permutation matrices:

$$
\begin{array}{ll}
f(0)=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right], & f(1)=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
f(2)=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right], & f(3)=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] .
\end{array}
$$

## B. LDPC Codes as Arrays of Permutation Matrices

It is now straightforward to describe an LDPC code whose parity-check matrix is an array of permutation matrices. Let
$\mathcal{W}=\left[w_{i, j}\right]_{1 \leq i \leq \mu, 1 \leq j \leq \eta}$ be a $\mu \times \eta$ matrix over a quasi-group $\mathcal{Q}$, i.e.,

$$
\mathcal{W}=\left[\begin{array}{cccc}
w_{1,1} & w_{1,2} & \cdots & w_{1, \eta}  \tag{1}\\
w_{2,1} & w_{2,2} & \cdots & w_{2, \eta} \\
\vdots & \vdots & \ddots & \vdots \\
w_{\mu, 1} & w_{\mu, 2} & \cdots & w_{\mu, \eta}
\end{array}\right]
$$

With some abuse of notation, let $\mathcal{H}=f(\mathcal{W})=\left[f\left(w_{i, j}\right)\right]$ be an array of permutation matrices obtained by replacing elements of $\mathcal{W}$ with their images under $f$, i.e.,

$$
\mathcal{H}=\left[\begin{array}{cccc}
f\left(w_{1,1}\right) & f\left(w_{1,2}\right) & \cdots & f\left(w_{1, \eta}\right)  \tag{2}\\
f\left(w_{2,1}\right) & f\left(w_{2,2}\right) & \cdots & f\left(w_{2, \eta}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f\left(w_{\mu, 1}\right) & f\left(w_{\mu, 2}\right) & \cdots & f\left(w_{\mu, \eta}\right)
\end{array}\right] .
$$

Then, $\mathcal{H}$ is a binary matrix of size $\mu q \times \eta q$. The null space of $\mathcal{H}$ gives an LDPC code $\mathcal{C}$ of length $\eta q$. The column weight and row weight of $\mathcal{C}$ are $d_{v}=\mu$ and $d_{c}=\eta$, respectively.

Remark: Different permutations of rows and columns of the Latin square $\mathcal{L}$ result in different sets of permutation matrices. These sets of permutation matrices result in different permutations of $\mathcal{H}$ in (2). Since permuting rows and columns of $\mathcal{H}$ only leads to the relabeling of the variable nodes and check nodes of the corresponding Tanner graph, different permutations of rows and columns of the Latin square $\mathcal{L}$ result in equivalent codes. Therefore, a code is completely specified by a quasi-group $\mathcal{Q}$ along with a matrix over $\mathcal{Q}$.

## C. Deriving Parity-Check Matrices That Satisfy the RC Constraint

The Tanner graph of a code $\mathcal{C}$ constructed as above is free of four cycles if and only if its parity-check matrix satisfies the RC constraint. The RC constraint requires that any two rows (columns) of a parity-check matrix have 1's in at most one common position. The following lemma gives the necessary and sufficient conditions on $\mathcal{W}$ such that the matrix $\mathcal{H}$ (in (2)) satisfies the RC constraint.

Lemma 2: Let $w_{i_{1}, j_{1}}, w_{i_{1}, j_{2}}, w_{i_{2}, j_{1}}$, and $w_{i_{2}, j_{2}}$ be entries of $\mathcal{W}$. Then, $\mathcal{H}$ satisfies the RC constraint iff the equations

$$
\begin{array}{ll}
\alpha_{1} \otimes \beta_{1}=w_{i_{1}, j_{1}}, & \alpha_{1} \otimes \beta_{2}=w_{i_{1}, j_{2}} \\
\alpha_{2} \otimes \beta_{1}=w_{i_{2}, j_{1}}, & \alpha_{2} \otimes \beta_{2}=w_{i_{2}, j_{2}}
\end{array}
$$

do not hold simultaneously for any $1 \leq i_{1}, i_{2} \leq \mu ; 1 \leq j_{1}$, $j_{2} \leq \eta ; i_{1} \neq i_{2} ; j_{1} \neq j_{2}$ and any $\alpha_{1} \neq \alpha_{2}, \beta_{1} \neq \beta_{2} \in \mathcal{Q}$.

Proof: We will prove that $\mathcal{H}$ does not satisfy the RC constraint iff the aforementioned equations hold simultaneously for some entries $w_{i_{1}, j_{1}}, w_{i_{1}, j_{2}}, w_{i_{2}, j_{1}}$, and $w_{i_{2}, j_{2}}$ of $\mathcal{W}$ with $i_{1} \neq i_{2}$, $j_{1} \neq j_{2}$ and some $\alpha_{1} \neq \alpha_{2}, \beta_{1} \neq \beta_{2} \in \mathcal{Q}$.
$\mathcal{H}$ does not satisfy the RC constraint if and only if there exist $w_{i_{1}, j_{1}}, w_{i_{1}, j_{2}}, w_{i_{2}, j_{1}}$, and $w_{i_{2}, j_{2}}$ which are entries of $\mathcal{W}$ with $i_{1} \neq i_{2}, j_{1} \neq j_{2}$ such that the matrix

$$
\mathcal{H}_{e}=\left[\begin{array}{ll}
f\left(w_{i_{1}, j_{1}}\right) & f\left(w_{i_{1}, j_{2}}\right) \\
f\left(w_{i_{2}, j_{1}}\right) & f\left(w_{i_{2}, j_{2}}\right)
\end{array}\right]
$$

does not satisfy the RC constraint.


Fig. 9. Row and column indices of the 1 entries in the common positions.

Assume that $\mathcal{H}_{e}$ does not satisfy the RC constraint and let $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathcal{Q}$ be the row indices and the column indices, respectively, of the 1 entries of $\mathcal{H}_{e}$ in the common positions as demonstrated in Fig. 9. From the definition of the map $f$ in Section IV-A, one can see that the equations listed in Lemma 2 hold simultaneously.

Conversely, assume that the aforementioned equations hold simultaneously for some $w_{i_{1}, j_{1}}, w_{i_{1}, j_{2}}, w_{i_{2}, j_{1}}$, and $w_{i_{2}, j_{2}}$ with $i_{1} \neq i_{2}, j_{1} \neq j_{2}$, and some $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathcal{Q}$. Then, the 1 entries of $\mathcal{H}_{e}$ include those with positions shown in Fig. 9. Therefore, $\mathcal{H}_{e}$ does not satisfy the RC constraint.

For the following two corollaries of Lemma 2, $\langle\mathrm{GF}(q),+, \cdot\rangle$ is a Galois field, where $q=p^{\vartheta}, \vartheta \in \mathbb{N} \backslash\{0\}$ and $p$ is prime. Let $\alpha$ be a primitive element of $\operatorname{GF}(q)$. The powers of $\alpha, \alpha^{-\infty} \triangleq 0$, $\alpha^{0}=1, \alpha, \alpha^{2}, \ldots, \alpha^{q-2}$, give all $q$ elements of $\operatorname{GF}(q)$ and $\alpha^{q-1}=1$.

Corollary 1: Let $\mathcal{Q}=\left\{1, \alpha, \ldots, \alpha^{q-2}\right\}$, and let $\otimes$ be the multiplicative operation of $\mathrm{GF}(q)$. The Tanner graph corresponding to $\mathcal{H}$ contains no cycle of length four iff $w_{i_{1}, j_{1}} \cdot w_{i_{2}, j_{2}} \neq w_{i_{1}, j_{2}} \cdot w_{i_{2}, j_{1}}$ for any $1 \leq i_{1}, i_{2} \leq \mu ; 1 \leq j_{1}$, $j_{2} \leq \eta ; i_{1} \neq i_{2} ; j_{1} \neq j_{2}$.

Remark: The LDPC codes obtained when $\mathcal{Q}$ is a multiplicative group of a finite field were proposed under a different formulation in [46].

Corollary 2: Let $\mathcal{Q}=\left\{0,1, \alpha, \ldots, \alpha^{q-2}\right\}$ and let $\otimes$ be the subtractive operation of $\mathrm{GF}(q)$. The Tanner graph corresponding to $\mathcal{H}$ contains no cycle of length four iff $w_{i_{1}, j_{1}}+$ $w_{i_{2}, j_{2}} \neq w_{i_{1}, j_{2}}+w_{i_{2}, j_{1}}$ for any $1 \leq i_{1}, i_{2} \leq \mu ; 1 \leq j_{1}$, $j_{2} \leq \eta ; i_{1} \neq i_{2} ; j_{1} \neq j_{2}$.

Remark: The LDPC codes obtained when $\mathcal{Q}$ is an additive group of a finite field include array LDPC codes [26].

## D. Remarks

For simplicity, all the codes constructed in this paper are derived from the additive group of a finite field, i.e., the codes for which Corollary 2 holds. For any parity-check matrix $\mathcal{H}^{\prime}$ which is an array of permutation matrices, we can permute the rows and columns to obtain $\mathcal{H}$ such that the topmost and leftmost permutation matrices of $\mathcal{H}$ are identity matrices. The matrix $\mathcal{H}$ is, then, the image of a matrix $\mathcal{W}$ under $f$, where entries on the first row and first column of $\mathcal{W}$ are $0 \in \operatorname{GF}(q)$. Therefore, in the rest of this paper, we only consider matrices $\mathcal{W}$ of which elements on the first row and on the first column are zeros. We denote $\mathcal{U}$ as the submatrix of $\mathcal{W}$ such that

$$
\mathcal{W}=\left[\begin{array}{cc}
0 & 0  \tag{3}\\
0 & \mathcal{U}
\end{array}\right]
$$

and then write $\mathcal{H}=f(\mathcal{W})=\bar{f}(\mathcal{U})$.

## V. Construction of Codes Free of Small Trapping Sets

In this section, we give a general method to construct regular LDPC codes free of a given collection of trapping sets. More precisely, codes are constructed so that their Tanner graphs are free of a given collection of subgraphs from the TSO. It is important to note that our method of constructing codes free of small trapping sets can also be applied to construct random codes, although the complexity required to search for trapping sets would be much higher. We organize our discussion by considering two separate problems: 1) determining a collection of forbidden subgraphs, i.e., which subgraphs that should be avoided in the Tanner graph; and 2) constructing a Tanner graph which is free of a given collection of subgraphs.

## A. Determining the Collection of Forbidden Subgraphs

Let us give a general rationale for deciding which trapping sets should be forbidden in the Tanner graph of a code. As previously mentioned, these trapping sets are chosen from the TSO. It is clear that if a predecessor trapping set is not present in a Tanner graph, then neither are its successors. Since the size of a predecessor trapping set is always smaller than the size of its successors, a code should be constructed so that it contains as few small predecessor trapping sets as possible. However, forbidding smaller trapping sets usually imposes stricter constraints on the Tanner graph, resulting in a large rate penalty. This tradeoff between the rate and the choice of forbidden trapping sets is also a tradeoff between the rate and the error-floor performance. While an explicit formulation of this tradeoff is difficult, a good choice of forbidden trapping sets requires the analysis of decoder failures to reveal the relative harmfulness of trapping sets. It has been pointed out that for the BSC, the slope of the FER curve in the error-floor region depends on the size of the smallest error patterns uncorrectable by the decoder [2]. We, therefore, introduce the notion of the relative harmfulness of trapping sets in a general setting as follows.

Relative Harmfulness: Assume that under a given decoding algorithm, a code is capable of correcting any error pattern of weight $\vartheta$ but fails to correct some error patterns of weight $\vartheta+1$. If the failures of the decoders on error patterns of weight $\vartheta+1$ are due to the presence of $\left(a_{1}, b_{1}\right)$ trapping sets of type $\mathcal{T}_{1}$, then $\mathcal{T}_{1}$ is the most harmful trapping set. Let us now assume that a code is constructed so that it does not contain $\mathcal{T}_{1}$ trapping sets and is capable of correcting any error pattern of weight $\vartheta+1$. If the presence of $\left(a_{2}, b_{2}\right)$ trapping sets of type $\mathcal{T}_{2}$ leads to decoding failure on some error patterns of weight $\vartheta+2$, then $\mathcal{T}_{2}$ is the second most harmful trapping set. The relative harmfulness of other trapping sets is determined in this manner.

Remarks: According to the previous discussion, a smaller trapping set might not necessarily be more harmful than a larger one. Besides, for two trapping sets with the same number of variable nodes but with different number of odd-degree check nodes, the one with the smaller number of odd-degree check nodes might not necessarily be more harmful.

Example 7: Let us consider a regular column-weight-three LDPC code of girth 8 on the BSC and assume the Gallager A/B decoding algorithm. Since such a code can correct any error pattern of weight two, we want to find subgraphs whose presence leads to decoding failure on some error pattern of weight
three. Since a code cannot correct all weight-three errors if its Tanner graph either contains $(5,3)\{2\}$ trapping sets or contains $(8,0)\{1\}$ trapping sets, the most harmful trapping sets are the $(5,3)\{2\}$ trapping set and the $(8,0)\{1\}$ trapping set.

To further explain the importance of the notion of relative harmfulness, let us slightly detour from our discussion and revisit the notion of erroneous sets. These are sets of variable nodes that are not eventually correct. It is indeed possible, in some cases, to identify some small erroneous sets in a code by simulation, assuming the availability of a fast software/hardware emulator. Unfortunately, erroneous sets identified in this manner generally have little significance for code construction. This is because the dynamics of an iterative decoder (except the Gallager A/B decoder on the BSC) is usually very complex and the mechanism by which the decoder fails into an erroneous sets is difficult to analyze and is not well understood. Usually, the subgraphs induced by the sets of noneventually correct variable nodes are not the most harmful ones. Although avoiding subgraphs induced by sets of noneventually correct variable nodes might lead to a lower error floor, the code rate may be excessively reduced. A better solution is to increase the slope of the FER curve with the fewest possible constraints on the Tanner graph. This can only be done by avoiding the most harmful trapping sets.

For the Gallager $\mathrm{A} / \mathrm{B}$ algorithm on the BSC , the relative harmfulness of a trapping set is determined by its critical number. Hence, there have been several works in the literature in which the critical numbers of trapping sets are determined and codes are constructed so that the most harmful trapping sets are eliminated. Examples of these works include [2], [29], [47], [48]. Nevertheless, determining the relative harmfulness of trapping sets for other algorithms in general is a difficult problem. The original concept of harmfulness of a trapping set can be found in early works on LDPC codes as well as importance sampling methods to analyze error floors. MacKay and Postol [36] were the first to discover that certain "near codewords" are to be blamed for the high error floor in the Margulis code on the AWGNC. Richardson [1] reproduced their results and developed a computation technique to predict the performance of a given LDPC code in the error-floor domain. He characterized the troublesome noise configurations leading to the error floor using trapping sets and described a technique (of Monte Carlo importance sampling type) to evaluate the error rate associated with a particular class of trapping sets. Cole et al. [49] further developed the importance sampling-based method to analyze error floors of moderate-length LDPC codes, while we used instantons to predict error floors [16]-[18].

The main idea of our method is to determine the relative harmfulness of trapping sets from the TSO for the SPA on the BSC. It relies on the topological relationship among these trapping sets and will be presented in Section VII. Before presenting this method, we describe the construction of codes for the Gallager $\mathrm{A} / \mathrm{B}$ algorithm on the BSC in Section VI.

## B. Construction of a Code by Progressively Building the Tanner Graph

We now give an algorithm to progressively construct a $\left(d_{\mathrm{v}}, d_{\mathrm{c}}\right)$-regular LDPC code whose parity-check matrix is an
array of permutation matrices. Our construction algorithm is inspired by the PEG algorithm [50] and the method in [27]. Let $\mathcal{C}$ be a $(\gamma, \rho)$-regular LDPC code whose parity-check matrix $\mathcal{H}=f(\mathcal{W})$ is an array of permutation matrices. The condition that a Tanner graph is free of a given collection of subgraphs can be understood as a set of constraints imposed on such a Tanner graph. Assume that the Tanner graph $G$ corresponding to $\mathcal{H}$ is required to satisfy a set of constraints. Let $\tau$ denote this set of constraints.

The construction is based on a check and select-or-disregard procedure. The Tanner graph of the code is built in $\rho$ stages, where $\rho$ is the row weight of $\mathcal{H}$ ( $\rho$ is the number of columns of $\mathcal{W}$ ). Usually, $\rho$ is not prespecified, and a code is constructed with the goal of making the rate as high as possible. Although for the class of codes under consideration, one can easily obtain some good lower bounds on the rate, determining the maximum possible rate is beyond the scope of this paper.

At each stage, a set of $|\mathcal{Q}|$ new variable nodes are introduced that are initially not connected to the check nodes of the Tanner graph. Blocks of edges are then added to connect the new variable nodes and the check nodes. Each block of edges corresponds to a permutation matrix and hence corresponds to an element of $\mathcal{Q}$. An element of $\mathcal{Q}$ may be chosen randomly, or it may be chosen in a predetermined order. After a block of edges is tentatively added, the Tanner graph is checked for condition $\tau$. If the condition $\tau$ is violated, then that block of edges is removed and replaced by a different block. The algorithm proceeds until no block of edges can be added without violating condition $\tau$. Details of the construction are given in Algorithm 1. For mathematical convenience, we append a symbol $\psi$ to the quasi-group $\mathcal{Q}$ and define $f(\psi)=Z$, the all-zero matrix of dimension $|\mathcal{Q}| \times|\mathcal{Q}|$. Also, let $\Psi$ be a matrix of size $\gamma \times 1$, where $\gamma$ is the column weight of the code to be constructed. All entries of $\Psi$ are set to $\psi$.

Algorithm 1 Progressively Building the Tanner Graph

```
\(\mathcal{W} \leftarrow \gamma \times 1\) all-zero matrix; \(\rho \leftarrow 1\)
while \(w_{\gamma, \rho} \neq \psi\) do
    \(\mathcal{W} \leftarrow[\mathcal{W} \quad \Psi] ; S \leftarrow \mathcal{Q} \backslash\{0\} ; i \leftarrow 1 ; \rho \leftarrow \rho+1 ;\)
    while \(S \neq \emptyset \& i \leq \gamma\) do
        if \(i=1\) then
            \(w_{i, \rho}=0 ; i \leftarrow i+1 ;\)
        else
            \(w_{i, \rho} \leftarrow \xi \in S ;\{\xi\) can be chosen randomly or it can
            be chosen in a predetermined order. \(\}\)
            if \(f(\mathcal{W})\) satisfies \(\tau\) then
                \(i \leftarrow i+1 ;\)
            end if
            \(S \leftarrow S \backslash\{\xi\} ;\)
        end if
    end while
end while
```

$\underline{\rho \leftarrow \rho-1 \text {; Delete the last column of } \mathcal{W}}$
The complexity of the algorithm grows exponentially with the column weight. The speed of a practical implementation of
the algorithm also depends strongly on how the condition $\tau$ is checked on a Tanner graph. However, for small column weights, say 3 or 4, and small to moderate code lengths, the algorithm is well handled by state-of-the-art computers. For example, with the searching techniques described in Section III, the construction of a $(790,555)$ code which has girth 8 , minimum distance at least 12 and which does not contain either $(6,2)$ or $(8,2)$ trapping sets takes less than 20 seconds on a 2.3 GHz computer.

## Remarks:

1) It is worth mentioning that an alternative approach to the previous construction based on a check and select-or-disregard procedure is one in which a subgraph is described by a system of linear equations. Elements of a given matrix $\mathcal{W}$ are particular values of variables of these systems of equations. The Tanner graph corresponding to $f(\mathcal{W})$ contains the given subgraph if and only if elements of $\mathcal{W}$ form a proper solution of at least one of these linear systems of equations. For array LDPC codes, equations governing cycles and several small subgraphs have been derived in [4] and [34]. However, the problem of finding $\mathcal{W}$ such that its elements do not form a proper solution of any of these systems of equations is notoriously difficult. In a recent work [51], LDPC codes free of some absorbing sets were analytically constructed. However, that work only considers a class of regular LDPC codes known as separable, circu-lant-based codes and a limited number of small absorbing sets.
2) Algorithm 1 can be alternatively described as a process of progressively constructing an incidence structure. The construction begins with an incidence structure consisting of points with no lines. Blocks of parallel lines are then added based on a check and select-or-disregard procedure, similar as in [27] and [52].
3) One can easily come up with several variations of Algorithm 1 . An interesting problem is to find more sophisticated algorithms which can result in codes with higher rate.

## VI. LDPC Codes for the Gallager A/B Algorithm on THE BSC

The error correction capability of regular column-weightthree LDPC codes on the BSC decoded with the Gallager A/B algorithm has been studied in [14], [15], and [47] and can be summarized as follows.

1) A column-weight-three LDPC code with Tanner graph of girth $g$ cannot correct all $g / 2$ errors.
2) A column-weight-three LDPC code with Tanner graph of girth $g \geq 10$ corrects all $g / 2-1$ errors.
3) A column-weight-three LDPC code with Tanner graph of girth $g=6$ can correct any two errors if and only if the Tanner graph does not contain a codeword of weight four.
4) A column-weight-three LDPC code with Tanner graph of girth $g=8$ can correct any three errors if and only if a) the Tanner graph does not contain $(5,3)\{2\}$ trapping sets, and $b$ ) the Tanner graph does not contain $(8,0)\{1\}$ trapping sets.
The aforementioned conditions completely determine the set of constraints $\tau$ to be imposed on the Tanner graph of a code


Fig. 10. FER performance of the Tanner code and code $\mathcal{C}_{1}$ under the Gallager A/B algorithm on the BSC with maximum of 100 iterations.
to achieve a given error-floor performance. The necessary and sufficient conditions to correct three errors were derived in [47]. These conditions require that the Tanner graph of the code has girth $g=8$ and does not contain $(5,3)$ and $(8,0)$ trapping set. It is obvious that the $(5,3)$ trapping set is indeed the $(5,3)\{2\}$ trapping set. The $(8,0)$ trapping set should be understood as the $(8,0)\{1\}$ trapping set since it can be shown easily that the critical number of the $(8,0)\{2\}$ trapping set is 4 . In the following example, we present the construction of a code which can correct three errors.

Example 8 (Correct All Weight-Three Errors): Let us consider the $(155,64)$ Tanner code $[53]$. This code is a $(3,5)$-regular LDPC code. Its Tanner graph contains $(5,3)\{2\}$ trapping sets and hence cannot correct three errors under the Gallager $\mathrm{A} / \mathrm{B}$ algorithm on the BSC. Let $q=31$ and $\alpha$ be a primitive element of $\operatorname{GF}(q)$. Let $\mathcal{C}_{0}$ be an LDPC code defined by the parity-check matrix $\mathcal{H}=\bar{f}\left(\mathcal{U}_{0}\right)$ where

$$
\mathcal{U}_{0}=\left[\begin{array}{cccc}
1 & \alpha^{5} & \alpha^{15} & \alpha^{23} \\
\alpha^{16} & \alpha^{4} & \alpha^{24} & \alpha^{12}
\end{array}\right]
$$

$\mathcal{C}_{0}$ is a $(155,64)$ LDPC code with girth $g=8$ and minimum distance $d_{\text {min }}=12$. The Tanner graph of $\mathcal{C}_{0}$ contains no $(5,3)\{2\}$ trapping sets. Therefore, $\mathcal{C}_{0}$ is capable of correcting any three-error pattern under the Gallager $\mathrm{A} / \mathrm{B}$ algorithm on the BSC. The FER performance of $\mathcal{C}_{0}$ under the Gallager A/B algorithm for a maximum of 100 iterations is shown in Fig. 10. The FER performance of the Tanner code is also shown for comparison.

In a similar manner, codes that can be guaranteed to correct more errors can be constructed.

We end this section with a discussion on the harmfulness of two trapping sets, say $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$, which have the same critical number $\vartheta$. To compare the harmfulness of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$, we use the notion of an inducing set of a trapping set defined as follows.

Definition 6: An inducing set of size $\vartheta$ of a trapping set $\mathcal{T}$ is a set of $\vartheta$ variable nodes such that if these variable nodes are initially in error then the Gallager A/B decoder will fail on a trapping set $\mathbf{T}$ of type $\mathcal{T}$.

With this definition, the harmfulness of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ having common critical number $\vartheta$ is compared as follows: $\mathcal{T}_{1}$ is more harmful than $\mathcal{T}_{2}$ if the number of inducing sets of size $\vartheta$ of $\mathcal{T}_{1}$ is larger than the number of inducing sets of size $\vartheta$ of $\mathcal{T}_{2}$ (see [20] for a more detailed discussion). This concept is demonstrated by the following example.

Example 9: The $(4,4),(6,4)\{1\}$, and $(6,4)\{2\}$ trapping sets all have critical number $\vartheta=4$. The number of inducing sets of size 4 of the $(4,4)$ and $(6,4)\{2\}$ trapping sets is 1 , while for the $(6,4)\{1\}$ trapping set, it is 2 . Consequently, the $(6,4)\{1\}$ trapping set is more harmful than the $(4,4)$ trapping set and the $(6,4)\{2\}$ trapping set. We now construct a code which can correct three errors and which is also free of the $(6,4)\{1\}$ trapping set.

Let $q=53$ and $\alpha$ be a primitive element of $\operatorname{GF}(q)$. Let $\mathcal{C}_{1}$ be an LDPC code defined by the parity-check matrix $\mathcal{H}=\bar{f}\left(\mathcal{U}_{1}\right)$ where

$$
\mathcal{U}_{1}=\left[\begin{array}{llll}
\alpha^{2} & \alpha^{25} & \alpha^{40} & \alpha^{43} \\
\alpha^{5} & \alpha^{35} & \alpha^{47} & \alpha^{36}
\end{array}\right]
$$

$\mathcal{C}_{1}$ is a $(265,108)$ LDPC code with girth $g=8$ and minimum distance $d_{\min } \geq 12$. The Tanner graph of $\mathcal{C}_{1}$ is free of $(5,3)$ and $(6,4)$ trapping sets. The FER performance of $\mathcal{C}_{1}$ under the Gallager $\mathrm{A} / \mathrm{B}$ algorithm for a maximum of 100 iterations is shown in Fig. 10. For comparison, we also show the FER performance of a code which is labeled in the plot as "IES 2-lifting." It is a $(310,126)$ LDPC code which is constructed from two copies of the Tanner code by the internal edge swapping (IES) algorithm [48]. It can be seen that although the length of $\mathcal{C}_{1}$ is about $15 \%$ shorter than the length of the IES 2-lifting code, the slope of the FER curves of both codes is 4 and $\mathcal{C}_{1}$ has a slightly better performance in the error-floor region. This indicates that the number of weight-four error patterns that the IES 2-lifting code fails to correct is larger than the number of weight-four error patterns that $\mathcal{C}_{1}$ fails to correct.

## VII. LDPC Codes For the SPA on the BSC

In this section, we present the construction of regular column-weight-three codes for the SPA on the BSC. The main element of the construction is the determination of the set of most harmful trapping sets. Following the discussion of the notion of relative harmfulness in Section V-A, we approach this problem as follows.

Let us consider an LDPC code $\mathcal{C}$ and assume that $\mathcal{C}$ can correct any error pattern of weight $\vartheta$ under the SPA on the BSC. We are interested in determining the trapping sets whose presence leads to decoding failure on error patterns of weight $\vartheta+1$. To simplify this problem, we only focus on initial error patterns of weight $\vartheta+1$ that surely lead to decoding failures of the Gallager $\mathrm{A} / \mathrm{B}$ algorithms on the BSC. The basis for this simplification is as follows. Since it is well known that the SPA algorithm has a superior performance in both the waterfall and the error-floor regions compared to that of the Gallager $\mathrm{A} / \mathrm{B}$ algorithm, we surmise that an error pattern correctable by the Gallager A/B algorithm is correctable with high probability by the SPA algorithm, although this fact remains unproven. The initial error patterns of
weight $\vartheta+1$ that are surely uncorrectable by the Gallager $\mathrm{A} / \mathrm{B}$ algorithm can be easily derived from the TSO.

Assume the transmission of the all-zero codeword and let $y$ be the received vector input to the decoder. Also, assume that $\operatorname{supp}(\mathbf{y})=\mathbf{T}_{1}$, a trapping set of type $\mathcal{T}_{1}$ from the TSO with $\vartheta+1$ variable nodes. In other words, all the $\vartheta+1$ initially corrupt variable nodes belong to the trapping set $\mathbf{T}_{1}$. This error pattern results in a decoding failure of the Gallager $\mathrm{A} / \mathrm{B}$ algorithm and hence is an initial error pattern of interest. As the decoder operates by passing messages along the edges of the Tanner graph, the decoding outcome depends heavily on the immediate neighborhood of the subgraph induced by variable nodes in $\mathbf{T}_{1}$. In many cases, a decoding failure of the SPA will only occur if $\mathbf{T}_{1}$ generates a trapping set $\mathbf{T}_{2}$ of type $\mathcal{T}_{2}$, where $\mathcal{T}_{2}$ is a successor of $\mathcal{T}_{1}$. In such cases, the presence of $\mathbf{T}_{2}$ in a code makes it incapable of correcting any error pattern of size $\vartheta+1$, and hence, $\mathbf{T}_{2}$ is a harmful trapping set.

To evaluate the harmfulness of the $\mathcal{T}_{2}$ trapping set, all initial error patterns that consist of variable nodes of a $\mathcal{T}_{1}$ trapping set must be considered. Let $\mathscr{T}$ be the set of all trapping sets T of type $\mathcal{T}_{1}$. Partition $\mathscr{T}$ into two disjoint sets $\mathscr{T}_{\mathrm{a}}$ and $\mathscr{T}_{\mathrm{b}}$ such that a trapping set $\mathbf{T}$ in $\mathscr{T}_{\text {a }}$ generates at least one $\mathcal{T}_{2}$ trapping set while a trapping set $\mathbf{T}$ in $\mathscr{\mathscr { T }}_{\mathrm{b}}$ does not generate any $\mathcal{T}_{2}$ trapping set. For each trapping set $\mathbf{T}_{i} \in \mathscr{T}$, perform decoding on the input vector $\mathbf{y}_{i}$ where $\operatorname{supp}\left(\mathbf{y}_{i}\right)=\mathbf{T}_{i}$, at a cross-over probability $\epsilon$ of the channel. Let $\mathscr{T}_{\mathrm{s}}$ be the set of trapping sets $\mathbf{T}_{i} \in \mathscr{T}$ such that decoding is successful upon error pattern $\mathbf{y}_{i}$. Define $\chi_{\mathrm{a}}(\epsilon)$ and $\chi_{\mathrm{b}}(\epsilon)$ to be the rate of successful decoding for trapping sets in $\mathscr{T}_{\mathrm{a}}$ and $\mathscr{T}_{\mathrm{b}}$ at the cross-over probability $\epsilon$ of the channel as follows:

$$
\begin{align*}
\chi_{\mathrm{a}}(\epsilon) & =\frac{\left|\mathscr{T}_{\mathrm{a}} \cap \mathscr{T}_{\mathrm{s}}\right|}{\left|\mathscr{T}_{\mathrm{a}}\right|}  \tag{4}\\
\chi_{\mathrm{b}}(\epsilon) & =\frac{\left|\mathscr{T}_{\mathrm{b}} \cap \mathscr{T}_{\mathrm{s}}\right|}{\left|\mathscr{T}_{\mathrm{b}}\right|} \tag{5}
\end{align*}
$$

The harmfulness of $\mathcal{T}_{2}$ trapping sets of $\mathcal{C}$ is evaluated by comparing $\chi_{\mathrm{a}}(\epsilon)$ and $\chi_{\mathrm{b}}(\epsilon)$ for a wide range of $\epsilon$. The larger the difference $\chi_{\mathrm{b}}(\epsilon)-\chi_{\mathrm{a}}(\epsilon)$, the more harmful $\mathcal{T}_{2}$ trapping sets are. The harmfulness of $\mathcal{T}_{2}$ trapping sets is also compared with the harmfulness of other successor trapping sets of $\mathcal{T}_{1}$, which is determined in the same fashion.

We note that this characterization of relative harmfulness, although heuristic, plays a critical role in the construction of good high-rate codes as no explicit quantification of harmfulness of trapping sets is known. This characterization of harmfulness also helps a code designer to determine more or less the exact subgraphs that are responsible for a certain type of decoding failure. It is, therefore, superior to searching for trapping sets by simulation.

We continue our discussion with three case studies in which we evaluate 1) the relative harmfulness of the $(6,2)\{1\}$ and $(8,2)$ trapping sets, 2$)$ the relative harmfulness of the $(5,3)\{2\}$ trapping set, and 3 ) the relative harmfulness of the $(7,3),(9,3)$, and $(10,2)$ trapping sets. For a better illustration of the relationship among these trapping sets, a hierarchy of trapping sets of interest originating from the $(4,4)$ trapping set is shown in


Fig. 11. Hierarchy of trapping sets of interest originating from the $(4,4)$ trapping set for regular column-weight-three codes of girth 8 .

Fig. 11. For the first case, we present a detailed analysis. For the other two cases, we only give the results of the analysis. The analysis to be presented is a step toward the guaranteed correction of four, five, and six errors under the SPA on the BSC. For simplicity, we assume that codes have girth $g=8$ in all examples, although the method of construction can be applied to girth 6 codes which would likely result in higher rate codes.

## A. Harmfulness of the $(6,2)\{1\}$ and $(8,2)$ Trapping Sets

Since we consider codes with girth $g=8$, let us mention an existing code of such girth. Consider the $(530,373)$ integer lattice code (or shortened array code [4]) given in [27]. This code has minimum distance $d_{\text {min }}=8$ and, hence, is unable to correct all weight-four error patterns. Clearly, the first step toward the guaranteed correction of four errors is to eliminate the $(6,0)\{1\}$, $(8,0)\{1\}$, and $(8,0)\{2\}$ trapping sets, which are the low-weight codewords. We, therefore, construct a code with minimum distance $d_{\text {min }} \geq 10$. Let $q=53$ and let $\alpha$ be a primitive element of $\mathrm{GF}(q)$ and let $\tau$ specify that the Tanner graph of a code has girth $g=8$ and contains no $(6,0)\{1\},(8,0)\{1\}$ and $(8,0)\{2\}$ trapping sets. Using the method of construction described in Section V-B, we obtain a regular column-weight-three code $\mathcal{C}_{2}$ with parity-check matrix $\mathcal{H}_{2}=\bar{f}\left(\mathcal{U}_{2}\right)$ where

$$
\mathcal{U}_{2}=\left[\begin{array}{ccccccccc}
1 & \alpha^{2} & \alpha^{4} & \alpha^{6} & \alpha^{7} & \alpha^{11} & \alpha^{12} & \alpha^{14} & \alpha^{27} \\
\alpha & \alpha^{3} & \alpha^{5} & \alpha^{8} & \alpha^{10} & \alpha^{13} & \alpha^{9} & \alpha^{38} & \alpha^{51}
\end{array}\right] .
$$

$\mathcal{C}_{2}$ is a $(530,373)$ code. Similar to the aforementioned integer lattice code, $\mathcal{C}_{2}$ has column weight 3 , row weight 10 and rate $R=0.7$.

The Tanner graph of $\mathcal{C}_{2}$ contains $17066(4,4)$ trapping sets. We partition the collection of $(4,4)$ trapping sets into nine disjoint sets $\mathscr{T}_{\mathrm{a}}, \mathscr{T}_{\mathrm{b}}, \ldots, \mathscr{T}_{\mathrm{i}}$ based on whether a $(4,4)$ trapping

TABLE I
Disjoint Sets of $(4,4)$ Trapping Sets in the LDPC Code $\mathcal{C}_{2}$. A $\checkmark$ Indicates That the $(4,4)$ Trapping Sets in $\mathscr{T} *$ Generate at Least One Corresponding Trapping Set

| Sets $\mathscr{T}_{*}$ | Trapping Sets Generated by $\mathscr{T}_{*}$ |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(5,3)\{2\}$ | $(6,2)\{1\}$ | $(8,2)$ | $(10,0)$ |  |
| $\mathscr{T}_{\mathrm{a}}$ |  |  |  |  | 4982 |
| $\mathscr{T}_{\mathrm{b}}$ |  |  |  | $\checkmark$ | 53 |
| $\mathscr{T}_{\mathrm{c}}$ | $\checkmark$ |  |  |  | 424 |
| $\mathscr{T}_{\mathrm{d}}$ |  |  | $\checkmark$ |  | 7314 |
| $\mathscr{T}_{\mathrm{e}}$ |  |  | $\checkmark$ | $\checkmark$ | 371 |
| $\mathscr{\mathscr { T }}_{\mathrm{f}}$ | $\checkmark$ |  | $\checkmark$ |  | 1855 |
| $\mathscr{T}_{\mathrm{g}}$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | 106 |
| $\mathscr{T}_{\mathrm{h}}$ | $\checkmark$ | $\checkmark$ |  |  | 1007 |
| $\mathscr{T}_{\mathbf{i}}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | 954 |
| Total |  |  |  |  | $\mathbf{1 7 0 6 6}$ |

set generates $(5,3)\{2\},(6,2)\{1\},(8,2)$ or $(10,0)$ trapping sets. Note that, for simplicity, we do not differentiate among different $(8,2)$ and $(10,0)$ trapping sets in this analysis, although a more detailed treatment may reveal some differences in the harmfulness of those trapping sets. The classification and sizes of different sets of $(4,4)$ trapping sets are shown in Table I.

To evaluate the harmfulness of the $(5,3)\{2\},(6,2)\{1\}$, $(8,2)$, and $(10,0)$ trapping sets, we perform decoding on all input vectors $\mathbf{y}_{i}$ where $\operatorname{supp}\left(\mathbf{y}_{i}\right)=\mathbf{T}_{i}$, a $(4,4)$ trapping set of $\mathcal{C}_{2}$. The result is as follows. For the trapping sets in $\mathscr{T}_{\mathrm{a}}$, $\mathscr{T}_{\mathrm{b}}, \mathscr{T}_{\mathrm{c}}$, and $\mathscr{T}_{\mathrm{g}}$, the decoder successfully decodes all input vectors $\mathbf{y}_{i}$ at all 250 values of $\epsilon$ that have been considered, i.e., $\chi_{\mathrm{a}}(\epsilon)=\chi_{\mathrm{b}}(\epsilon)=\chi_{\mathrm{c}}(\epsilon)=\chi_{\mathrm{g}}(\epsilon)=100 \% \forall \epsilon$. For the trapping sets in $\mathscr{T}_{\mathrm{d}}, \mathscr{T}_{\mathrm{e}}, \mathscr{T}_{\mathrm{f}}, \mathscr{T}_{\mathrm{h}}$, and $\mathscr{T}_{\mathrm{i}}$, the rate of successful decoding is shown in the form of a histogram in Fig. 12. As an example of how to interpret the result, consider the trapping sets in $\mathscr{T}_{\mathrm{f}}$. It can be seen that there are about 160 values ( $65 \%$ of all tested values) of $\epsilon$ at which decoding is successful for all input vectors $\mathbf{y}_{i}$. For about 90 values ( $30 \%$ of all tested values) of $\epsilon$, decoding is successful for approximately nine out of ten input vectors $\mathbf{y}_{i}$.

The following facts can be observed.

1) The $(4,4)$ trapping sets in $\mathscr{T}_{a}, \mathscr{T}_{\mathrm{b}}$, and $\mathscr{T}_{c}$ do not generate either $(6,2)\{1\}$ or $(8,2)$ trapping sets. The rate of successful decoding is $100 \%$ for all tested values of $\epsilon$.
2) The $(4,4)$ trapping sets in $\mathscr{T}_{\mathrm{d}}, \mathscr{T}_{\mathrm{e}}$, and $\mathscr{\mathscr { T }}_{\mathrm{f}}$ generate at least one $(8,2)$ trapping set. Decoding is not always successful, but the rate of successful decoding is more than $90 \%$ for all tested values of $\epsilon$.
3) The $(4,4)$ trapping sets in $\mathscr{T}_{\mathrm{h}}$ generate at least one $(6,2)\{1\}$ trapping set. The rate of successful decoding $\chi_{\mathrm{h}}(\epsilon)$ is significantly lower in general compared to $\chi_{\mathrm{d}}(\epsilon)$, $\chi_{e}(\epsilon)$, and $\chi_{\mathrm{f}}(\epsilon)$.
4) The $(4,4)$ trapping sets in $\mathscr{T}_{i}$ generate at least one $(6,2)\{1\}$ and one $(8,2)$ trapping set. The rate of successful decoding $\chi_{\mathrm{i}}(\epsilon)$ is lowest in general.
5) The $(4,4)$ trapping sets in $\mathscr{T}_{\mathrm{f}}$ generate at least one $(5,3)\{2\}$ trapping set, while the ones in $\mathscr{T}_{d}$ do not. In general, $\chi_{\mathrm{f}}(\epsilon)<\chi_{\mathrm{d}}(\epsilon)$.
6) The $(4,4)$ trapping sets in $\mathscr{T}_{\mathrm{e}}$ generate at least one $(10,0)$ trapping set while the ones in $\mathscr{T}_{\mathrm{d}}$ do not. In general, $\chi_{\mathrm{e}}(\epsilon)>\chi_{\mathrm{d}}(\epsilon)$.


Fig. 12. Rate of successful decoding for different sets of $(4,4)$ trapping sets in code $\mathcal{C}_{2}$.
7) The $(4,4)$ trapping sets in $\mathscr{T}_{\mathrm{g}}$ generate at least one $(10,0)$ trapping set, while the ones in $\mathscr{T}_{\mathrm{f}}$ do not. $\chi_{\mathrm{g}}(\epsilon)=100 \%$ for all tested values of $\epsilon$.
The aforementioned observations strongly suggest that both $(6,2)\{1\}$ and $(8,2)$ trapping sets are harmful. However, the harmfulness of the $(6,2)\{1\}$ trapping set is much more evident than the harmfulness of the $(8,2)$ trapping set. Besides, it is interesting to notice that $\chi_{\mathrm{g}}(\epsilon)=100 \%$ for all tested values of $\epsilon$. All $(4,4)$ trapping sets in $\mathscr{T}_{\text {g }}$ generate at least one $(8,2)$ trapping set, one $(5,3)\{2\}$ trapping set, and one $(10,0)$ trapping set. In this case, the presence of $(10,0)$ trapping sets seem to increase the rate of successful decoding. This "positive" effect of $(10,0)$ trapping sets can also be seen when comparing $\chi_{\mathrm{e}}(\epsilon)$ and $\chi_{\mathrm{d}}(\epsilon)$. Finally, by comparing $\chi_{\mathrm{f}}(\epsilon)$ and $\chi_{\mathrm{d}}(\epsilon)$, it is suggestive that the $(5,3)\{2\}$ trapping sets have some negative effect on decoding if the $(4,4)$ trapping sets generate $(8,2)$ and $(10,0)$ trapping sets.

To further verify our prediction on the harmfulness of the $(6,2)\{1\}$ and $(8,2)$ trapping sets, we construct another code with the same parameters as those of $\mathcal{C}_{2}$. We denote this code by $\mathcal{C}_{3}$. The Tanner graph of $\mathcal{C}_{3}$ has stronger constraints than the Tanner graph of $\mathcal{C}_{2}$ as we impose that it has neither $(6,2)\{1\}$ nor $(10,0)$ trapping sets. Since $(10,0)$ trapping sets are not present, $\mathcal{C}_{3}$ has minimum distance of at least 12.

Let $\mathcal{C}_{3}$ be defined by the parity-check matrix $\mathcal{H}_{3}=\bar{f}\left(\mathcal{U}_{3}\right)$ where
$\mathcal{U}_{3}=\left[\begin{array}{ccccccccc}1 & \alpha^{2} & \alpha^{4} & \alpha^{15} & \alpha^{17} & \alpha^{26} & \alpha^{31} & \alpha^{33} & \alpha^{36} \\ \alpha^{30} & \alpha^{16} & \alpha & \alpha^{19} & \alpha^{7} & \alpha^{34} & \alpha^{3} & \alpha^{8} & \alpha^{22}\end{array}\right]$.
The Tanner graph of $\mathcal{C}_{3}$ contains $16483(4,4)$ trapping sets, which can be partitioned into four disjoint sets as shown in Table II.

We again perform decoding on all input vectors $\mathbf{y}_{i}$ where $\operatorname{supp}\left(\mathbf{y}_{i}\right)=\mathbf{T}_{i}$, a $(4,4)$ trapping set of $\mathcal{C}_{3}$. The rate of successful decoding for trapping sets in $\mathscr{T}_{\mathrm{c}}$ and $\mathscr{T}_{\mathrm{d}}$ is shown in the form of a histogram in Fig. 13. For trapping sets in $\mathscr{F}_{\mathrm{a}}$ and $\mathscr{T}_{\mathrm{b}}$, decoding is always successful.

It can be seen that the results are consistent with the previously obtained results. Decoding is always successful for the $(4,4)$ trapping sets which generate neither $(6,2)\{1\}$ nor $(8,2)$

TABLE II
Types of $(4,4)$ Trapping Sets in the $(530,373)$ LDPC Code $\mathcal{C}_{3}$

| Sets $\mathscr{T}_{*}$ | Trapping Sets Generated by $\mathscr{T}_{*}$ |  | Total |
| :---: | :---: | :---: | :---: |
|  | $(5,3)\{2\}$ | $(8,2)$ |  |
| $\mathscr{T}_{\mathrm{a}}$ |  |  | 6890 |
| $\mathscr{T}_{\mathrm{b}}$ | $\checkmark$ |  | 795 |
| $\mathscr{T}_{\mathrm{C}}$ |  | $\checkmark$ | 6890 |
| $\mathscr{T}_{\mathrm{d}}$ | $\checkmark$ | $\checkmark$ | 1908 |
| Total |  |  |  |



Fig. 13. Rate of successful decoding for different sets of $(4,4)$ trapping sets in code $\mathcal{C}_{3}$.
trapping sets. Besides, $\chi_{c}(\epsilon)>\chi_{\mathrm{d}}(\epsilon)$, in general, since the $(4,4)$ trapping sets in $\mathscr{T}_{c}$ do not generate $(5,3)\{2\}$ trapping sets. These results validate our prediction on the harmfulness of successors of the $(4,4)$ trapping set. We have repeated the experiment for a collection of codes whose Tanner graphs do not contain either $(6,2)\{1\}$ or $(8,2)$ trapping sets. The consistency of the results led us to the following conjecture.


Fig. 14. FER performance of codes in Example 10 under the SPA on the BSC.


Fig. 15. FER performance of codes in Example 11 under the SPA on the BSC.
$\mathcal{C}_{4}$ is a $(810,569)$ code with column weight 3 , row weight 10 , and rate $R=0.7$. The Tanner graph of $\mathcal{C}_{4}$ has girth $g=8$ and does not contain either $(6,2)$ or $(8,2)$ trapping sets. The FER performance of $\mathcal{C}_{4}$ under the SPA with 100 iterations on the BSC is shown in Fig. 15. For comparison, Fig. 15 also shows the FER performance of a $(810,567)$ PEG constructed code. This code has girth $g=8$. It can be seen that $\mathcal{C}_{4}$ has a lower floor than the PEG code.

## B. Harmfulness of the $(5,3)\{2\}$ Trapping Set

Assuming the guaranteed correction of four errors, we are now interested in finding trapping sets whose presence leads to decoding failure on some error patterns of weight five. There are two trapping sets with five variable nodes from the TSO that can be present in the Tanner graph of a regular column-weightthree LDPC code with girth $g=8$ : the $(5,3)\{2\}$ trapping set and the $(5,5)$ trapping set. The result of our analysis indicates that $(5,3)\{2\}$ trapping sets are the most harmful and should be forbidden in the Tanner graph of a code.

Example 12: Let $q=211$ and let $\mathcal{C}_{5}$ be defined by the parity-check matrix $\mathcal{H}_{5}=\bar{f}\left(\mathcal{U}_{5}\right)$ where $\mathcal{U}_{5}$ is given in (6), as shown at the bottom of the page. $\mathcal{C}_{5}$ is a $(3165,2554)$ code with column weight 3 , row weight 15 , and rate $R=0.8$. The Tanner graph of $\mathcal{C}_{5}$ has girth $g=8$ and does not contain either $(5,3)\{2\}$ or $(8,2)$ trapping sets. The FER performance of $\mathcal{C}_{5}$ under the SPA with 100 iterations on the BSC is shown in

$$
\begin{align*}
& \mathcal{U}_{5}=\left[\begin{array}{cccccccccccccc}
\alpha^{8} & \alpha^{23} & \alpha^{47} & \alpha^{54} & \alpha^{55} & \alpha^{67} & \alpha^{78} & \alpha^{90} & \alpha^{108} & \alpha^{169} & \alpha^{177} & \alpha^{187} & \alpha^{192} & \alpha^{193} \\
\alpha^{61} & \alpha^{189} & \alpha^{190} & \alpha^{171} & \alpha^{170} & \alpha^{132} & \alpha^{182} & \alpha^{128} & \alpha^{71} & \alpha^{117} & \alpha^{129} & \alpha^{10} & \alpha^{160} & \alpha^{64}
\end{array}\right]  \tag{6}\\
& \mathcal{U}_{6}=\left[\begin{array}{cccccccccccc}
\alpha^{12} & \alpha^{15} & \alpha^{28} & \alpha^{34} & \alpha^{37} & \alpha^{57} & \alpha^{75} & \alpha^{85} & \alpha^{111} & \alpha^{157} & \alpha^{166} \\
\alpha^{163} & \alpha^{175} & \alpha^{60} & \alpha^{25} & \alpha^{118} & \alpha^{167} & \alpha^{156} & \alpha^{142} & \alpha^{30} & \alpha^{155} & \alpha^{31}
\end{array}\right]  \tag{7}\\
& \mathcal{U}_{7}=\left[\begin{array}{ccccccccccc}
\alpha^{18} & \alpha^{88} & \alpha^{112} & \alpha^{142} & \alpha^{157} & \alpha^{186} & \alpha^{196} & \alpha^{197} & \alpha^{228} & \alpha^{246} & \alpha^{288} \\
\alpha^{25} & \alpha^{73} & \alpha^{155} & \alpha^{287} & \alpha^{328} & \alpha^{151} & \alpha^{75} & \alpha^{324} & \alpha^{148} & \alpha^{248} & \alpha^{62} \\
\alpha^{70}
\end{array}\right] \tag{8}
\end{align*}
$$



Fig. 16. FER performance of codes in Example 12 under the SPA on the BSC.

Fig. 16. For comparison, Fig. 16 also shows the FER performance of a $(3150,2520)$ regular QC LDPC code ${ }^{4}$ constructed using array masking proposed in [46]. The parity-check matrix of this code is a $10 \times 50$ array of $63 \times 63$ circulants or zero matrices, which has column weight 3 and row weight 15 . This code has girth $g=8$. It can be seen that $\mathcal{C}_{4}$ has a lower error floor than the code constructed using array masking.

## C. Harmfulness of $(7,3),(9,3)$, and $(10,2)$ Trapping Sets

With the previous results, we now consider codes free of $(5,3)\{2\}$ and $(8,2)$ trapping sets and aim for the guaranteed correction of six errors. To guarantee the correction of six errors, codes must have minimum distances $d_{\text {min }} \geq 14$. In other words, their Tanner graphs should be free of $(a, 0)$ trapping sets $\forall a \leq 12$. Similar to the previous discussions, we analyze error patterns of weight six, focusing on those consisting of variable nodes of a trapping set. There are three trapping sets of size 6 from the TSO that can be present in the Tanner graph of a regular column-weight-three LDPC code with girth $g=8$ : the $(6,6)$ trapping set, $(6,4)\{1\}$ trapping set and the $(6,4)\{2\}$ trapping set. The results of our analysis and experiments suggest that the following trapping sets are harmful (in decreasing order of harmfulness):

1) The $(7,3)\{2\}$ trapping set and the $(7,3)\{3\}$ trapping set.
2) The $(10,2)$ trapping sets which are successors of the $(9,3)$ trapping sets below.
3) The $(9,3)$ trapping sets which are successors of the $(8,4)\{2\},(8,4)\{3\}$, and $(8,4)\{4\}$ trapping sets (see Fig. 11 for an illustration of the relationship among these trapping sets).
Example 13: Let $q=199$ and let $\mathcal{C}_{6}$ be defined by the parity-check matrix $\mathcal{H}_{6}=\bar{f}\left(\mathcal{U}_{6}\right)$ where $\mathcal{U}_{6}$ is given in (7). $\mathcal{C}_{6}$ is a $(2388,1793)$ code with column weight 3 , row weight 12 , and rate $R=0.75$. The Tanner graph of $\mathcal{C}_{6}$ has girth $g=8$ and contains neither $(5,3)\{2\}$ trapping sets nor $(7,3)$ trapping sets, nor

[^4]

Fig. 17. FER performance of codes in Example 13 under the SPA on the BSC.


Fig. 18. FER performance of codes in Example 14 under the SPA on the BSC.
the $(10,2)$ trapping sets that are generated by either $(8,4)\{2\}$, $(8,4)\{3\}$, or $(8,4)\{4\}$ trapping sets. The FER performance of $\mathcal{C}_{6}$ under the SPA with 100 iterations on the BSC is shown in Fig. 17. For comparison, Fig. 17 also shows the FER performance of a $(3150,2518)$ PEG code. This code has girth $g=8$. It can be seen that $\mathcal{C}_{6}$ has a lower error floor than the PEG code.

Example 14: Let $q=337$ and let $\mathcal{C}_{7}$ be defined by a paritycheck matrix $\mathcal{H}_{7}=\bar{f}\left(\mathcal{U}_{7}\right)$ where $\mathcal{U}_{7}$ is shown in (8). $\mathcal{C}_{7}$ is a $(4381,3372)$ code with column weight 3 , row weight 13 , and rate $R=0.77$. The Tanner graph of $\mathcal{C}_{7}$ has girth $g=8$ and does contain either $(5,3)\{2\}$ or $(7,3)$ trapping sets and neither does it contain $(9,3)$ trapping sets that are generated by either $(8,4)\{2\},(8,4)\{3\}$ or $(8,4)\{4\}$ trapping sets. The FER performance of $\mathcal{C}_{7}$ under the SPA with 100 iterations on the BSC is shown in Fig. 18. For comparison, Fig. 18 also shows the FER performance of a $(4381,3370)$ PEG code. This code has girth $g=8$. It can be seen that $\mathcal{C}_{7}$ has a lower error floor than that of the PEG code.


Fig. 19. FER performance of codes in Example 12 under the SPA on the AWGNC.

## VIII. DISCUSSION

Although the codes presented in this paper are optimized for the BSC, they also have excellent performance on the AWGNC. As a demonstration, we show the FER performance of the code $\mathcal{C}_{5}$ from Example 12 under the SPA on the AWGNC in Fig. 19. Recall that the Tanner graph of $\mathcal{C}_{5}$ has girth $g=8$ and does not contain $(5,3)\{2\}$ and $(8,2)$ trapping sets and that the (3150, 2520) regular QC LDPC code was constructed using array masking as proposed in [46]. It can be seen that although $\mathcal{C}_{5}$ was constructed for the BSC, it outperforms the other code, which was constructed for the AWGNC.

It can be noticed that in most of the examples in this paper, we compare the performance of the newly constructed codes with PEG codes. It is worth mentioning that many improved versions of the PEG construction exist in the literature. However, many of these works deal with irregular codes. In other works, codes with rate $R=0.5$ and block length $n=504$ (or $n=1008$ ) were usually constructed and their simulated performance was shown in comparison with that of the PEG codes or the MacKay random codes of the same length. We remark that codes of this rate and length obtained from our construction can be made free of many harmful trapping sets. The following code serves as an example.

Let $q=83$ and let $\alpha$ be a primitive element of $\mathrm{GF}(q)$. Also, let $\tau$ specify that the Tanner graph of a code has girth $g=8$ and contains no $(5,3)\{2\},(6,4)\{1\},(7,3)$, and $(8,4)$ trapping sets. Using the method of construction described in Section V-B, we obtain a regular column-weight-three code $\mathcal{C}_{8}$ with parity-check matrix $\mathcal{H}_{8}=\bar{f}\left(\mathcal{U}_{8}\right)$ where

$$
\mathcal{U}_{8}=\left[\begin{array}{lllll}
\alpha^{13} & \alpha^{20} & \alpha^{33} & \alpha^{34} & \alpha^{66} \\
\alpha^{46} & \alpha^{27} & \alpha^{48} & \alpha^{59} & \alpha^{63}
\end{array}\right] .
$$

$\mathcal{C}_{8}$ is a $(498,247)$ code with column weight 3 , row weight 6 , and rate $R=0.504$. The Tanner graph of $\mathcal{C}_{8}$ contains $332(6,4)\{2\}$ trapping sets but contains no other $(a, b)$ trapping sets with $a<$ 10 and $b \leq 4$. Fig. 20 shows the FER performance of $\mathcal{C}_{8}$ under


Fig. 20. FER performance of a rate- 0.5 code under the SPA on the AWGNC.
the SPA on the AWGNC in comparison with the performance of the PEG code of length $n=504$ [37]. It can be seen that $\mathcal{C}_{8}$ has a lower error floor than the PEG code.

It should also be noted that while the method of removing trapping sets in this paper is applied to codes whose parity-check matrices are based on permutation matrices, there are other approaches to define a parity-check matrix of a structured LDPC code. They include finite geometries [54], balanced incomplete block designs [52], [55], protographs [56], Cayley graphs [57], [58], shortened Reed Solomon codes [59], and algebraic structures [26], [46], [53], [60], [61], to name the most popular ones. Some codes obtained by these constructions are equivalent (more on relationships among structured codes can be found in [62], [63], and the recent work [64]). Most of the aforementioned constructions only ensure that the Tanner graphs of codes are free of four cycles. Although a necessary and sufficient condition for a QC code to have a certain girth was derived in [53] and [65], the search for a code that satisfies this condition is computationally challenging. Some constructions also give codes with other desirable properties. Examples include codes constructed using Cayley graphs and protograph-based codes. If a code is constructed using Cayley graphs, then its Tanner graph has good local-girth distribution. On the other hand, the local neighborhood of a variable node in the Tanner graph of a protograph-based code is completely determined by the template protograph. Protograph-based codes can be made to have desirable symmetries [66] and can be encoded very efficiently [67].

To summarize, in this paper, we propose a construction of structured regular column-weight-three LDPC codes free of certain small trapping sets. The construction relies on the TSO, the method of searching for trapping sets and the evaluation of the relative harmfulness of different trapping sets. The feasibility of our construction is provided by the fact that the column weight is small. Generalizing our method to construct higher column-weight codes and irregular codes is possible but is complicated due to the exponential increase in the number of trapping sets as well as much higher complexity of the search algorithms. A large database of trapping sets with complicated
topological relationships will also make it more complex to analyze failures of the decoder on one subgraph in the presence or absence of other topologically related subgraphs. Consequently, determining the relative harmfulness of different subgraphs might also be difficult. Nevertheless, our method might still be applicable to construct structured regular column-weight-four codes. Future research problems include the construction of such codes. This problem requires the derivation of a TSO for regular column-weight-four codes. Its feasibility also depends greatly on whether trapping sets can be enumerated and stored. As the search for new trapping sets after a block of columns is added only involves one new variable node (due to the use of the structural property of the code), its complexity might be well handled by state-of-the-art computers.

## Appendix A <br> Implementation of Techniques of Searching for Trapping SETS

In this appendix, we provide details on the techniques of searching for trapping sets. We begin by defining some simple subroutines that will be used in the search. Then, we discuss the technique to enumerate cycles. We continue by presenting the techniques to search for $(a+1, b-1)$ trapping sets and $(a+1, b)$ trapping sets that are generated by $(a, b)$ trapping sets. Then, we discuss how the structural properties of a code can be used to reduce the complexity of the search. Finally, we give some remarks.

1) Subroutines: We assume that the following simple subroutines are used in our search algorithms.
a) $\mathbf{Y}=\operatorname{RowIntersectIndex}\left(\mathbf{X}_{1}, \mathbf{X}_{2}, \vartheta\right)$.

Let $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ be matrices with integer elements. $\mathbf{Y}$ is a matrix with two columns. If $\left(i_{1}, i_{2}\right)$ is a row of $\mathbf{Y}$ then the $i_{1}$ th row of $\mathbf{X}_{1}$ and the $i_{2}$ th row of $\mathbf{X}_{2}$ share $\vartheta$ common entries.
b) $\mathbf{Y}=\operatorname{OddDegreeChecks}(H, \mathbf{X})$.

Let $H$ be the parity-check matrix corresponding to a Tanner graph $G$ of an LDPC code. Let $\mathbf{X}$ be a matrix with each row of $\mathbf{X}$ giving a set of variable nodes, i.e., elements in each row of $\mathbf{X}$ form a subset of $V$. Assume that all the subgraphs induced by variable nodes in rows of $\mathbf{X}$ have the same number of odd-degree check nodes. $\mathbf{Y}$ is a matrix with the same number of rows as $\mathbf{X}$. Elements of the $i$ th row of $\mathbf{Y}$ are odd-degree check nodes in the subgraph induced by the variable nodes in the $i$ th row of $\mathbf{X}$.
c) $\mathbf{Y}=\operatorname{TotalChecksOfDegreeK}(H, \mathbf{X}, \vartheta)$.

Let $H$ be the parity-check matrix corresponding to a Tanner graph $G$. Let $\mathbf{X}$ be a matrix whose elements are variable nodes in $G$, i.e., elements of $\mathbf{X}$ are members of $V . \mathbf{Y}$ is a one-column matrix with the same number of rows as $\mathbf{X}$. The element in the $i$ th row of $\mathbf{Y}$ is the number of check nodes with degree $\vartheta$ in the subgraph induced by the variable nodes in the $i$ th row of $\mathbf{X}$.
d) $\mathbf{Y}=\mathbf{I s T r a p p i n g} \operatorname{Set}(H, \mathbf{X})$.

Let $H$ be the parity-check matrix corresponding to a Tanner graph $G$. Let $\mathbf{X}$ be a matrix whose elements are variable nodes in $G$. $\mathbf{Y}$ is a one-column matrix with the

TABLE III
Number of Cycles of Several LDPC Codes and Run-Time of the Cycle Searching Algorithm on a $2.3-\mathrm{GHz}$ Computer

| Codes | Tanner [53] | Margulis [57] | MacKay [37] |
| :---: | :---: | :---: | :---: |
| $n$ | 155 | 2168 | 4095 |
| $\left(d_{\mathrm{v}}, d_{\mathrm{c}}\right)$ | $(3,6)$ | $(3,6)$ | $(3,17)$ |
| 6-cycles | 0 | 0 | 5183 |
| 8-cycles | 465 | 1320 | 120930 |
| 10-cycles | 3720 | 11088 | 2999961 |
| Run-time (Seconds) | 0.024 | 0.444 | 63.692 |

same number of rows as $\mathbf{X}$. The element in the $i$ th row of $\mathbf{Y}$ is 1 if the variable nodes in the $i$ th row of $\mathbf{X}$ form a trapping set and is 0 otherwise.
The aforementioned subroutines can be implemented using simple sparse matrix operations and, hence, are of low complexity.
2) Searching for Cycles of Length $\vartheta$ : Since every trapping set contains at least one cycle, the search for trapping sets always starts with finding cycles in the Tanner graph. All cycles of length $\vartheta$ that contain variable node $v$ can be found by performing the following steps.

1) Find all the paths of length $\vartheta / 2-1$ from each neighbor of $v$ such that these paths do not contain $v$. The set of such paths that originate from the $i$ th neighbor of $v$ is denoted by $N_{i}$. It can be shown that $\left|N_{i}\right| \leq\left(d_{\mathrm{v}}-1\right)^{t_{1}}\left(d_{\mathrm{c}}-1\right)^{t_{2}}$ where

$$
\begin{aligned}
& t_{1}=\frac{\vartheta}{4}-1, t_{2}=t_{1}+1 \text { if } \vartheta / 2 \text { is even } \\
& t_{1}=t_{2}=\frac{\vartheta}{4}-\frac{1}{2} \text { if } \vartheta / 2 \text { is odd }
\end{aligned}
$$

2) For every pair of paths $o_{i} \in N_{i}, o_{j} \in N_{j}$, and $i \neq j$, determine if they have only one common node and if they end with the same node. If so, then a cycle of length $\vartheta$ has been found. This cycle is induced by the union of the sets of variable nodes in $o_{i}$, in $o_{j}$, and $\{v\}$. The maximum number of possible pairs $o_{i}, o_{j}$ is $\sum_{i \neq j}\left|N_{i}\right|\left|N_{j}\right|$.
The two steps described previously are executed for every variable node. To further simplify the search, after all the cycles containing $v$ are found, $v$ can be marked so that all the paths containing $v$ are eliminated in Step 1 of the search at another variable node $v^{\prime}$. The complexity of searching for cycles is proportional to the maximum number of pairs $o_{i}, o_{j}$ and, hence, is polynomial in the degree of the variable nodes and check nodes for a given $\vartheta$. However, as Step 1 and Step 2 are performed repeatedly for every variable nodes, the complexity increases only linearly in the code length. Note that our search algorithm not only counts the number of cycles but also records the variable nodes that each cycle contains. For this reason, existing efficient algorithms to count the number of cycles in a bipartite graph (for example, those proposed in [68] and [69]) cannot be applied directly.

Example 15: To illustrate the search algorithm, we list the number of cycles in some popular codes, as well as the run-times of the algorithm on a $2.6-\mathrm{GHz}$ computer in Table III.
3) Searching for $(a+1, b-1)$ Trapping Sets Generated by $(a, b)$ Trapping Sets: Let $\mathcal{T}_{1}$ be an $(a, b)$ trapping set, $\mathcal{T}_{2}$ be an $(a+1, b-1)$ trapping set and let $\mathcal{T}_{1}$ be a predecessor of $\mathcal{T}_{2}$. Further, let $\mathbf{T}_{1}$ be a trapping set of type $\mathcal{T}_{1}$ in the Tanner graph
of a code $\mathcal{C}$ and assume that $\mathbf{T}_{1}$ generates a trapping set $\mathbf{T}_{2}$ of type $\mathcal{T}_{2}$. As discussed in Section II, $\mathcal{T}_{2}$ is obtained by adjoining one variable node to $\mathcal{T}_{1}$. The line-point representation of $\mathcal{T}_{2}$ is obtained by merging two black-shaded nodes in the line-point representation of $\mathcal{T}_{1}$ with two $\circledast$ nodes in Fig. 3(b). Therefore, to search for $\mathbf{T}_{2}$, it is sufficient to search for a variable node that is connected to two odd-degree check nodes in the subgraph induced by variable nodes in $\mathbf{T}_{1}$.

Let $\mathbf{X}$ be a matrix such that each row of $\mathbf{X}$ contains variable nodes of a $\mathcal{T}_{1}$ trapping set in the Tanner graph $G$. $H$ is the paritycheck matrix which defines $\mathcal{C}$. All $\mathcal{T}_{2}$ trapping sets can be found by performing the following steps.

1) Find all odd-degree check nodes of all $\mathcal{T}_{1}$ trapping sets: $\mathbf{Y}_{1}=\operatorname{OddDegreeChecks}(H, \mathbf{X})$.
2) Form $\mathbf{X}_{1}$, a one-column matrix with $n$ rows where the element in the $i$ th row is variable node $i$.
3) Form a matrix $\mathbf{Y}_{2}$ whose $i$ th row gives all check nodes neighboring to the variable node $i: \mathbf{Y}_{2}=$ OddDegreeChecks $\left(H, \mathbf{X}_{1}\right)$.
4) Find all pairs $(i, j)$ such that the $i$ th row of $\mathbf{Y}_{1}$ and the $j$ th row of $\mathbf{Y}_{2}$ share 2 common entries: $\mathbf{Y}_{3}=$ RowIntersectIndex $\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}, 2\right)$.
5) If $(i, j)$ is the $l$ th row of $\mathbf{Y}_{3}$, adjoin variable node $j$ to the $i$ th row of $\mathbf{X}$ to form the $l$ th row of $\mathbf{Y}_{4}$.
6) Determine the number of degree one check nodes in the subgraph induced by variable nodes in each row of $\mathbf{Y}_{4}$ and eliminate the rows of $\mathbf{Y}_{4}$ that do not have $b-1$ degree one check nodes, to obtain a matrix Y. Each row of $\mathbf{Y}$ now contains variable nodes that induce a $\mathcal{T}_{2}$ trapping set in the Tanner graph of the code. $\mathbf{Y}=$ $\mathbf{Y}_{4}\left(\right.$ TotalChecksOfDegreeK $\left.\left(H, \mathbf{Y}_{4}, 1\right)==b-1\right)$.
7) Searching for $(a+2, b)$ Trapping Sets Generated by $(a, b)$ Trapping Sets: Let $\mathcal{T}_{1}$ be an $(a, b)$ trapping set, $\mathcal{T}_{2}$ be an $(a+2, b)$ trapping set and let $\mathcal{T}_{1}$ be a predecessor of $\mathcal{T}_{2}$. Further, let $\mathbf{T}_{1}$ be a trapping set of type $\mathcal{T}_{1}$ in the Tanner graph of a code $\mathcal{C}$ and assume that $\mathbf{T}_{1}$ generates a trapping set $\mathbf{T}_{2}$ of type $\mathcal{T}_{2}$. Consider two variable nodes that share a check node. As discussed in Section II, $\mathcal{T}_{2}$ is obtained by adjoining these two variable nodes to $\mathcal{T}_{1}$. The line-point representation of $\mathcal{T}_{2}$ is obtained by merging two black-shaded nodes in the line-point representation of $\mathcal{T}_{1}$ with two $*$ nodes in Fig. 3(c). Therefore, to search for $\mathbf{T}_{2}$, it is sufficient to search for a pair of variable nodes that share a common neighboring check node and each node is connected to one odd-degree check node in the subgraph induced by variable nodes in $\mathbf{T}_{1}$.

The search for $(a+2, b)$ trapping sets is very similar to the search for $(a+1, b-1)$ trapping sets described in the previous subsection. In particular, the following modifications should be made.

1) In Step 2, $\mathbf{X}_{1}$ is a two column matrix, each row contains a pair of variable nodes that share a common neighboring check node.
2) In Step 3, the $i$ th row of $\mathbf{Y}_{2}$ gives all degree one check nodes in the subgraph induced by variable nodes in the $i$ th row of $\mathbf{X}_{1}$.
3) In Step 5 , variable nodes in the $j$ th row of $\mathbf{X}_{1}$ are adjoined to the $i$ th row of $\mathbf{X}$.
4) In Step $6, b-1$ is replaced by $b$.

Since Step 4 does not take into account the case in which two check nodes of a new variable node are merged with two odd-degree check nodes of $\mathbf{T}_{1}$, the subroutine IsTrappingSet is used afterward to eliminate rows of $\mathbf{Y}$ that do not contain variable nodes that form a trapping set.
5) Using the Structural Property to Reduce the Complexity of the Search Algorithms: We discuss how to use the property of a structured LDPC code to reduce the complexity of the search algorithms. Let $\mathcal{C}$ be a structured LDPC code defined in Section IV with a Tanner graph representation $G$ and a corresponding parity-check matrix $H$. To facilitate the discussion, we assume that the quasi-group $\mathcal{Q}$ is a cyclic group. Then, $\mathcal{C}$ is a QC LDPC code and $H$ can be represented as an array of circulant permutation matrices, i.e., $H$ takes the following form:

$$
H=\left[\begin{array}{ccccc}
I & I & I & \cdots & I \\
I & P_{22} & P_{23} & \cdots & P_{2 d_{\mathrm{c}}} \\
I & P_{32} & P_{33} & \cdots & P_{3 d_{\mathrm{c}}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
I & P_{d_{\mathrm{v}} 2} & P_{d_{\mathrm{v}} 2} & \cdots & P_{d_{\mathrm{v}} d_{\mathrm{c}}}
\end{array}\right]
$$

where $P_{i j}$ is a circulant permutation matrix of size $p \times p$ for $2 \leq i \leq d_{\mathrm{v}}, 2 \leq j \leq d_{\mathrm{c}}$.

Let $\pi$ be a function from $V \times\{0,1, \ldots, p-1\}$ to $V$ defined as follows:

$$
\pi(v, s)=\mathfrak{q}(v) \times p+(\mathfrak{r}(v)+s) \bmod p
$$

where $\mathfrak{q}(v)$ and $\mathfrak{r}(v)$ are the quotient and remainder after the division of $v$ by $p$, respectively.
From properties of the parity-check matrix $H$, one can show the following.

Quasi-cyclicity property: Let $\mathbf{S}=\left\{v_{1}, v_{2}, \ldots, v_{|\mathbf{S}|}\right\} \subset V$ be a subset of variable nodes, then the subgraph induced by all the variable nodes in $\mathbf{S}$ is isormorphic to the subgraph induced by all the variable nodes in $\mathbf{S}_{\mathrm{s}}=\left\{\pi\left(v_{1}, s\right), \pi\left(v_{2}, s\right), \ldots, \pi\left(v_{|\mathbf{S}|}, s\right)\right\}, \forall 0 \leq s \leq p-1$.

Now we can use this property to reduce the complexity of the search algorithms. Let $\mathbf{T}$ be a trapping set of type $\mathcal{T}$ which is present in the Tanner graph of a code $\mathcal{C}$. Then, one can obtain $p-1$ other type $\mathcal{T}$ trapping sets, namely $\mathbf{T}_{1}, \mathbf{T}_{2}, \ldots, \mathbf{T}_{p-1}$, by shifting variable nodes of $\mathbf{T}$ using the map $\pi$. Assume that we want to find all trapping sets of type $\mathcal{T}^{\prime}$ by expanding trapping sets $\mathbf{T}, \mathbf{T}_{1}, \mathbf{T}_{2}, \ldots, \mathbf{T}_{p-1}$. Instead of expanding every single trapping set, one can choose to expand only one trapping set in the set $\left\{\mathbf{T}, \mathbf{T}_{1}, \mathbf{T}_{2}, \ldots, \mathbf{T}_{p-1}\right\}$ to obtain $\mathcal{T}^{\prime}$ trapping sets. The map $\pi$ can then be used on the variable nodes of the obtained type $\mathcal{T}^{\prime}$ trapping sets to obtain the other type $\mathcal{T}^{\prime}$ trapping sets. This significantly reduces the complexity of the search algorithms since the complexity of expanding a trapping set is much greater than the complexity of shifting variable nodes.
6) Remarks: The aforementioned search procedures may not differentiate among different $(a, b)$ trapping sets. For example, all $(5,3)\{1\}$ and $(5,3)\{2\}$ trapping sets are found if they are searched for as trapping sets generated by the $(4,4)$ trapping sets. Similarly, all $(7,3)\{2\}$ and $(7,3)\{3\}$ trapping sets are found as being generated by the $(6,4)\{1\}$ trapping sets. If searching for a specific type of trapping set is required, then it is necessary to further analyze the induced subgraph. For example,

TABLE IV
Number of Cycles and Trapping Sets of the Tanner Code and Run-Time of the Searching Algorithms on a $2.3-\mathrm{GHz}$ Computer

| Trapping Sets | Total | Run-time (Seconds) |  |
| :---: | :---: | :---: | :---: |
|  |  | (i) | (ii) |
| 6 -cycles | 0 |  |  |
| 8 -cycles | 465 | 0.024 | 0.004 |
| 10-cycles | 3720 |  |  |
| $(5,3)\{2\}$ | 155 | 0.004 | 0.001 |
| $(6,4)\{2\}$ | 930 | 0.023 | 0.001 |
| $(7,3)\{1\}$ | 930 | 0.008 | 0.002 |
| $(8,2)\{1\}$ and $\{2\}$ | 465 | 0.008 | 0.001 |

TABLE V
Number of Cycles and Trapping Sets of the Code $\mathcal{C}_{2}$ and Run-Time of the Searching Algorithms on a 2.3-GHz Computer

| Trapping Sets | Total | Run-time (Seconds) |  |
| :---: | :---: | :---: | :---: |
|  |  | (i) | (ii) |
| 6 -cycles | 0 |  |  |
| -cycles | 17066 | 1.362 | 0.109 |
| 10-cycles | 183433 |  |  |
| $(5,3)\{2\}$ | 1590 | 0.130 | 0.004 |
| $(6,2)\{1\}$ | 424 | 0.009 | $<10^{-8}$ |
| $(7,3)\{1\}$ | 6254 | 0.260 | 0.007 |
| $(8,2)\{1\}$ | 1166 | 0.160 | 0.002 |
| $(8,2)\{2\}$ | 901 | 0.033 | 0.002 |
| $(6,4)\{1\}$ | 85065 | 85.437 | 1.037 |
| $(6,4)\{1\}$ and $\{2\}$ | 148983 | 273.854 | 0.232 |
| $(7,3)\{2\}$ and $\{3\}$ | 23850 | 5.750 | 0.045 |
| $(8,2)\{3\},\{4\}$ and $\{5\}$ | 5936 | 0.409 | 0.015 |

notice that the $(5,3)\{1\}$ trapping set is a union of a six-cycle and an eight-cycle, sharing two variable nodes while the $(5,3)\{2\}$ trapping set is a union of two eight-cycles, sharing three variable nodes. Therefore, to search for all $(5,3)\{2\}$ trapping sets from a list of $(4,4)$ trapping sets, one would find all pairs of $(4,4)$ trapping sets that share three variable nodes, using the RowIntersectIndex subroutine. The union of each pair of $(4,4)$ trapping sets is then a set of five variable nodes. Each set of variable nodes forms a $(5,3)\{2\}$ trapping set if its induced subgraph contains three degree one check nodes. Similarly, all $(7,3)\{2\}$ trapping sets can be found by noticing that they are unions of two $(6,4)\{1\}$ trapping sets, sharing five variable nodes.

Example 16: We end this section by giving the statistics of small trapping sets present in the popular Tanner code (see Table IV) as well as in the code $\mathcal{C}_{2}$ (see Table V), which was given in Section VII. We also give the running times of the algorithms for two different cases: 1) the structural property of the code is not utilized; and 2) the structural property of the code is utilized. All the searches were performed on a $2.3-\mathrm{GHz}$ computer.

## Appendix B <br> PRoof OF LEMMA 1

We prove that the incidence structures formed by the $u$ new lines must be one of those listed in Fig. 3. For $u=1$ or $u=2$, the proof is trivial and all possible incidence structures are listed in Fig. 3(a)-(c). For $u \geq 3$, we divide the proof into two cases.

Case 1: The incidence structure formed by the $u$ new lines does not contain any cycle: We first argue that no line can pass through three white-shaded points. To see this, assume that

(a)

(d)

(c)

(f)

(h)

(j)

Fig. 21. Figures used in the proof of Lemma 1.
at least one line passes through three white-shaded points, as demonstrated in Fig. 21(a). Then, the merging of the incidence structure formed by the $u$ new lines with the line-point representation of $\mathcal{T}$ can be divided into two steps, as demonstrated in Fig. 21(b) and (c). Consequently, the resulting trapping set is not a direct successor of $\mathcal{T}$.

We also argue that if a line passes through two white-shaded points, then the third point cannot be $\mathrm{a} \circledast$ point. This is because the merging of the incidence structure listed in Fig. 21(d) with $\mathcal{T}$ can be divided into two steps, as demonstrated in Fig. 21(e) and (f). Besides, a line can pass through at most one black-shaded point. As a result, the incidence structure formed by the $u$ new lines can only be the one listed in Fig. 3(e) (or in Fig. 3(d) if $u=3$ ).

Case 2: The incidence structure formed by the $u$ new lines contains at least one cycle: We first argue that only one of those lines that form a cycle can pass through three white-shaded points or pass through two white-shaded points and a $\circledast$ point. The other lines must pass through exactly two white-shaded points and one black-shaded point. Otherwise, the merging of the incidence structure formed by the $u$ new lines with the line-point representation of $\mathcal{T}$ can be divided into two steps. For example, the merging of the incidence structure listed in Fig. 21(g) with $\mathcal{T}$ can be divided into two steps, as demonstrated in Fig. 21(h) and (i).

Second, the lines that are not part of a cycle can neither pass through three white-shaded points nor pass through two whiteshaded points and a $\circledast$ point. The explanation for this is similar to the explanation found in case 1 .

Finally, we argue that there can be at most one cycle. To see this, assume that there are two cycles. Since only one of the lines that form a cycle can pass through three white-shaded points, the incidence structure formed by the $u$ new lines must have the form as listed in Fig. 21(j). However, since the lines that are not part of any cycle can neither pass through three white-shaded points nor pass through two white-shaded points and a $\circledast$ point, there cannot be any $\circledast$ point in the incidence structure formed by the $u$ new lines, which is a contradiction.

Consequently, all possible structures formed by the $u$ new lines are listed in Fig. 3(1).
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[^1]:    ${ }^{1}$ This database of trapping sets was partially presented in [20] and is available online at [21].

[^2]:    ${ }^{2}$ The all-zero-codeword assumption can be applied if the channel is output symmetric and the decoding algorithm satisfies certain symmetry conditions (see [30, Def. 1 and Lemma 1]). The Gallager A/B algorithm, the bit flipping algorithms and the SPA all satisfy these symmetry conditions.

[^3]:    ${ }^{3}$ Each incidence structure corresponds to a bipartite graph. An incidence structure is connected if the corresponding bipartite graph is connected.

[^4]:    ${ }^{4} \mathrm{~A}$ QC code is a structured code whose parity-check matrix can be represented as an array of circulants.

