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Abstract 

Nucleation and growth are phenomena that can be applied to several fields of science and technology. On the other 

hand, nucleation depends on the cooling rate, dislocating the equilibrium, as surface energy depends on the created 

and deformed surface area. The crystalline/glassy transition limit dependence on the thermal gradient is also 

analyzed. In this paper, under continuum mechanics, first- and second-order nonequilibrium nucleation 

formulation models are derived, and a phase-change moving interface is considered in the thermal field. Important 

nucleation variables are plotted against the cooling rate for several nucleation angles. It is coupled with a 

theoretical model for the molar-specific heat capacity of solids to analyse its dependence on nucleation kinetics. 

 

Keywords: Nonequilibrium phase change; Phase nucleation; First- and second-order formulations; 

Nonequilibrium nucleation. 

 

1 Introduction 

 

The study of the nucleation process is of paramount importance because it is related to 

many areas of scientific and technological interest, such as weather forecasting and climate 

studies, concerning the key factors responsible for climate change, volcanology, and mineral 

crystallization, among other geophysical and astrogeophysical applications. In the materials, 

mechanics, electronics, aerospace, and pharmaceutical industries, the latter highlights the 

synthesis of proteins for the most diverse medical treatments. Nucleation can be defined as the 

formation of one new phase with high free energy to an organized structure or pattern with a 

low free energy in specific positions and characterized by well-defined contours that separate 
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the medium that created it [1,2]. Nucleation is a general-purpose phenomenon with applicability 

in many processes, such as crystallization, melting, boiling, condensation, glass transition [3], 

and recently in rapid prototyping additive manufacturing [4,5]. Phase nucleation is complex 

and unfinished matter that requires permanent efforts in several fields, from analyses of 

formulations based on classical thermodynamics for continuous media and statistical 

thermodynamics for noncontinuous media using MD molecular dynamics to quantum theory, 

which underlies ab initio methods. The scale of the problem dictates the type of theory best 

suited. At large spatial and temporal scales, when possible to employ, theory based on 

continuum mechanics is more appropriate since it can handle problems such as weather 

forecasting and geophysical and manufacturing processes within adequate spatial and temporal 

scalability. However, MD molecular dynamics based on classical physics and ab initio methods 

based on quantum mechanics would require unimaginable computing power and considerably 

long response times from the currently available computing capabilities, being suitable only for 

systems with tens, hundreds to a few thousand atoms. Classical nucleation theory, known as 

CNT, has its origins in Fahrenheit's work on the supercooling of water, later receiving 

thermodynamic support in studies of droplet formation on a supersaturated vapor. Volmer and 

Weber, among others, formulated the kinetics of vapor condensation, later extended by 

Turnbull and Fisher to the case of nucleation of condensed phases [6]. The basic mechanism 

underpinning CNT consists of a change in the free energy of the system during homogeneous 

nucleation of a spherical nucleus. The important variables are the cluster volume of the radius, 

the volume of a single molecule, the supersaturation ratio and the specific surface energy of the 

interface between the drop and the surroundings. The free energy is based on a positive 

contribution of surface energy and a negative contribution of bulk energy presenting a 

maximum, providing the critical radius, beyond which the system energy begins to decrease. 

Polymorphism is not considered by CNT, and it also cannot explain the vanishing nucleation 
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barrier at high supersaturation [1,6]. It fails in predicting vapor-liquid systems, and it was found 

to disagree by a factor of 2000 [7]. Furthermore, CNTs do not properly account for dipole-

dipole interactions in the case of polar vapors. Experimental evidence of nucleation in 

crystallizing solutions has shown that the formation of a cluster with a higher density and its 

structural reorganization to form a crystal are separated in the time zone, which requires at least 

two order parameters [7]. Density functional theory (DFT) is a nonclassical nucleation theory 

that can be applied to several nucleation phenomena, such as vapor-liquid and liquid-solid 

phenomena, in addition to explaining spinodal decomposition. DFT is based on a density 

function approach concerning the intrinsic free energy of the system and the molecular number 

density [8,9]. To apply this theory, knowledge of the intermolecular potentials of the system is 

needed, which are approximated from hard-sphere perturbation theory. This requires molecular 

potentials that are not available for complex compounds. Another approach is the diffuse 

interface theory (DIT), which considers a strong dependence of the surface tension on the 

curvature in an attempt to correct the assumption of a sharp interface of the classical droplet 

model by considering the bulk solid and liquid enthalpies and entropies inside the interface 

domain [10,11]. The DIF theory succeeds in predicting a wide range of substances, including 

hydrocarbon liquids, liquid metals and oxide glasses. However, the growing experimental 

evidence of nucleation events in crystallizing solutions has shown that the formation of clusters 

with a higher density and their structural reorganization to form a crystal are separated in the 

time zone, which requires at least two order parameters, density and structure, to differentiate 

old and new phases. This has led to the evolution of the concept of a nonclassical two-step 

pathway to nucleation, which is discussed in the next section. Experimental evidence of the 

nucleation process points to the prior formation of clusters of atoms in the liquid with structural 

reorganization that will form the new crystalline phase that is separated into time zones that 

require two or more order parameters that differentiate the initial phase from the final phase. 
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These observations have led to so-called nonclassical nucleation path models [12-17]. This 

evidence agrees with what has been recently observed by Ferreira and coworkers [18,19] and 

with this work that presents the derivation of a set of equations based on continuum mechanics 

for coupling with the surface-stress tensor and with the First and Second Laws of 

Thermodynamics for homogeneous and heterogeneous nonequilibrium nucleation. Authors 

have found that there cannot be nucleation of a phase whose supercooling is zero, as it would 

cause the surface entropy to rise to levels that would not permit any crystal ordering, 

characterized by the bulk entropy [20]. This implies that for heterogeneous non-equilibrium 

nucleation, different-ordered liquid structure atoms organized in short-range clusters with 

properties similar to the original liquid act as a substrate. 

 

2 Mathematical Formulation of Nucleation 

 

The nucleation of phases is very complex in nature because it is dependent on the local 

thermal gradient ∇𝐓𝐓, as has been demonstrated recently by Ferreira [18] and Ferreira et al. [19]. 

By considering a continuum medium, the thermal gradient can be expressed in terms of 

thermodynamic variable gradients of work  ( 𝝈𝝈𝑉𝑉 surface tension or −𝑷𝑷𝑉𝑉 pressure for inviscid 

flow and volume), composition, and temperature throughout the Gibbs-Thomson-Ferreira 

equation (GTF equation), which directly measures the level of structural ordering of a new 

formed phase from another primary phase at a given thermal gradient level. While these authors 

were working on the prediction of secondary arm-spacing as a function of cooling rate (120 to 

1560 𝐾𝐾.𝑚𝑚𝑚𝑚𝑚𝑚−1) and the local solidification time for multicomponent alloys considering several 

aluminum-based alloy systems they observed that the both surface energy and Gibbs Thompson 

coefficient are dependent on the cooling rate as well as composition, temperature and pressure 

gradients, i.e., the thermal field gradient ∇𝐓𝐓. Thus, the Gibbs-Thomson coefficient was derived 
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as ΓAl = 𝑓𝑓�𝛻𝛻𝑇𝑇� ,𝛻𝛻𝐶𝐶𝐶𝐶𝐶𝐶,𝛻𝛻𝐶𝐶𝑆𝑆𝑆𝑆 ,𝛻𝛻𝐶𝐶𝑀𝑀𝑔𝑔,𝛻𝛻𝐶𝐶𝑆𝑆𝑆𝑆�  [18], later generalized in terms of thermal field 

gradient ∇𝐓𝐓  as ΓAl = 𝑓𝑓� 𝛻𝛻𝛻𝛻,𝛻𝛻𝑉𝑉,𝛻𝛻𝐶𝐶𝑆𝑆 ,𝛻𝛻𝑇𝑇�� [19-21] according to Eq. (1), 

 Γ(𝑟𝑟) = ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) = �𝜕𝜕𝜕𝜕𝜕𝜕𝑬𝑬 ∙ ∇𝑬𝑬� ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟)    (1) 

 

where 𝑬𝑬 denotes the total energy of the system, ∇𝐓𝐓 is the normal thermal gradient to a created 

and deformed surface area  𝐴𝐴(𝑟𝑟)  which can be expressed as ∇𝐓𝐓 = � 𝜕𝜕𝜕𝜕𝜕𝜕𝝈𝝈𝑉𝑉 ∙ ∇𝝈𝝈𝑉𝑉 + ∑ 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶𝑖𝑖 ∙𝑛𝑛−1𝑆𝑆=1
∇𝐶𝐶𝑆𝑆 + ∇𝑇𝑇� ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) , as a function of work ∇𝝈𝝈𝑉𝑉 , concentration ∇𝐶𝐶𝑆𝑆 , and temperature ∇𝑇𝑇 

gradients. By considering no viscous effects, the thermodynamic pressure is giving by 𝝈𝝈 = −𝒑𝒑, 

for incompressible flow ∇𝑉𝑉�⃗ = 0 and inviscid flow 2𝜇𝜇 𝜕𝜕𝐶𝐶𝑖𝑖𝜕𝜕𝑥𝑥𝑖𝑖 = 0 according to Eq. (2), 

 𝜎𝜎𝑆𝑆𝑆𝑆 = −𝑝𝑝𝑆𝑆𝑆𝑆 − 23𝜇𝜇𝑆𝑆𝑆𝑆 ∇𝑉𝑉�⃗ + 2𝜇𝜇𝑆𝑆𝑆𝑆 𝜕𝜕𝐶𝐶𝑖𝑖𝜕𝜕𝑥𝑥𝑖𝑖.       (2)  

where, 𝜎𝜎𝑆𝑆𝑆𝑆 and 𝜇𝜇𝑆𝑆𝑆𝑆 are the fluid surface tension and viscosity, respectively. Furthermore, 𝜎𝜎𝑆𝑆𝑆𝑆 is a 

fluid property and 𝜎𝜎𝑆𝑆𝑆𝑆is a consequence of the new created and deformed surface area 𝐴𝐴(𝑟𝑟) as 

result of surface stress-tensor solution [19].  

Surface tension and viscosity vary with both temperature and solute concentration. There 

are countless possibilities to get around this problem, for instance, solving accordingly the 

intermolecular potentials for these properties or using excess relationships in the realms of 

computational thermodynamics. An interesting alternative solution for the fluid surface tension 𝜎𝜎𝑆𝑆𝑆𝑆  and viscosity 𝜇𝜇𝑆𝑆𝑆𝑆  in terms of temperature and concentration was recently proposed by 

Ferreira et al. [22,23] and Kaptay [24], respectively. For the case of surface tension of 

multicomponent alloys based on the surface tension–viscosity relationship, similarly to the 

Egry’s approach [25] for pure component fluids which is associated with the Seetharaman–Du 

Sichen equation [26] for the calculation of Gibbs energy of activation of viscous flow ∆𝐺𝐺∗ 
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(Seetharaman–Du Sichen -SDS) as well as the viscosity equation for multicomponent fluid 

proposed by Kaptay [24] which can be applied to any liquid or gas providing,  

𝜎𝜎𝑆𝑆𝑆𝑆(𝑇𝑇, 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛) =
1516 ℎ∙𝑁𝑁𝐴𝐴𝐴𝐴∑ 𝑥𝑥𝑖𝑖∙V𝑖𝑖+∆V𝐸𝐸𝑛𝑛𝑖𝑖=1 ∙ � 𝑅𝑅�∙𝜕𝜕 ∑ 𝑥𝑥𝑖𝑖∙𝑀𝑀𝑖𝑖𝑛𝑛𝑖𝑖=1 ∙ exp � ∆𝐺𝐺∗−𝛼𝛼∙∆𝐻𝐻𝑅𝑅�∙𝜕𝜕  �   (3) 

According Kaptay [24], the viscosity can be expressed in terms of temperature and 

composition as follows, 𝜂𝜂𝑆𝑆𝑆𝑆�𝑇𝑇, 𝑥𝑥𝐴𝐴𝐴𝐴 , 𝑥𝑥𝑆𝑆𝑆𝑆 , 𝑥𝑥𝐶𝐶𝐶𝐶, 𝑥𝑥𝑀𝑀𝑔𝑔� =
ℎ∙𝑁𝑁𝐴𝐴𝐴𝐴∑ 𝑥𝑥𝑖𝑖∙V𝑖𝑖+∆V𝐸𝐸𝑛𝑛𝑖𝑖=1 exp � ∆𝐺𝐺∗−𝛼𝛼∙∆𝐻𝐻𝑅𝑅�∙𝜕𝜕  �    (4) 

 

The analysis was performed by comparing a modified version of Rappaz and Böettinger’s 

[27,28] secondary arm spacing model derived by Ferreira et al. [21] with experimental data. 

The surface area 𝐴𝐴(𝑟𝑟) depends on the geometry of the nucleating phase as a consequence of 

thermodynamic variables such as work 𝛔𝛔𝑉𝑉  (pressure, surface tension and volume), 

composition, temperature, as seen from the pressure vs. temperature phase diagrams obtained 

from first-principles calculations found in Kapil et al. [29] and from the experimental study on 

the ice crystal formation [30]. The initially derived model by Ferreira [18] could not predict 

either the decrease in crystal regularity or the crystalline-glassy transition associated with the 

cooling rate and composition [31,32]. Ferreira et al. [19,20], by considering the volumetric and 

surface entropy relationship, added both effects to the formulation of nucleation, Γ(𝑟𝑟) =
 𝛾𝛾𝑆𝑆𝑆𝑆

 ∆S − 1∆T𝜕𝜕γSL𝜕𝜕𝑟𝑟��⃗ �𝑟𝑟��⃗ =𝑟𝑟��⃗ 𝐶𝐶 = ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) = � 𝜕𝜕𝜕𝜕𝜕𝜕𝛔𝛔𝑉𝑉 ∙ ∇𝛔𝛔𝑉𝑉 + ∑ 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶𝑖𝑖𝑛𝑛−1𝑆𝑆=1 ∙ ∇𝐶𝐶𝑆𝑆 + ∇𝑇𝑇� ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) 

 (5) 

The authors derived relationships for nonequilibrium critical free energy and nucleation 

rate considering homogeneous and heterogeneous nucleation. By carrying out detailed analysis 

on the obtained equations and experimental data, a drift in the nucleation angle in relation to 

the nucleation radius as a function of the cooling rate was noted, which could not be explained 

by Eq. (2). To conform the numerical analysis, a new derivation of the non-equilibrium 
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nucleation considering first- and second-order formulations was more recently conducted by 

Ferreira and Moreira [20], which will be expanded and further analysed in the present work. 

Both energy balances are considered for the initial nucleus to be homogeneous spherical and 

heterogeneous spherical cap nucleation. After further development of the moving interface 

between phases, it can develop into other more favorable geometric shapes to fit the 

thermodynamic conditions imposed by the thermal gradient, which can quickly evolve into a 

sphere of variable radius [18-20] to fit a more suitable geometric shape for a suitable 

nucleating/coalescent moving transformation interface. ΔGHet = (2 − 3 cos 𝜃𝜃 + cos3 𝜃𝜃) �− 13π r3 ∆𝑆𝑆𝑉𝑉 ∆𝑇𝑇 + π 𝑟𝑟2 𝛾𝛾𝑆𝑆𝑆𝑆� = �− 13π r3 ∆𝑆𝑆𝑉𝑉 ∆𝑇𝑇 +π 𝑟𝑟2 𝛾𝛾𝑆𝑆𝑆𝑆� 𝑓𝑓(𝜃𝜃)  (6) 

and, 𝛥𝛥𝐺𝐺𝐻𝐻𝐻𝐻𝐻𝐻 = − 43𝜋𝜋 𝑟𝑟3∆𝑆𝑆𝑉𝑉 ∆𝑇𝑇 + 4 𝜋𝜋 𝑟𝑟2 𝛾𝛾𝑆𝑆𝑆𝑆      (7) 

 

In the case of heterogeneous nucleation, the missing nucleation angle drift in Eq. (5) can 

be found by deriving Eq. (6). Here, both derivations for heterogeneous and homogeneous 

nucleation will be presented. Nevertheless, the focus will remain on heterogeneous nucleation. 

The analytical derivation in relation to the critical nucleation radius provides quadratic 

relationships for heterogeneous and homogeneous nucleation as follows: − �� 
𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝜕𝜕 ∆𝑇𝑇 + 𝛥𝛥𝑆𝑆𝑉𝑉 𝜕𝜕∆𝜕𝜕𝜕𝜕𝜕𝜕 � 𝑓𝑓(𝜃𝜃) + 𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕 � 𝑟𝑟𝐶𝐶2 − 3 ��𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 � 𝑓𝑓(𝜃𝜃) −𝛾𝛾𝑆𝑆𝑆𝑆 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕 � 𝑟𝑟𝐶𝐶 + 6𝛾𝛾𝑆𝑆𝑆𝑆 = 0  (8) 

and, for homogeneous nucleation −�𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝜕𝜕 ∆𝑇𝑇 +  𝛥𝛥𝑆𝑆𝑉𝑉 𝜕𝜕∆𝜕𝜕𝜕𝜕𝜕𝜕 � 𝑟𝑟𝐶𝐶2 − 3 �𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 � 𝑟𝑟𝐶𝐶 + 6 𝛾𝛾𝑆𝑆𝑆𝑆 = 0   (9) 

The resulting Eq. (8) and Eq. (9) are both quadratic functions, demanding a second-order critical 

nucleation radius analysis to be carried out. A second-order formulation model for the 
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nonequilibrium nucleation can be derived by solving 𝑟𝑟𝐶𝐶 for Eq. (8) and Eq. (9), the following 

equation is obtained: 

𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻
=

3 ��𝛥𝛥𝑆𝑆𝑉𝑉  ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 � 𝑓𝑓(𝜃𝜃) − 𝛾𝛾𝑆𝑆𝑆𝑆 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 � ± �9 ��𝛥𝛥𝑆𝑆𝑉𝑉  ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 � 𝑓𝑓(𝜃𝜃) − 𝛾𝛾𝑆𝑆𝑆𝑆 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 �2 + 24 �� 
𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝑇𝑇 + 𝛥𝛥𝑆𝑆𝑉𝑉 𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 � 𝑓𝑓(𝜃𝜃) + 𝛥𝛥𝑆𝑆𝑉𝑉  ∆𝑇𝑇 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 � 𝛾𝛾𝑆𝑆𝑆𝑆−2 �� 

𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝑇𝑇 + 𝛥𝛥𝑆𝑆𝑉𝑉 𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 � 𝑓𝑓(𝜃𝜃) + 𝛥𝛥𝑆𝑆𝑉𝑉  ∆𝑇𝑇 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 �
=

2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝑇𝑇 =
2∆𝑇𝑇  𝛻𝛻𝑻𝑻 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) 

  (10) 

and, for homogeneous nucleation 

𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 =
3�𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝜕𝜕−𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �±�9�𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝜕𝜕−𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �2+24�𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝜕𝜕+ 𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 �𝛾𝛾𝑆𝑆𝑆𝑆−2�𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝜕𝜕+ 𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 � =

2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝜕𝜕 =
2∆𝜕𝜕  𝛻𝛻𝑻𝑻 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟)

    (11) 

Let us analyze the second-order solution for the critical radius 𝑟𝑟𝐶𝐶 for both cases: 

i. The Glassy-Crystalline Transition is easily derived by making 3 ��𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 −𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 � 𝑓𝑓(𝜃𝜃) − 𝛾𝛾𝑆𝑆𝑆𝑆 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕 � = 0 in Eq. (8) and similar to Eq. (9): 

 For heterogeneous nucleation 

3 ��𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 � 𝑓𝑓(𝜃𝜃) − 𝛾𝛾𝑆𝑆𝑆𝑆 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕 � = 0    (12a) �𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 � 1𝛾𝛾𝑆𝑆𝑆𝑆 =
1𝑓𝑓(𝜃𝜃)

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕      (12b) 

 

𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 = � 6 𝛾𝛾𝑆𝑆𝑆𝑆�� 
𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝑇𝑇 + 𝛥𝛥𝑆𝑆𝑉𝑉 𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 � 𝑓𝑓(𝜃𝜃) + 𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 � =

2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝑇𝑇 =
2∆𝑇𝑇  𝛻𝛻𝑻𝑻 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) 

   (12c) 

 For homogeneous nucleation 

3 �𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇 − 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 � = 0       (13a) 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 = 𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝑇𝑇        (13b) 

𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 = � 6 𝛾𝛾𝑆𝑆𝑆𝑆�𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝜕𝜕+ 𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 � =
2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝜕𝜕 =

2∆𝜕𝜕  𝛻𝛻𝑻𝑻 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟)  (13c) 
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ii. The second-order analysis of the maximum critical radius 𝑟𝑟𝐶𝐶𝐻𝐻𝐶𝐶𝑥𝑥  arising from the 

correlation between the bulk and surface free energies Eq. (6) and Eq. (7), providing a 

maximum beyond which the system energy begins to decrease: 

 For heterogeneous nucleation 𝑟𝑟𝐶𝐶𝐻𝐻𝐶𝐶𝑥𝑥,𝐻𝐻𝐻𝐻𝐻𝐻 =
3��𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝜕𝜕−𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)−𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 �−2�� 
𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝜕𝜕+𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)+𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝜕𝜕𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 �   (14) 

 

 For homogeneous nucleation 𝑟𝑟𝐶𝐶𝐻𝐻𝐶𝐶𝑥𝑥,𝐻𝐻𝐻𝐻𝐻𝐻 =
3�𝛥𝛥𝑆𝑆𝑉𝑉 ∆𝜕𝜕−𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �−2�𝜕𝜕𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕𝑟𝑟 ∆𝜕𝜕+ 𝛥𝛥𝑆𝑆𝑉𝑉𝜕𝜕∆𝑇𝑇𝜕𝜕𝑟𝑟 �     (15) 

 

iii. Analysis of the first-order nonequilibrium nucleation formulation is useful in many 

applications and can be obtained by making 𝑟𝑟𝐶𝐶2~0 in Eq. (8) and Eq. (9): 

 For heterogeneous nucleation 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 =
2 𝛾𝛾𝑆𝑆𝑆𝑆∆𝜕𝜕��𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)−𝛾𝛾𝑆𝑆𝑆𝑆∆𝑇𝑇  

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 � =
2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝜕𝜕     (16a) 

 ΓHet =
𝛾𝛾𝑆𝑆𝑆𝑆�𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)−𝛾𝛾𝑆𝑆𝑆𝑆∆𝑇𝑇  

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟      (16b) 

 

 For homogeneous nucleation 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 =
2 𝛾𝛾𝑆𝑆𝑆𝑆∆𝜕𝜕�𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 � =

2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝜕𝜕      (17a) 

 ΓHom =
 𝛾𝛾𝑆𝑆𝑆𝑆�𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �       (17b) 

 

3. Application of GTF for Nucleating/Coalescent Moving Interface 

 

The evolution of a transformation interface from nucleation can only be explained by 

considering a relationship between the heat flow associated with the thermal field due to 

successive nucleation and coalescing processes of the interface that moves between two 

successive nucleation positions. Fig. (1) shows three nucleation positions associated with the 

critical radius as a function of cooling rate for the thermal field in the vicinity of the liquidus 

isotherm. The effect of cooling rates on the nucleation process as observed in recent works [19-
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20]. For certain combinations of the compositional ∇𝐶𝐶𝑆𝑆, viscous work ∇𝛔𝛔𝑉𝑉 or thermodynamic 

pressure -∇𝐏𝐏𝑉𝑉 in absence of viscous effect, and temperature ∇𝑇𝑇�  gradients that make up the 

thermal gradient, there will exist values for which nucleation will not occur, in which case it is 

represented by a curve where the temperature continuously decreases. 

 

 

Fig. 1 Nucleation conditions at critical radii expressed as a function of the cooling rate in the 

vicinity of the liquidus isotherm for 𝜃𝜃 = 𝜋𝜋. 

 

 

Fig. 2 shows a cooling curve identified by numbers associated with energy release during the 

process of nucleation and phase growth. When the temperature reaches point 1, the nucleation 

process begins with a temperature decrease to point 2 in relation to the undercooling in the 

liquid ∆𝑇𝑇 =  𝑇𝑇𝑆𝑆  −  𝑇𝑇 because above point 1, nucleation of a new phase cannot take place for 

a given thermal field ∇𝐓𝐓 because the surface entropy would be infinite for ∆𝑇𝑇 ⟶ 0, as seen in 

Eq. (16a) and Eq. (17a). Considering 𝛿𝛿 is the piecewise Heaviside function, which depends on 

the heat flux signal. 

 𝛿𝛿(�⃗�𝑞) = �1  𝑓𝑓𝑓𝑓𝑟𝑟 �⃗�𝑞 > 0

0 𝑓𝑓𝑓𝑓𝑟𝑟 �⃗�𝑞 < 0
       (18) 
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The energy associated with thermal resistance to nucleation from point 1 to point 2, the barrier 

to overcome associated with a thermal field ∇𝐓𝐓 and an isothermal velocity 
𝑑𝑑𝐴𝐴𝑆𝑆𝑑𝑑𝐻𝐻  [𝑚𝑚2𝑠𝑠−1], is 

given as follows: 

(1 − 𝛿𝛿)
ℎ𝑆𝑆𝜕𝜕𝑆𝑆 Γ𝑆𝑆(𝜕𝜕)𝜈𝜈𝑆𝑆 = (1 − 𝛿𝛿) 𝑆𝑆𝑆𝑆 Γ𝑆𝑆(𝜕𝜕)𝜈𝜈𝑆𝑆        (19) 

Depending on the level of the cooling rate associated with the thermal field gradient ∇𝐓𝐓 normal 

to the created and deformed surface area 𝐴𝐴(𝑟𝑟), the temperature may not return to point 3, and 

therefore, the release of latent heat will be partial below ∆𝐻𝐻𝑓𝑓 < ∆𝐻𝐻, characterizing a lower state 

of crystal ordering. A regular monocrystal will present the highest possible state of crystal 

ordering, as verified by Eq. (16) and Eq. (17), and thus the highest possible release of latent 

heat, representing the equilibrium state, where no residual deformation would be observed in 

the crystal. From point 3, or below it due to the local thermal gradient, to point 5, latent heat is 

released from a (1 − 𝛿𝛿)
∆𝐻𝐻𝜈𝜈𝑆𝑆−𝜈𝜈𝑆𝑆 amount, simultaneously with the advancement of the interface to 

the next nucleation position, where it will advance due to further coalescence, and the process 

repeats continuously. If there are conditions adverse to the nucleation process ahead at the 

transformation interface, the interface advance ceases immediately. Nucleation can be 

selectively enhanced without increasing the rate of crystal growth, which is achieved by 

adjusting the thermal field [1] and shown in Fig. (2) by paths 5′ to 5′ = 5′′. 
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Fig. 2 Schematic representation demonstrating the energies associated with the processes of 

nucleation and phase growth. 

 

The liquidus transformation interface shown by the solidification scheme in Fig. 2 only 

represents a solid phase nucleation front, whose velocity is related to the advance to the new 

position where nucleation will occur. In this case, 𝛿𝛿 = 0 in the term of energy barrier, i.e., 

(1 − 𝛿𝛿)
ℎ𝑆𝑆𝜕𝜕𝑆𝑆 Γ𝑆𝑆(𝜕𝜕)𝜈𝜈𝑆𝑆  to liquidus evolution in Eq. (17). On the other hand, for a melting process 𝛿𝛿 =

1, because the liquidus isotherm represents a latent heat absorption front with thermal resistance 

𝛿𝛿 
∆𝐻𝐻𝜈𝜈𝑆𝑆−𝜈𝜈𝑆𝑆 , and the eutectic interface represents the eutectic nucleation front 𝛿𝛿 ℎ𝑆𝑆𝜕𝜕𝑆𝑆 Γ𝑆𝑆�𝜕𝜕=𝑆𝑆𝑆𝑆�𝜈𝜈𝑆𝑆 =

𝛿𝛿 𝑆𝑆𝑆𝑆 Γ𝑆𝑆�𝜕𝜕=𝑆𝑆𝑆𝑆�𝜈𝜈𝑆𝑆 , as recently demonstrated by Ferreira et al. [19]. A similar pattern can be seen in 

DTA-DSC for asymmetric heating and cooling cycles [33]. Regarding the direction of heat 

extraction, associated with melting and cooling, Aniolek and coworkers [34] state that during 

heating, due to the specific microstructure of the eutectic, where phases are aligned with each 

other, both phases melt very close to a common temperature on both sides of the eutectic for a 

high solid fraction. In contrast, upon cooling, you have a liquid that will transform into an alpha 

phase to later transform into a eutectic; however, near the liquidus isotherm, the liquid fraction 
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is high. This makes the thermal response distinct for both cases. In the case of Fig. (2), the 

moving transformation interfaces for liquidus and eutectic are given by 

�𝛿𝛿 
∆𝐻𝐻𝜈𝜈𝑆𝑆−𝜈𝜈𝑆𝑆 + (1− 𝛿𝛿)

ℎ𝑆𝑆𝜕𝜕𝑆𝑆 Γ𝑆𝑆�𝜕𝜕=𝑆𝑆𝑆𝑆�𝜈𝜈𝑆𝑆 � 𝑑𝑑𝐴𝐴𝑆𝑆𝑑𝑑𝐻𝐻 = �𝑘𝑘�⃗ 𝑆𝑆𝑆𝑆 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆− − 𝑘𝑘�⃗ 𝑆𝑆 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆+� ∙ 𝑚𝑚�𝑆𝑆 𝐴𝐴𝑆𝑆(𝑟𝑟)    

   (20) 

�𝛿𝛿 ℎ𝑆𝑆𝜕𝜕𝑆𝑆 Γ𝑆𝑆�𝜕𝜕=𝑆𝑆𝑆𝑆�𝜈𝜈𝑆𝑆 + (1 − 𝛿𝛿)
∆𝐻𝐻𝜈𝜈𝑆𝑆𝑆𝑆−𝜈𝜈𝑆𝑆� 𝑑𝑑𝐴𝐴𝑆𝑆𝑑𝑑𝐻𝐻 = �𝑘𝑘�⃗ 𝑆𝑆 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆− − 𝑘𝑘�⃗ 𝑆𝑆𝑆𝑆 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆+� ∙ 𝑚𝑚�𝑆𝑆 𝐴𝐴𝑆𝑆(𝑟𝑟)   

    (21) 

�𝛿𝛿 ℎ𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆𝜕𝜕𝐸𝐸𝐸𝐸𝐻𝐻 Γ𝐸𝐸𝐸𝐸𝐻𝐻�𝜕𝜕=𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻�𝜈𝜈𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆 + (1− 𝛿𝛿)
∆𝐻𝐻𝐸𝐸𝐸𝐸𝐻𝐻𝜈𝜈𝑆𝑆−𝜈𝜈𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆� 𝑑𝑑𝐴𝐴𝐸𝐸𝐸𝐸𝐻𝐻𝑑𝑑𝐻𝐻 = �𝑘𝑘�⃗ 𝐸𝐸𝐶𝐶𝐻𝐻𝑆𝑆 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆− − 𝑘𝑘�⃗ 𝑆𝑆𝑆𝑆 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆+� ∙ 𝑚𝑚�𝐸𝐸𝐶𝐶𝐻𝐻 𝐴𝐴𝐸𝐸𝐶𝐶𝐻𝐻(𝑟𝑟) 

      (22) 

�(1− 𝛿𝛿)
ℎ𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻𝜕𝜕𝐸𝐸𝐸𝐸𝐻𝐻 Γ𝐸𝐸𝐸𝐸𝐻𝐻�𝜕𝜕=𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻�𝜈𝜈𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻 + 𝛿𝛿 ℎ𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻𝜕𝜕𝐸𝐸𝐸𝐸𝐻𝐻 Γ𝐸𝐸𝐸𝐸𝐻𝐻�𝜕𝜕=𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻�𝜈𝜈𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻 +

∆𝐻𝐻𝐸𝐸𝐸𝐸𝐻𝐻𝜈𝜈𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆−𝜈𝜈𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆� 𝑑𝑑𝐴𝐴𝐸𝐸𝐸𝐸𝐻𝐻𝑑𝑑𝐻𝐻 = �𝑘𝑘�⃗ 𝑆𝑆𝐸𝐸𝐶𝐶𝐻𝐻 ∙ ∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻− − 𝑘𝑘�⃗ 𝑆𝑆𝐸𝐸𝐶𝐶𝐻𝐻 ∙
∇𝐓𝐓|𝜕𝜕=𝑆𝑆𝑆𝑆𝐸𝐸𝐻𝐻𝐸𝐸𝐻𝐻+ � ∙ 𝑚𝑚�𝐸𝐸𝐶𝐶𝐻𝐻 𝐴𝐴𝐸𝐸𝐶𝐶𝐻𝐻(𝑟𝑟)       (23) 

 

where 𝑇𝑇𝑆𝑆′ , 𝑇𝑇𝑆𝑆′  and 𝑇𝑇𝐸𝐸𝐶𝐶𝐻𝐻′  are nonequilibrium temperatures of the isotherms. As previously 

explained in Fig. 1 for positions 1, 2, and 3, it is worth mentioning due to the portion of surface 

energy associated with the surface area deformation 𝐴𝐴(𝜀𝜀)𝛾𝛾(𝜀𝜀) related to the superficial internal 

energy, the equilibrium temperatures of isotherms cannot be reached. Therefore, during cooling 

these temperatures 𝑇𝑇′  will be offset below the equilibrium transformation temperatures or 

above, in case of heating. Fig. (3) shows a schematic representation of the moving interfaces 

for solidification/melting referring to a pure component, binary alloy, binary alloy with eutectic 

reaction and eutectic composition alloy, respectively. The maximum solubility of Cu in 

FCC_A1 (𝛼𝛼-phase) and the eutectic composition are represented by 𝐶𝐶𝑆𝑆𝐻𝐻𝐶𝐶𝑥𝑥 and 𝐶𝐶𝐸𝐸𝐶𝐶𝐻𝐻.  
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Fig. 3 Schematic representation of several solidification moving interfaces. 

 

4. Application of Heterogeneous Nucleation on the Molar Specific Heat Capacity of the 

Solids 

 

Aiming to validate the effect of the heterogeneous nucleation process on the specific 

molar capacity of the Al-𝛼𝛼 phase (FCC_A1) referring to a ternary Al-6wt%Cu-3wt%Si alloy, 

a brief description of the model of the molar specific heat capacity of solids firstly, derived in 

2019 by Ferreira et al. applied to a wide range of pure solid materials [18,35], transition metals 

[36], phases [37] and ceramics [37,38] will be performed. 

 

𝑐𝑐𝑣𝑣 = �1.0 +𝐷𝐷𝐶𝐶𝑓𝑓𝑚𝑚𝑝𝑝�𝜔𝜔𝐶𝐶𝑓𝑓𝑚𝑚𝑝𝑝��  9 𝑁𝑁𝐶𝐶𝑘𝑘𝐵𝐵  � 𝜕𝜕Θ𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶 �3 ∫ 𝑥𝑥4 𝐻𝐻𝑥𝑥
(𝐻𝐻𝑥𝑥−1)2

𝑇𝑇Θ𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶0 𝑑𝑑𝑥𝑥 (1 + 𝑐𝑐𝑣𝑣𝐻𝐻) + (𝑚𝑚 + 1/2) �9 𝑐𝑐𝑣𝑣𝑅𝑅𝑓𝑓𝑅𝑅 +

�1−�𝐸𝐸𝑖𝑖 𝜌𝜌𝐷𝐷𝑖𝑖𝐷𝐷𝐸𝐸𝐷𝐷𝑖𝑖𝐷𝐷 𝜌𝜌𝑖𝑖 � 𝑅𝑅𝜕𝜕3Θ𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶 𝜕𝜕𝑓𝑓,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶2 �       (24) 

The total electronic contribution 𝑐𝑐𝑣𝑣𝐻𝐻,𝑆𝑆 to the electronic molar heat capacity 𝑐𝑐𝑣𝑣𝐻𝐻,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶 can 

be expressed as ∑ 𝑥𝑥𝑆𝑆𝐻𝐻𝑆𝑆=1 ∙ 𝑐𝑐𝑣𝑣𝐻𝐻,𝑆𝑆         (25) 

where 𝑥𝑥𝑆𝑆 is the molar fraction of element 𝑚𝑚. In the case of ceramics, Eq. (25) guarantees the 

electrical neutrality of the compound. 
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The element 𝑚𝑚 electronic contribution to 𝑐𝑐𝑣𝑣𝐻𝐻 is written in terms of the phonon energy 𝑐𝑐𝑣𝑣𝑉𝑉𝑆𝑆𝑉𝑉 as follows: 

𝑐𝑐𝐴𝐴𝐻𝐻,𝑖𝑖𝑐𝑐𝐴𝐴𝑉𝑉𝑖𝑖𝑉𝑉 =
524 𝜋𝜋3 𝑍𝑍𝑆𝑆 Θ𝐷𝐷,𝑖𝑖3𝜕𝜕2 𝜕𝜕𝑓𝑓,𝑖𝑖𝑉𝑉𝐸𝐸𝑏𝑏𝑏𝑏        (26) 

where 𝑍𝑍𝑆𝑆 is the valence of element 𝑚𝑚, 𝑇𝑇𝑓𝑓,𝑆𝑆𝑉𝑉𝐶𝐶𝐴𝐴𝑏𝑏 is the melting temperature of element 𝑚𝑚 [𝐾𝐾] and 𝑇𝑇 

is the absolute temperature [𝐾𝐾].  

The rotational contribution 𝑐𝑐𝑣𝑣𝑅𝑅𝐻𝐻𝐻𝐻 to molar heat capacity was derived by Ferreira et al. 

[35] and is a quantized contribution of 𝐽𝐽𝑆𝑆 with respect to 𝑚𝑚, 𝑐𝑐𝑣𝑣𝑅𝑅𝐻𝐻𝐻𝐻 =
54 𝑅𝑅∙ℏ3 ∙𝑏𝑏𝐵𝐵2  𝜔𝜔𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶�𝜕𝜕+Θ𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶�2∑ 𝑥𝑥𝑖𝑖∙𝐽𝐽𝑖𝑖(𝐽𝐽𝑖𝑖+1)𝑀𝑀�𝑖𝑖∙𝜕𝜕𝑖𝑖2𝐻𝐻𝑆𝑆=1    [ 𝐽𝐽.𝑚𝑚𝑓𝑓𝑚𝑚−1.𝐾𝐾−1 ]  (27) 

where 𝜔𝜔𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶 is the maximum admissible frequency known as Debye’s frequency. 

The magnetic contribution  𝑐𝑐𝑣𝑣𝐻𝐻𝐶𝐶𝑔𝑔  to the molar specific heat of solids was deduced by 

Ferreira et al. [35] as being the quantized value of the ratio of velocities in the solid to that in 

the diamond, related to the Debye temperature Θ𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶, the transformation temperature 𝑇𝑇𝑓𝑓,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶 

and the temperature 𝑇𝑇 of the solid. 

𝑐𝑐𝑣𝑣𝐻𝐻𝐶𝐶𝑔𝑔 = �1 −�𝐸𝐸𝑚𝑚 𝜌𝜌𝐷𝐷𝑚𝑚𝐷𝐷𝐸𝐸𝐷𝐷𝑚𝑚𝐷𝐷 𝜌𝜌𝑚𝑚 � 𝑅𝑅𝑇𝑇3Θ𝐷𝐷,𝐶𝐶𝑓𝑓𝑚𝑚𝑝𝑝 𝑇𝑇𝑓𝑓,𝐶𝐶𝑓𝑓𝑚𝑚𝑝𝑝2
   [ 𝐽𝐽.𝑚𝑚𝑓𝑓𝑚𝑚−1.𝐾𝐾−1 ]    (28) 

 

It is worth noting that for very complex dynamic matrices, the ideal solution would be 

the analytical determination from the potentials of the constituent elements (potential energy 

density) and the distribution of the mass density along the crystalline directions to compose the 

map of the constituent elements of the dynamic matrix. In this work, the crystalline moments 

were considered a one-dimensional projection, as applied previously [39]. 

The first Brillouin zone is exchanged by an integral over a sphere of radius 𝑘𝑘𝐷𝐷, 

containing precisely 𝑁𝑁 wave vectors allowed. As a volume of space 𝑘𝑘 by wave vector, it 

requires, 
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(2𝜋𝜋)3𝑉𝑉𝐶𝐶 𝑁𝑁 =
4𝜋𝜋𝑏𝑏𝐷𝐷33          (29) 

Then, the density of atoms 𝑚𝑚 can be obtained as 

𝑚𝑚 =
𝑏𝑏𝐷𝐷36𝜋𝜋2 =

16𝜋𝜋2 �𝑏𝑏𝐵𝐵 Θ𝐷𝐷,𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶ℏ 𝜈𝜈 �3       (30) 

The density of states 𝐷𝐷𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶�𝜔𝜔𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶� for a compound of critical volume 𝑉𝑉𝐶𝐶 is 

calculated by the nonequilibrium heterogeneous nucleation model using either the first-order 

or second-order formulations and the Gibbs-Thomson-Ferreira equation – GTF [18-20], 

𝐷𝐷𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶�𝜔𝜔𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶� =
𝑉𝑉𝐶𝐶 𝜔𝜔𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶22 𝜋𝜋2 𝜈𝜈3            (31) 

By applying a first-order nonequilibrium nucleation formulation Eq. (16), 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 =
2 𝛾𝛾𝑆𝑆𝑆𝑆∆𝜕𝜕��𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)−𝛾𝛾𝑆𝑆𝑆𝑆∆𝑇𝑇  

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 � =
2 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻∆𝜕𝜕      

and 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻 =
𝛾𝛾𝑆𝑆𝑆𝑆�𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)−𝛾𝛾𝑆𝑆𝑆𝑆∆𝑇𝑇  

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟        

Finally, the GTF equation Eq. (1) for the coupling of the nucleation process to the thermal 

field ∇𝐓𝐓, 𝛤𝛤𝐻𝐻𝐻𝐻𝐻𝐻(𝑟𝑟) = ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) = � 𝜕𝜕𝜕𝜕𝜕𝜕𝝈𝝈𝑉𝑉 ∙ ∇𝝈𝝈𝑉𝑉 + ∑ 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶𝑖𝑖 ∙ ∇𝐶𝐶𝑆𝑆  𝑛𝑛−1𝑆𝑆=1 + ∇𝑇𝑇�    

 

Finally, the critical volume is calculated from the following equation: 𝑉𝑉𝐶𝐶 =
13  𝜋𝜋 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻3   𝑓𝑓(𝜃𝜃) =

13  𝜋𝜋 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻3  (2− 3 cos 𝜃𝜃 + cos3 𝜃𝜃)     (32) 

 

5. Results and Discussion 

 

The results and discussion will be divided into four sections: nucleation, nucleating-

coalescent transformation moving interface, application of nonequilibrium nucleation to the 

theoretical determination of the molar specific heat capacity of solids and a simple application 

for the control of nucleation. 
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5.1 Nucleation 

 

In this section, the effect of nucleation variables of the Al-𝛼𝛼  phase (FCC_A1) was 

calculated as a function of the cooling rate taken near the liquidus and solidus isotherms during 

transient upward solidification of an Al-based alloy with composition Al-6wt%Cu-3wt%Si. 

The global heat transfer coefficient ℎ𝑔𝑔 = 4600 𝑅𝑅−0.12 𝑊𝑊.𝑚𝑚−2.𝐾𝐾−1 was determined using the 

IHCP technique [18]. The temperature ∇𝑇𝑇  and composition gradients ∇𝐶𝐶𝐶𝐶𝐶𝐶  and ∇𝐶𝐶𝑆𝑆𝑆𝑆  were 

calculated numerically, from experimental data by phase change IHCP technique, for a detailed 

description of the thermal gradient ∇𝐓𝐓 , which is necessary to determine the local Gibbs-

Thomson coefficient, Γ(𝑟𝑟) = ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) = � 𝜕𝜕𝜕𝜕𝜕𝜕𝝈𝝈𝑉𝑉 ∙ ∇𝝈𝝈𝑉𝑉 + ∑ 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶𝑖𝑖 ∙ ∇𝐶𝐶𝑆𝑆  𝑛𝑛−1𝑆𝑆=1 + ∇𝑇𝑇� ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟) . 

Regarding the solution of the critical radius 𝑟𝑟𝐶𝐶, the Gibbs-Thomson-Ferreira equation - GTF is 

coupled to one of the nucleation models, either of second-order Eq. (14) or first-order Eq. (16) 

formulation. In this work, a solution previously developed for the surface-stress tensor for the 

case of an isotropic medium is employed, considering only the elastic component, associated 

with the solution proposed for surface energy by Ferreira [18] which considers a spherical 

metric �𝑟𝑟𝐶𝐶 𝑟𝑟𝐶𝐶𝐸𝐸𝐶𝐶⁄ �2  and the isotropic surface-stress tensor 𝑠𝑠 , providing 𝛾𝛾𝑆𝑆𝑆𝑆 =
𝛾𝛾0�𝜕𝜕𝐶𝐶 𝜕𝜕𝐶𝐶𝐸𝐸𝐶𝐶⁄ �2 − 𝑠𝑠 

[38]. The surface tension 𝜎𝜎 and surface energy 𝛾𝛾 and their relationship to the surface-stress 

tensor 𝑠𝑠𝑆𝑆,𝑗𝑗 = 𝛿𝛿𝑆𝑆,𝑗𝑗𝛾𝛾 +
𝜕𝜕𝛾𝛾𝜕𝜕𝜀𝜀𝑖𝑖,𝑗𝑗 [40] and the internal surface energy 𝑈𝑈𝑆𝑆𝐶𝐶𝜕𝜕𝑓𝑓 can be found in [41,42]. 

For a general thermal gradient ∇𝐓𝐓, this sphere has no constant radius, depending on ∇𝐓𝐓 [18,19], 

the so-called variable radius sphere, which in the case of nucleation is a simple translation from 

the spherical space [8,9], expressed as a function of the property Π, 𝑟𝑟2(Π) = ∑ �𝑥𝑥𝑆𝑆 − 𝑥𝑥0,𝑆𝑆�23𝑆𝑆=1  

and Π = ∇𝐓𝐓 . For applications in which a given possible nucleating surface shape 𝐴𝐴(𝑟𝑟)  is 

desired, by controlling the thermal gradient ∇𝐓𝐓, a sphere decoding algorithm [43] is necessary 
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to solve the vector radii unknowns to determine the corresponding thermal gradient ∇𝐓𝐓. The 

radii are only constant for an isotropic thermal gradient. For the investigated Al-based alloy 

composition and for the typical maximum cooling rates obtained experimentally, 600𝐾𝐾.𝑚𝑚𝑚𝑚𝑚𝑚−1 

near the liquidus and 3600𝐾𝐾.𝑚𝑚𝑚𝑚𝑚𝑚−1 near the eutectic isotherm, these are considerably low to 

induce any glass-crystalline transition. Hence, for the present study, the first-order nucleation 

formulation is suitable, 

𝛾𝛾0�𝑟𝑟𝐶𝐶 𝑟𝑟𝐶𝐶𝐸𝐸𝐶𝐶⁄ �2 − 𝑠𝑠
�𝛥𝛥𝑆𝑆𝑉𝑉 − 1∆𝑇𝑇𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝑟𝑟 �𝑓𝑓(𝜃𝜃)−𝛾𝛾𝑆𝑆𝑆𝑆∆𝑇𝑇  

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝑟𝑟 = ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟𝐶𝐶) = � 𝜕𝜕𝜕𝜕𝜕𝜕𝝈𝝈𝑉𝑉 ∙ ∇𝝈𝝈𝑉𝑉 + ∑ 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶𝑖𝑖 ∙ ∇𝐶𝐶𝑆𝑆  𝑛𝑛−1𝑆𝑆=1 + ∇𝑇𝑇� ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟𝐶𝐶)  (33) 

 

The purpose of analyzing the nucleation variables during the transient solidification 

process of a ternary alloy is to investigate the effect of the different terms that make up the first- 

and second-order formulation of the nonequilibrium nucleation as well as the orders of 

magnitude of the nucleation parameters involved in the actual heat transfer process with phase 

change. Subsequently, an algorithm to solve a nonequilibrium nucleation model is proposed 

which is based on the first- and second-order formulations coupled to the Gibbs-Thomson-

Ferreira equation [19,20] as well as an auxiliary free energy minimization model. 

The Fig. (4) shows the solidification thermal variables whereby the thermal gradients can 

be expressed in terms of the isotherm velocities and the cooling rates, respectively. In Fig. (4a) 

the thermal gradients (temperature and concentration gradients) for the liquidus and eutectic 

isotherms are plotted against time. In the beginning of solidification process, the liquidus and 

eutectic gradients are about 3000𝐾𝐾.𝑚𝑚−1  and 28000𝐾𝐾.𝑚𝑚−1 , and at final instants around 

510𝐾𝐾.𝑚𝑚−1 and 4350𝐾𝐾.𝑚𝑚−1, respectively. The growth rates as a function of time are presented 

in Fig. (4b). It can be seen that eutectic isotherm velocity is lower than the liquidus as the 

thermal barrier to be overcome for the liquidus curve to advance is lower than those of 

completion of 𝛼𝛼-phase transformation ∆𝐻𝐻𝛼𝛼  and the fraction of eutectic reaction ∆𝐻𝐻𝐸𝐸𝐶𝐶𝐻𝐻 . The 
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cooling rates in terms of time for the liquidus and eutectic curves shown in Fig. (4c) are obtained 

from the correlations between the thermal gradients 𝐺𝐺𝑆𝑆 and the isothermal velocities 𝑣𝑣𝑆𝑆, given 

by �̇�𝑇𝑆𝑆 = 𝐺𝐺𝑆𝑆 𝑣𝑣𝑆𝑆, where 𝑚𝑚 = 𝐿𝐿,𝐸𝐸𝐸𝐸𝑅𝑅. 

 

(a) 

 

(b) 
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(c) 

Fig. 4 Transient solidification thermal parameters applied in the evaluation of nucleation 

variables, (a) thermal gradient, (b) growth rate, and (c) cooling rate. 

 

In Fig. 5, the critical radius 𝑟𝑟𝐶𝐶 is plotted against (a) the liquidus �̇�𝑇𝑆𝑆 and (b) eutectic �̇�𝑇𝐸𝐸𝐶𝐶𝐻𝐻 
cooling rates, considering the nucleation angles 𝜃𝜃 = {𝜋𝜋,

3𝜋𝜋4 ,
𝜋𝜋2  ,

𝜋𝜋3  ,
𝜋𝜋6 } . In Fig. 4(a), the 

equilibrium critical, 𝑟𝑟𝐶𝐶  for all 𝜃𝜃  are slightly greater than that of the equilibrium 𝑟𝑟𝐶𝐶𝐸𝐸𝐶𝐶 ≅
4.948𝜇𝜇𝑚𝑚 reckoned by the application of Thermo-calc software and the TTAL7 ThermoTech 

database at equilibrium. It is also noted that for each 𝜃𝜃, the model predicts a value greater or 

less than the equilibrium for several important nonequilibrium nucleation variables, such as 

critical radius, surface tension, and surface energy, stating that the equilibrium of these 

variables is only close to the equilibrium. These values varied considerably with the nucleation 

angle 𝜃𝜃. It is observed for cases (a) and (b) in Fig. 5 that for the same cooling rate, the critical 

radii are larger for smaller 𝜃𝜃, which is an expected behavior. It is observed for cases (a) and (b) 

in Fig. 5 that for the same cooling rate, the critical radii are larger for smaller 𝜃𝜃, which is also 

an expected. As the cooling rate increase when moving from the liquidus to the eutectic 

isotherm, one has an intermediate behavior between these limits, thus a progressive decrease in 

the critical radii. In Fig. 5b, the higher cooling rates cause a considerable decrease in the critical 

radius in addition to an increase in the ranges for lower 𝜃𝜃 for low and high rates. 
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(a) 

 

(b) 

Fig. 5 Critical radius of non-equilibrium heterogeneous nucleation versus cooling rate, (a) in 

the neighborhood of the liquidus, and (b) in the neighborhood of the eutectic. 

 

Fig. 6 presents the surface tension modulus expressed in terms of the cooling rate in the 

vicinity of the (a) liquidus and (b) eutectic isotherms for various nucleation angles 𝜃𝜃. In Fig. 

6(a), it is observed that for rates very close to zero, the value of the surface tension modulus is 

close to that presented in the literature for equilibrium |𝜎𝜎| = |𝜎𝜎0|. However, the same behavior 

of the simulated curves for 𝑟𝑟𝑐𝑐  was observed, presenting an equilibrium value |𝜎𝜎|  slightly 

smaller than |𝜎𝜎0| for all 𝜃𝜃. In Fig. 6(b), due to the high cooling rates near the eutectic isotherm, 

the effect on the solid-liquid stress modulus is quite pronounced, especially for the curves 

referring to the low nucleation angle 𝜃𝜃. 
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(a) 

 

(b) 

Fig. 6 Absolute surface tension of nonequilibrium heterogeneous nucleation against cooling 

rate, (a) in the neighborhood of the liquidus, and (b) in the neighborhood of the eutectic. 

 

Fig. 7 presents the surface energy 𝛾𝛾𝑆𝑆𝑆𝑆  as a function of the nucleation angle 𝜃𝜃 and the 

cooling rate in the neighborhood of the (a) liquidus and (b) eutectic isotherms. Fig. 5(a) shows 

that for low cooling rates, the value of the surface energy is close to that presented in the 

literature for equilibrium 𝛾𝛾𝑆𝑆𝑆𝑆 = 𝛾𝛾0 . Similar behavior for surface energy is verified for low 

cooling rates concerning the equilibrium value 𝛾𝛾0 and curve slope for each nucleation angle 𝜃𝜃. 

In the case of the eutectic cooling rate, the effect on the surface energy is also considerably 

pronounced for the lowest nucleation angle 𝜃𝜃. 
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(a) 

 

(b) 

Fig. 7 Surface energy of non-equilibrium heterogeneous nucleation relative to cooling rate, 

(a) in the neighborhood of the liquidus, and (b) in the neighborhood of the eutectic. 

 

 

Fig. 8 presents the nucleation variables expressed in terms of the nucleation angle and the 

liquidus cooling rate for (a) bulk entropy ∆𝑆𝑆𝑉𝑉 and (b) undercooling ∆𝑇𝑇. By analyzing the bulk 

entropy variation ∆𝑆𝑆𝑉𝑉 described in terms of the cooling rate �̇�𝑇𝑆𝑆 and nucleation angle 𝜃𝜃, for the 

case of the smallest 𝜃𝜃 angles, the highest surface energies 𝛾𝛾𝑆𝑆𝑆𝑆 are obtained, as observed in Fig. 

7, because the nuclei formed present smaller surface areas in heterogeneous nucleation for 𝜃𝜃 <
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𝜋𝜋 . When �̇�𝑇𝑆𝑆  increases, the absolute surface tension |𝜎𝜎| and the surface energy 𝛾𝛾𝑆𝑆𝑆𝑆  increase 

correspondingly as a consequence of the newly created and deformed surface area 𝐴𝐴(𝑟𝑟), which 

causes a decrease in crystalline order, decreasing the bulk entropy ∆𝑆𝑆𝑉𝑉  in favor of surface 

entropy ∆𝑆𝑆𝑆𝑆. This increase in surface energy 𝛾𝛾𝑆𝑆𝑆𝑆 promotes an increase in surface entropy ∆𝑆𝑆𝑆𝑆 =

1∆𝜕𝜕 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 , promoting a decline in the crystalline order ∆𝑆𝑆𝑉𝑉 < ∆𝑆𝑆𝑉𝑉 𝐸𝐸𝐶𝐶, which implies lower ∆𝐻𝐻 <∆𝐻𝐻𝐸𝐸𝐶𝐶. In the case of ∆𝑇𝑇 supercooling, it will be lower for a higher energy contribution from the 

substrate that will occur for lower values of 𝜃𝜃. The smaller the substrate contribution, i.e., for 

larger angles, 𝜃𝜃 ⟶ 𝜋𝜋, the higher the level of supercooling ∆𝑇𝑇 for a given cooling rate. Fig. 8c 

presents the undercooling as a function of the cooling rate and the nucleation angle. As stated 

by several authors [1], the greater the contribution of the substrate during heterogeneous 

nucleation, i.e., the lower 𝜃𝜃, the lower the corresponding level of supercooling ∆𝑇𝑇. 

 

(a) 
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(b) 

Fig. 8 Nucleation variables plotted against the cooling rate for (a) bulk entropy, and (b) 

supercooling. 

 

Fig. 9 presents the nucleation variables expressed in terms of nucleation angle 𝜃𝜃 and the 

liquidus cooling rate �̇�𝑇𝑆𝑆 for the derivatives of (a) bulk entropy 
𝜕𝜕∆𝑆𝑆𝑉𝑉𝜕𝜕𝜕𝜕 , (b) surface energy 

𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 , and 

(c) supercooling 
𝜕𝜕∆𝜕𝜕𝜕𝜕𝜕𝜕 . For the solidification process, ∆𝑆𝑆𝑉𝑉 < 0, and a positive variation 

𝜕𝜕∆𝑆𝑆𝑉𝑉𝜕𝜕𝜕𝜕 > 0 

implies a decrease in the bulk entropy ∆𝑆𝑆𝑉𝑉 < ∆𝑆𝑆𝑉𝑉 𝐸𝐸𝐶𝐶 and thus in the crystalline order. In Eq. 

(14) and Eq. (16), the surface entropy, ∆𝑆𝑆𝑆𝑆 =
1∆𝜕𝜕 𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕  has a negative sign, a positive variation of 𝛾𝛾𝑆𝑆𝑆𝑆 in relation to a negative variation of 𝑟𝑟 as the cooling rate �̇�𝑇𝑆𝑆 increases, from which it follows 

that a negative derivative contributes to an increase in the absolute value of the surface entropy ∆𝑆𝑆𝑆𝑆 > ∆𝑆𝑆𝑆𝑆 𝐸𝐸𝐶𝐶, which depends on the level of stress deforming the nucleated surface area for a 

given thermal field ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟𝐶𝐶). Therefore, a negative derivative of the surface energy 
𝜕𝜕𝛾𝛾𝑆𝑆𝑆𝑆𝜕𝜕𝜕𝜕 <

0 implies an increase in the surface energy 𝛾𝛾𝑆𝑆𝑆𝑆 . Considering the arguments presented, the 

surface energy increases as the cooling rate increases, as shown in Fig. 7. With respect to the 

nucleation angle, a low 𝜃𝜃  substantially impacts the crystalline order, as it contributes to 

decreasing bulk entropy and increasing surface entropy. 
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(a) 

 

(b) 

 

(c) 

Fig. 9 Nucleation variables plotted against the cooling rate for the derivatives of  (a) bulk 

entropy, (b) surface energy, and (c) supercooling. 
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Therefore, the simultaneous approach solution for the nucleation critical radius 

considering a given thermal field requires that the bulk entropy and surface entropy associated 

with the nucleation angle function 𝑓𝑓(𝜃𝜃) = (2 − 3 cos 𝜃𝜃 + cos3 𝜃𝜃) and the change in the 𝑓𝑓(𝜃𝜃) 

with respect to the critical radius 
𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕  can be expressed in terms of the nucleation radius and 

angle 𝜃𝜃: 

 𝑉𝑉𝛼𝛼 =
𝜋𝜋3 𝑟𝑟𝐶𝐶3 (2 − 3 cos𝜃𝜃 + cos3 𝜃𝜃)        (34) 

 

By deriving the volume of nucleating phase 𝑉𝑉𝛼𝛼 =
𝜋𝜋3 𝑟𝑟𝐶𝐶3 (2 − 3 cos 𝜃𝜃 + cos3 𝜃𝜃)  at the 

equilibrium, the following expression is obtained:  

 

d𝑉𝑉𝛼𝛼 =
𝜕𝜕𝑉𝑉𝛼𝛼𝜕𝜕𝜕𝜕𝐶𝐶 𝑑𝑑𝑟𝑟𝐶𝐶 +

𝜕𝜕𝑉𝑉𝛼𝛼𝜕𝜕𝜃𝜃 𝑑𝑑𝜃𝜃 = 0         (35) 

 

then, 

 𝑑𝑑𝑟𝑟𝐶𝐶 = − 𝜕𝜕𝐶𝐶 sin(𝜃𝜃)[1+cos(𝜃𝜃)]2−cos(𝜃𝜃)−cos2(𝜃𝜃)
𝑑𝑑𝜃𝜃         (36) 

 

which provides,  

 

𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕𝐶𝐶 𝑟𝑟𝐶𝐶 = − 2−cos(𝜃𝜃)−cos2(𝜃𝜃)sin(𝜃𝜃)[1+cos(𝜃𝜃)]
         (37) 

 

and,  
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𝜕𝜕𝐶𝐶 𝐻𝐻𝐻𝐻𝐻𝐻𝜕𝜕𝐶𝐶 𝐻𝐻𝐻𝐻𝐻𝐻 = 𝑒𝑒−∫  
sin(𝜃𝜃)[1+cos(𝜃𝜃)]2−cos(𝜃𝜃)−cos2(𝜃𝜃)

𝑑𝑑𝜃𝜃𝜃𝜃𝜋𝜋         (38) 

 

By regarding Eq. (35) and Eq. (36), the nucleated 𝛼𝛼 -phase volume 𝑉𝑉𝛼𝛼(𝑟𝑟𝐶𝐶 ,𝜃𝜃) can be 

expressed as follows: 

 𝑓𝑓(𝜃𝜃) +
𝜕𝜕𝐶𝐶3  

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕 = − 𝜕𝜕𝐶𝐶3  
𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜃𝜃 𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕𝐶𝐶        (39) 

 

By substituting and simplifying the terms 
𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜃𝜃  and 

𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕𝐶𝐶  into Eq. (39) gives, 

 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕 = −3(2 − 3 cos𝜃𝜃 + cos3 𝜃𝜃) −  [1 − cos(𝜃𝜃)][2 − cos(𝜃𝜃) − cos2(𝜃𝜃)] (40) 

 

Fig. 10 presents (a) 
𝜕𝜕𝜃𝜃𝜕𝜕𝜕𝜕𝐶𝐶 𝑟𝑟𝐶𝐶 , and (b) 𝜃𝜃 against the nucleation angle 𝜃𝜃. As can be seen, the 

term 
𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕𝐶𝐶 𝑟𝑟𝐶𝐶 continuously decreases and becomes  

𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕𝐶𝐶 𝑟𝑟𝐶𝐶 → −∞, as 𝜃𝜃 → 𝜋𝜋. On the other hand, 

Fig. 10 (b), according to Eq. (38), if 𝜃𝜃 tends to 0 then 
𝜕𝜕𝐶𝐶 𝐻𝐻𝐻𝐻𝐻𝐻𝜕𝜕𝐶𝐶 𝐻𝐻𝐻𝐻𝐻𝐻 → 0. Otherwise, if 𝜃𝜃 = 𝜋𝜋, the radii 

ratio becomes  
𝜕𝜕𝐶𝐶 𝐻𝐻𝐻𝐻𝐻𝐻𝜕𝜕𝐶𝐶 𝐻𝐻𝐻𝐻𝐻𝐻 = 1 . The partial and total derivatives of 𝑓𝑓(𝜃𝜃)  multiplied by 𝑟𝑟𝐶𝐶  are 

presented in Fig. 10 (c) in which can observed that both curves have a very similar behavior 

against 𝜃𝜃. 

 

(a) 
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(b) 

 

(c) 

Fig. 10 Nucleation variables plotted against nucleation angle 𝜃𝜃: (a)𝑟𝑟𝐶𝐶  
𝜕𝜕𝜃𝜃𝜕𝜕𝜕𝜕𝐶𝐶, (b) 𝜃𝜃, (c) partial 𝑟𝑟𝐶𝐶 𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕  and total 𝑟𝑟𝐶𝐶 𝑑𝑑𝑓𝑓(𝜃𝜃)𝑑𝑑𝜕𝜕 . 

 

Therefore, the solution of the set of equations for nonequilibrium heterogeneous 

nucleation can be obtained as follows: 

 

i. For a given thermal field, ∇𝐓𝐓 ∙ 𝑚𝑚� 𝐴𝐴(𝑟𝑟𝐶𝐶) considering a model for the coupling between the 

surface stress tensor 𝑠𝑠 and the surface energy 𝛾𝛾𝑆𝑆𝑆𝑆 [18,19,40-42] Eq.(33); 
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ii.  Then, it is possible to solve simultaneously the equations for second-order nucleation Eq. 

(10) and Eq. (11) or first-order Eq. (16) and Eq. (17) by evaluating the expressions for 𝑠𝑠, 𝜎𝜎𝑆𝑆𝑆𝑆, 𝛾𝛾𝑆𝑆𝑆𝑆, 𝜃𝜃, 
𝜕𝜕𝜃𝜃𝜕𝜕𝜕𝜕𝐶𝐶, 𝑓𝑓(𝜃𝜃), and 

𝜕𝜕𝑓𝑓(𝜃𝜃)𝜕𝜕𝜕𝜕𝐶𝐶  as functions of 𝑟𝑟𝐶𝐶, according to Eq. (35)-Eq.(40); 

iii. By applying the set of equations from steps i and ii at each temperature 𝑇𝑇 below equilibrium, 

i.e., 𝑇𝑇𝑆𝑆 to map the critical Gibbs free energy for the phases considered to obtain a critical 

radius 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻, 𝑟𝑟𝐶𝐶,𝐻𝐻𝐻𝐻𝐻𝐻 and supercooling ∆𝑇𝑇; 

iv. Calculate all other nucleation variables;  

v. Repeat the steps i to iv for each local thermal condition; 

 

5.3 Nucleating-Coalescent Transformation Moving Interface 

 

Starting from a temperature 𝑇𝑇 above 𝑇𝑇𝑆𝑆, we analyse the heat transfer process associated 

with the transformation interface that moves along a sample during transient upward 

solidification. The interface is usually conceptualized as a thermal barrier that must be 

overcome to move due to thermal field gradients immediately in front of and behind it. Ferreira 

et al. [19] demonstrated that this thermal barrier is low compared to the level of enthalpy in the 

liquid for the low thermal gradients in the vicinity of the Liquidus. For a pure metal, nucleation 

takes place in association with a certain degree of undercooling, the temperature returns to the 

melting temperature 𝑇𝑇𝑓𝑓 , and the latent heat ∆𝐻𝐻𝑓𝑓  begins to be released at 𝑇𝑇𝑓𝑓 . Therefore, the 

following expression is sufficient for the solidification of pure metal and alloys at the eutectic 

composition: 𝜌𝜌𝑆𝑆 ∆𝐻𝐻 𝑑𝑑𝑆𝑆𝑑𝑑𝐻𝐻 = 𝑘𝑘𝑆𝑆 ∙ ∂T𝑆𝑆∂z �𝑧𝑧 =𝑆𝑆− − 𝑘𝑘𝑆𝑆 ∙ ∂T𝑆𝑆∂z �𝑧𝑧 =𝑆𝑆+      (38) 

Considering a simple binary alloy, writing an expression for the liquidus and 

solidus/eutectic interface is impossible since no latent heat is released at the liquidus interface, 
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and the only possible thermal barrier to interface advance 𝑣𝑣𝑆𝑆  =
1𝑦𝑦0 𝑑𝑑𝐴𝐴𝑆𝑆𝑑𝑑𝐻𝐻  in this case is the energy 

associated with nucleation, (1 − 𝛿𝛿)
ℎ𝑆𝑆𝜕𝜕𝑆𝑆 Γ𝑆𝑆�𝑆𝑆𝑆𝑆�𝜈𝜈𝑆𝑆  as 𝛿𝛿 = 1 for nucleation and displacement 𝑑𝑑𝑣𝑣𝑆𝑆. At 

the final instances of the A1-𝛼𝛼  phase transformation, the latent heat can be integrated as 

(1 − 𝛿𝛿)
∆𝐻𝐻𝜈𝜈𝑆𝑆𝑆𝑆−𝜈𝜈𝑆𝑆 near the eutectic by the final solidus interface. Similarly, for the eutectic, the 

amount of heat involved is released at the eutectic temperature 𝑇𝑇𝐸𝐸𝐶𝐶𝐻𝐻 and composition 𝐶𝐶𝐸𝐸𝐶𝐶𝐻𝐻 for 

nucleation is (1 − 𝛿𝛿)
ℎ𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻𝜕𝜕𝐸𝐸𝐸𝐸𝐻𝐻 Γ𝐸𝐸𝐸𝐸𝐻𝐻�𝜕𝜕=𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻�𝜈𝜈𝑆𝑆𝐸𝐸𝐸𝐸𝐻𝐻 , and the latent heat release is given by 

∆𝐻𝐻𝐸𝐸𝐸𝐸𝐻𝐻𝜈𝜈𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆−𝜈𝜈𝐸𝐸𝐸𝐸𝐻𝐻𝑆𝑆. There 

is no other possibility for a liquidus interface in the case of solidification instead of continuous 

nucleation and advancement by solid phase coalescence. Recently, Ferreira et al. [19] applied 

an analytical model based on the interface formulation for binary alloys, considering the 

liquidus cooling rate against the distance from the chill extended here for three levels of 

superheating and compared it with Garcia’s analytical model for binary alloy transient 

solidification, which does not consider any formulation for the liquidus and eutectic interfaces 

[44] but rather an energy balance among liquid, solid + liquid and solid phases based on the 

thermal gradients. Garcia’s model is a closed-form solution for the liquidus interface. As shown 

in Fig. 11, the results of both models show good agreement with each other, demonstrating the 

existence of a moving nucleating-coalescent interface. In the case of melting, similar behavior 

is expected for the eutectic interface, a nucleating-coalescent interface, and latent heat 

integration at the liquidus. 
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Fig. 11 Comparison between analytical models considering Al-6.2wt%Cu alloy subjected to 

different levels of melt superheat liquidus cooling rates concerning the liquidus evolution 

resistance. 

 

 

5.3 Application of Non-Equilibrium Nucleation to the Theoretical Determination of the 

Specific Molar Capacity of Solids 

 

The application of nucleation kinetics to the theoretical model for the specific molar heat 

capacity of solids is performed for the Al-𝛼𝛼 phase in a similar way to an experiment employing 

the differential scanning calorimetry (DSC) technique, although considering a constant cooling 

rate higher than the limit generally found in DSC experiments. However, it corresponds to the 

upper limit for the experimental �̇�𝑇𝑆𝑆 = 10𝐾𝐾. 𝑠𝑠−1. It is worth noting, that in this set of simulations 

for evaluation purposes, the theta nucleation angle 𝜃𝜃 is varied. The results of the theoretical 

model for the equilibrium condition are compared with those calculated by using Thermo-Calc, 

exhibiting good agreement. For higher cooling rates, 𝑐𝑐𝑃𝑃  decreases as far as for low 𝜃𝜃 , as 

demonstrated in Fig. 12, where 𝑐𝑐𝑃𝑃(𝜋𝜋) > 𝑐𝑐𝑃𝑃 �𝜋𝜋2� > 𝑐𝑐𝑃𝑃 �𝜋𝜋6�. 
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Fig. 12 Comparison of molar heat capacity of FCC_A1 phase against absolute temperature 

for equilibrium and constant cooling rate for different nucleation angles. 

 

5.4 A Simple Application for the Control of Nucleation 

 

In Fig. 13 the nucleated surface area is divided by a meridian plane that separates two 

thermal gradient conditions: a region with a constant thermal gradient ∇𝐓𝐓 =  8938.7K.𝑚𝑚−1 

and another with a variable thermal gradient according to the equation ∇𝐓𝐓(𝜃𝜃) =  8938.7 +

12835.4 sin6(𝜃𝜃)  K.𝑚𝑚−1. As can be noted, the anisotropic thermal gradient changed the shape 

accordingly, demonstrating that the control of nucleus shape is physically possible by the 

imposition of a known preprogrammed thermal gradient [19,20]. Similar control can be 

accomplished by nucleant-coalescent moving interface control through a preprogrammed 

thermal gradient route through the variables of the GTF equation, i.e., temperature, 

composition, pressure, and volume gradients in an effort to develop a specific shape by precise 

control of the thermal field variables to achieve a particular desired shape. 



34 

 

 

Fig.13 Nucleation of Al-𝛼𝛼 phase for isotropic and anisotropic thermal gradients separated by 

a meridian plane. 

 

 

 

6. Conclusions 

 

The following major conclusions are derived from the results and discussion held in this 

paper. 

 

• The derivation of first- and second-order nonequilibrium phase nucleation formulations 

based on classical thermodynamics and continuous medium is valid for allowing a better 

understanding of the variables involved in phase nucleation processes, extending the 

thermodynamic tooling for a better understanding and control of phase change 

processes in science and technology. 

• The second-order formulation is best suited for the study and prediction of 

nonequilibrium nucleation processes that exhibit glass-crystalline transition. 

• Analysis of the variables affecting nonequilibrium nucleation is shown to be physically 

consistent with the decline in crystal regularity associated with both the increased 
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cooling rate and the energy contribution of the substrate measured in terms of the low 

nucleation angles, which is reflected in a decrease in bulk entropy in favor of the surface 

entropy increasing. 

• The existence of a nucleating-coalescing interface was shown to be valid, since in the 

liquidus isotherm during solidification, or the solidus/eutectic isotherm during fusion, 

these are only responsible for nucleation and displacement by phase coalescence, once 

the thermal barrier to be overcome for the advance of these interfaces was determined 

to be the energy associated with phase nucleating and coalescing. With respect to the 

other isotherms these are only responsible for the integration of latent heat. These 

principles allow solutions for nucleation and growth to be deduced analytically [19]. 

• The lack of an adequate formulation for phase nucleation for the purpose of proper 

determination of the critical volume for both homogeneous and heterogeneous 

nonequilibrium nucleation was a major barrier in the theoretical determination of the 

molar specific heat capacity of solids with respect to the state density, as well as with 

respect to the glass-crystalline transition. It is worth noting that for a definitive 𝑐𝑐𝐶𝐶 model 

to be derived, there is a need for the development of theoretical models, especially for 

those concerning the intermolecular potentials that would allow a ready solution of the 

dynamic matrix in terms of the distribution of potential energy density and mass density 

along the directions in complex crystals. 
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