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Abstract

Economists have recently revived the notion that recessions play a useful role in fostering
innovation and growth. Yet a major source of growth, R&D, is procyclical. This paper ar-
gues one reason why R&D might be procyclical is because of a dynamic externality inherent
to R&D that makes entrepreneurs short-sighted and concentrate their innovation in booms
even though it is optimal to concentrate it in recessions. Even if additional forces imply
that procyclical R&D is desirable, equilibrium R&D in a decentralized environment is likely
to be too procyclical, and it would be better if some R&D would be shifted to recessions.
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Introduction

In recent years, economists have resurrected the Schumpeterian idea that recessions promote

activities which contribute to long-run productivity.1 Modern reincarnations of this hypothesis

emphasize the role of intertemporal substitution: since the opportunity cost of achieving pro-

ductivity growth — the forgone output or sales that could have been achieved instead — is lower

in recessions, there is greater incentive to undertake such activities in downturns. Recessions

should therefore stimulate long-run productivity growth, and cyclical fluctuations might even

contribute positively to welfare by allowing the economy to grow at a lower resource cost.

Although some growth-enhancing activities — such as schooling — are countercyclical, one

of the major sources of long-run productivity growth — research and development (henceforth

R&D) — appears to be procyclical. Yet R&D seems like an activity that should be concentrated

in recessions: it is labor intensive, and while labor productivity in producing goods appears to

decline in recessions, Griliches (1990) observes that productivity in innovation is acyclical. The

purpose of this paper is to provide some insight on why R&D might be procyclical despite this

apparent incentive for it to be countercyclical. In particular, is the procyclical pattern in R&D

inefficient, necessitating policy intervention such as countercyclical R&D subsidies?

This paper argues that externalities inherent to R&D can induce a procyclical bias in R&D

relative to the socially optimal path for R&D. Moreover, this bias can be quantitatively signifi-

cant, enough to turn R&D procyclical in environments where it should be countercyclical. That

said, there may be other forces that contribute to the procyclicality of R&D, some of which

may make procyclical R&D desirable. Hence, it might not necessarily be optimal to concentrate

R&D in recessions as suggested by the Schumpeterian view, but the bias still implies resources

for R&D are underprovided in recessions. In other words, private entrepreneurs allocate too

much of their R&D activity to booms, but the optimal path may still be procyclical.

The bias I describe relies on the notion that new ideas benefit not only the innovator who

came up with it but others as well. For example, others might be able to improve on the

original idea, incorporate some of its features, or adopt it in full once patents expire. It has

been observed since at least Arrow (1962) that if innovators cannot appropriate the spillovers

from their research, there will be too little R&D. But there is a less appreciated temporal

1See, Hall (1991), Mortensen and Pissarides (1994), and Gomes, Greenwood, Rebelo (2001) on how recessions
affect search; Cooper and Haltiwanger (1993), Caballero and Hammour (1994), Aghion and St. Paul (1998),
and Canton and Uhlig (1999) on how they affect technical change; and DeJong and Ingram (2001), Dellas and
Sakellaris (2003), and Barlevy and Tsiddon (2006) on how they affect human capital accumulation.
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aspect to such spillovers, namely that the benefits which accrue to others typically occur later

in time. For example, rival innovators are more likely to improve upon or imitate an idea as

more time passes. Similarly, with limited-duration patents, rivals benefit from a new idea only

after a patent expires. The incentive for an innovator to undertake R&D is thus driven by

the short-term benefits of innovation which accrue principally to her. Whereas a benevolent

planner would take into account that research undertaken in a recession yields benefits when

economic conditions improve, private agents discount these longer-run benefits and fail to fully

exploit downturns to carry out innovation at a lower cost. The more procyclical are profits, the

stronger this distortion will be. If profits are sufficiently procyclical, innovation can fall enough

in recessions to turn R&D procyclical on the basis of this distortion alone.

This bias is related to work by Shleifer (1986) which argues that entrepreneurs introduce new

technologies en masse in booms in order to capture high profits. However, Shleifer examines

when firms implement new technologies, not when they undertake R&D. When Francois and

Lloyd-Ellis (2003) endogenize innovation in Shleifer’s model, they find it is countercyclical:

entrepreneurs engage in R&D in recessions, then wait to implement their ideas in booms. By

contrast, I assume firms do not wait to implement new ideas, e.g. because they are impatient. If

innovators must implement immediately, the higher profits in booms could potentially conflict

with the incentives to engage in intertemporal substitution.2 The contribution of this paper is

to show that because of dynamic externalities, entrepreneurs tend to chase short term profits

at the expense of intertemporal substitution, engaging in too little R&D during recessions.

To illustrate this point, I construct an equilibrium model of R&D that captures the essence

of the Schumpeterian view: there is a fixed supply of resources that can be used for either

production or innovation, and the relative productivity of the two uses fluctuates over time

in a way that leads the opportunity cost of innovation to fall in recessions. At the same

time, I incorporate a dynamic spillover whereby successful innovation today benefits future

entrepreneurs. I solve for the equilibrium of this model and discuss its tendency towards too

little R&D in recessions. I then calibrate the model to gauge whether the bias is large.

The paper is organized as follows. Section 1 presents evidence on the procyclicality of R&D.

Section 2 sorts through potential sources of procyclical R&D to focus the subsequent theory.

Section 3 presents the model and illustrates its inherent procyclical bias. Section 4 calibrates

the model to assess the quantitative significance of the bias. Section 5 concludes.

2Another difference is that in Shleifer’s model cycles occur because new ideas are implemented with delay.
Thus, it is not possible to ask how entrepreneurs who implement immediately behave in his model during
recessions, since without delay there is no cycle. I instead assume cycles are due to exogenous shocks.
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1. Evidence on the Cyclicality of R&D

I begin my analysis by documenting the cyclical behavior of R&D activity. There are two

main data sources on R&D activities in the U.S. The first is the National Science Foundation

(NSF), which sponsors annual surveys on R&D activities conducted by private and public

entities. Among private entities, questionnaires are administered to a subset of firms from

the universe of companies tracked by the Census Bureau. Large companies that are known in

advance to be active in R&D are included in this subset with certainty; additional firms are

sampled each year from the remaining population of firms. Companies are questioned about

their R&D expenditures, defined as activities whose “purpose is to do one or more of the

following things: pursue a planned search for new knowledge, whether or not the research has

reference to a specific application; apply existing knowledge to problems involved in the creation

of a new product or process, including work required to evaluate possible uses; or apply existing

knowledge to problems involved in the improvement of a present product or process.” Firms

are also asked about the source of funding for these activities, how their R&D expenditures

are allocated between wage and salary payments and other expenses such as materials, and the

number of scientists and engineers employed in R&D.

The other source of data on R&D expenditures is the Standard & Poor’s Compustat database

of publicly traded companies. As part of their 10-K filing, publicly traded companies must

disclose their expenditures on research and development, defined as “planned search or critical

investigation aimed at discovery of new knowledge” and “translation of research findings or

other knowledge to an existing product or process whether intended for sale or use.” While

publicly traded firms are a more selected sample than those surveyed by the NSF, the virtue of

Compustat is that it allows us to relate R&D expenditures to firm and industry data.

In documenting how R&D activity evolves with macroeconomic conditions, I use data from

both datasets and confirm that both yield similar patterns. I then consider evidence on potential

explanations for these patterns using firm and industry level data from Compustat. Appendix

A provides more details on how the data was assembled.

1.1. The Cyclicality of Research and Development

I begin with data from the NSF. Figure 1 plots the growth in real R&D expenditures performed

and financed by private industry as reported by the NSF between 1958 and 2003. Expenditures

are deflated using the implicit GDP deflator, as the NSF suggests. As evident from Figure 1,
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the growth rate of R&D covaries positively with real GDP growth. The correlation between

the two series is 0.39, and regressing growth in real R&D expenditures on real GDP growth

yields a coefficient of 0.69 with a standard error of 0.25. It is also apparent from Figure 1

that growth in real R&D expenditures tends to fall in NBER recession years, although in the

recessions of both the early 1980s and 1990s R&D growth remained steady during the recession

and only declined afterwards. The fact that R&D expenditures as reported by the NSF tend to

grow more rapidly in booms than in recessions has been noted by previous researchers. Fatas

(2000) plots essentially the same two series (up through 1997), although his measure of R&D

includes publicly-funded R&D. Griliches (1990) surveys the evidence on patents, and suggests

both patents and R&D (the latter based on NSF data) are procyclical. More recently Comin

and Gertler (2006) decompose the same R&D expenditure data used here into frequencies, and

find that R&D expenditures are procyclical at business cycle frequencies and even more so at

medium-run frequencies of between 8 and 50 years.

Although various authors have used real R&D expenditures as a measure of innovative activ-

ity, this measure has some drawbacks. First, since there is no long series on the price of R&D,

deflating by GDP deflator may lead to spurious fluctuations in R&D that reflect mismeasure-

ment of prices rather than true changes in R&D activity. Second, firms may not be consistent

in what activities they consider to be R&D. I therefore turn to the growth rate in the number

of full-time equivalent scientists and engineers employed in R&D in industry as reported by the

NSF, narrowly defined to include “all persons engaged in scientific or engineering work at a

level which requires a knowledge of physical or life sciences or engineering or mathematics” and

whose “experience is equivalent to completion of a 4-year college course with a major in these

fields, regardless of whether or not they actually hold a degree in this field.” Although scientists

and engineers account for only a part of all R&D inputs, the virtue of this measure is that it

does not depend on prices and is thus more likely to reflect true R&D activity. This growth

rate is also depicted in Figure 1. As evident from the figure, the growth rate in employment

of scientists and engineers closely tracks the growth rate in R&D expenditures; the correlation

between the two series is 0.61 over the period in which both series are available. However, em-

ployment growth is less correlated with GDP growth; the correlation between the two is only

0.10, and regressing the growth in employment of scientists and engineers on the growth in real

GDP does not yield a statistically significant coefficient. Still, the fact that employment growth

is highly correlated with R&D expenditures suggests R&D expenditures reflect changes in real

resources devoted to research and development activities rather than spurious mismeasurement.

I next turn to the Compustat data. In contrast to NSF data, Compustat only reports R&D

expenditures, not employment. Also, it is not a representative sample; the firms in Compustat
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are publicly traded and tend to be large (measured either by assets or employees). However,

since a disproportionate share of R&D expenditures in the NSF is done by large firms, R&D

patterns among these firms may capture quite well the behavior of total R&D expenditures.

Using the firms in Compustat that engage in some R&D, I estimate average growth in R&D

expenditures each year. That is, I took all domestically incorporated firms that report positive

R&D in both the current and previous year for each year, then averaged the log growth in

their R&D expenditures, weighting by the initial level of R&D expenditures of each firm. To

minimize the effects of outliers on the average growth rate, I removed observations whose

absolute change in R&D expenditures ranked in the top 5% of all observations. Figure 2 plots

this series, together with the growth rate in R&D expenditures reported by the NSF depicted

in Figure 1. The two series are consistent, both in level and in the way they evolve over time.

Nevertheless, there are a few differences in the two series. Average growth of R&D expenditures

among Compustat firms fell more sharply in the early 1980s than among all firms as reported

by the NSF. In addition, R&D growth in the late 1990s appeared to be more erratic among

Compustat firms, although both datasets show a sharp decline in real R&D expenditures around

the 2001 recession. Average growth of R&D in Compustat is actually more correlated with real

GDP growth than the NSF series; the correlation between the two series for the same period

between 1958 and 2003 is 0.49, and regressing average growth in R&D on growth in real GDP

yields a higher coefficient of 0.94 with a standard error of 0.25.

Since Compustat reports R&D data by firm, we can use this data to examine whether the

procyclical pattern in R&D is also apparent at the industry level.3 That is, do firms tend to

expand R&D at a faster rate when output in the industry they operate in is rising? Fortunately,

Compustat assigns each firm a four-digit standard industry classification (SIC) code. For many

firms it also reports the North American industry classification system (NAICS) industry code.

Even when Compustat fails to assign a NAICS code, in many cases I was able to assign one

based on the assigned SIC code using conversion tables provided by the Census Bureau.

Measuring output at the industry level is somewhat more problematic than at the aggre-

gate level; in particular, which is a better indicator of a booming industry, gross output or

value added? In the absence of a clear answer, I consider both measures. First, using the

NBER Manufacturing and Productivity database compiled by Bartelsman, Becker, and Gray,

I construct real gross output for 459 four-digit SIC industries from 1958 to 1996. This dataset

provides highly disaggregated data and covers an extended period. However, it only encom-

3While the NSF does break down total R&D expenditures by SIC industry codes, many of these series contain
missing values or are deliberately withheld for privacy reasons.
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passes manufacturing. While this excludes certain R&D-intensive industries such as computer

programming services and communications, R&D is heavily concentrated in manufacturing.

According to both the NSF and Compustat, the share of R&D expenditures in manufacturing

has consistently ranged between 70 − 80% of total R&D expenditures since 1990, and over

90% earlier. NSF data suggests manufacturing accounts for a similar share of employment of

scientists and engineers. To incorporate data outside of manufacturing, I also used data from

Bureau of Economic Analysis (BEA) on real gross output and real value added by industry.

The BEA provides these estimates at the three-digit industry level rather than at the four digit

level (and using the NAICS classification as opposed to SIC). This data also covers a shorter

period than the NBER database: gross output data is available for 1988-2004, and value added

is available at the three digit level for 1978-2004, and at the two digit level for 1947-2004.

Armed with this data, I assigned each firm in Compustat its respective industry output

measure whenever available. I then regressed the growth of real R&D expenditures of each

firm on its industry’s output growth along with firm fixed effects.4 This regression should

capture the extent to which firms deviate from their long-run growth rate of R&D as industry

conditions vary. The results are reported in the first row of Table 1. As evident from the table,

the coefficient on industry output is positive and statistically significant for all three measures.

To isolate the reaction of firms to industry-specific (as opposed to aggregate) output growth,

I introduced year effects to absorb both cyclical effects and changes in patent policy or R&D

subsidies that affect all industries. As can be seen in the table, the coefficients on output

growth decline for all three measures, but they remain positive and statistically significant.

Hence, even after controlling for aggregate conditions, industries where production is increasing

tend to undertake more R&D, not less. Firms do not appear to substitute towards R&D when

industry output is low or divert resources from R&D when industry output is high.

1.2. Evidence on Possible Sources of R&D Procyclicality

Since Compustat contains additional firm-level information, we can use it to examine potential

explanations for the procyclical pattern in R&D activity. For example, could the procyclical

pattern in R&D be picking up some other firm-level variation that is correlated with industry

or aggregate output? Does the procyclicality of R&D vary systematically across industries, and

4Rafferty and Funk (2004) also regress R&D growth among Compustat firms against the growth in gross
output using fixed effects, although they only used gross output from the NBER Manufacturing and Productivity
database. But their regression includes additional explanatory variables, among them the firm’s own sales, which
make it difficult to interpret the coefficient on growth in industry output as a pure measure of cyclical sensitivity.
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if so can it be related to industry characteristics? I now explore such questions. My analysis is

motivated by particular hypotheses regarding the procyclicality of R&D. These are discussed

in more detail in the remainder of the paper, so I only briefly outline them here.

One possible explanation for the procyclicality of R&D is that firm earnings fall in recessions,

making it more difficult to finance innovative activities. According to this view, the positive

coefficient on industry output is really standing in for omitted measures of firm balance sheet

positions, and including these should reduce the implied procyclicality of R&D. Since Compu-

stat includes financial information on firms, we can test this prediction. Table 2 repeats the

regressions from Table 1 but adding various balance sheet variables. Specifically, I add the

current year cash flow (before R&D expenses) and the residual cash flow in the previous year

after R&D expenses, as well as current and lagged values of firm assets, firm liabilities, plant,

property, and equipment, short-term debt (debt due within one year) and long-term debt. All

variables are deflated by the implicit GDP deflator. As evident in Table 2, these variables

have almost no effect on the estimated coefficient on industry output. The increase in R&D

expenditures in periods of rising industry output evidently does not reflect omitted changes in

the balance sheet positions of firms. Adding second and third order terms of all of the above

balance sheet variables left the coefficient on output growth similarly unchanged.

The fact that balance sheet information cannot explain any of the apparent procyclicality of

R&D might seem surprising at first. However, this result should be interpreted with caution. In

particular, it does not mean credit constraints are unimportant for R&D. In fact, although not

reported in the table, the coefficient on lagged cash flow is significant in two of the specifications

reported in Table 2, suggesting that similarly-sized firms (as measured by assets) with more cash

do tend to have higher R&D growth. Rather, the results in Table 2 imply that the tendency of

firms to accelerate their R&D when industry output rises does not reflect how relatively cash-

rich or cash-poor they are. This result is consistent with Himmelberg and Petersen (1994) who

argue R&D is sensitive to cash flow, but that this relationship is also hard to detect because

firms tend to smooth R&D in response to temporary cash flow shocks by, among other things,

curtailing their investment in physical capital. In other words, cash-rich firms undertake more

R&D activity than cash-poor firms, but regardless of the scale of their R&D activity, both tend

to minimize the disruptive effect of temporary fluctuations in cash flows on their R&D.

Another explanation for procyclical R&D argues that firms engage in more R&D in booms

because this is when the present discounted value of the profits they expect to earn if successful

is highest. According to this hypothesis, firms in industries where the present discounted value

of profits rises more in booms should also have more procyclical R&D. In addition, for reasons
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that will become clear once I present the model, industries where the present discounted value

of profits is only modestly procyclical should have countercyclical R&D.

To test this prediction, I partitioned firms into two-digit SIC codes. For industries in which

relatively few firms reported R&D (e.g. particular industries within agriculture, retail trade, and

wholesale trade), I aggregated firms into their respective one-digit industries. Conversely, for

industries within two-digit codes that are particularly R&D intensive, (e.g. the pharmaceutical,

communication equipment, computers, and computer programming), I divided the original two-

digit code into multiple industries. This left me with 44 industries. I first needed a measure

of the procyclicality of present discounted profits for these industries. I used the stock market

values of publicly traded firms in each industry as a stand-in for present discounted profits,

since these should in theory reflect the discounted value of future dividends of these firms.

Thus, I took all domestically incorporated firms in each industry where available and regressed

the growth rate in the real stock prices of firms on the growth of real GDP and a constant.

Let bβstock denote the coefficient on real GDP growth from this regression, which represents

how stock market values in a given industry covary with the business cycle. Next, for each

industry I took all domestically incorporated R&D-performing firms and regressed the growth

rate in real R&D expenditures of each firm on the growth rate of real GDP and a constant.

Let bβR&D denote the coefficient on real GDP growth in this regression. Figure 3 plots bβstock
and bβR&D across industries, where the size of each point corresponds to the inverse of the
standard error in estimating bβR&D. The reason for weighting is that some sectors have few
firms that report any R&D (e.g. transportation, utilities, insurance, and finance), and bβR&D is
poorly estimated in those sectors. As evident from the figure, industries with more procyclical

stock values tend to have more procyclical R&D growth. For example, computer programming

and semiconductors, whose stock market values are far more procyclical than all remaining

industries, also have highly procyclical R&D, while primary metals, petroleum, mining, and

agriculture, whose stock market values are the least procyclical, display weakly countercyclical

R&D growth (although in all three cases bβR&D is statistically indistinguishable from zero).5

Regressing bβR&D on bβstock using the same set of weights yields the following relationship:

bβR&D = −1.58
(0.30)

+ 0.39
(0.04)

× bβstock

5As an aside, neither stock market values nor R&D are particularly procyclical for pharmaceuticals. This
is probably because innovation is an exceptionally drawn out process due to regulation, insulating the industry
from cyclical fluctuations. Although pharmaceuticals account for a significant share of total R&D, they do not
contribute much to the cyclical patterns in R&D this paper focuses on. One should therefore avoid drawing
inference from that sector for the phenomena studied here.
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This confirms that the positive relationship in Figure 3 is statistically significant. Note that

the constant in this regression is significantly negative, suggesting that industries where stock

market values are only modestly procyclical will tend to exhibit countercyclical R&D. While

this finding is consistent with the model I present below, one has to be careful in interpreting

this finding. In particular, this intercept is extrapolated, since I estimate bβstock to be positive
and significant in all 44 industry categories. Moreover, while I estimate negative values of bβR&D
in several industries, in none of the cases is this negative value statistically significant at the

10% level. Thus, the evidence that industries for which stock market values are only moderately

procyclical tend to have countercyclical R&D is at best indirect.

2. Previous Explanations for the Procyclicality of R&D

Before attempting to model the procyclical bias in R&D described in the Introduction, I first

review some of the theories advanced in the literature for the procyclicality of R&D. The purpose

of this section is to help focus the subsequent theoretical model by determining what elements

are and are not important for studying the cyclical behavior of R&D.

As already noted in the previous section, one common explanation for the procyclicality

of R&D involves credit market frictions. This hypothesis is explicitly developed in Aghion,

Angeletos, Banerjee, and Manova (2005). In their model, the opportunity cost of R&D is lower

in recessions. But downturns also reduce the amount of internal funds available for firms to

finance ongoing R&D projects. Aghion et al show that if firms had unlimited access to credit,

they would concentrate growth-enhancing activities in recessions. But if firms anticipate they

will be borrowing-constrained, they would instead focus their R&D efforts in booms for fear that

they will not be able to bring projects initiated in recessions to fruition. While this explanation

is intuitive, the evidence described in the previous section suggests it is unlikely to account for

the procyclical pattern in R&D we observe, at least insofar as credit constraints are reflected in

firm balance sheets. This conclusion is lent further credence by the observation that the lion’s

share of the cyclical fluctuations in R&D come from large, publicly traded firms account which

are generally less likely to suffer from financing difficulties. I therefore chose not to incorporate

credit constraints in modelling the evolution of R&D over the business cycle. However, this

does not imply credit constraints are not important for understanding R&D more generally.

Another explanation for the procyclicality of R&D is that recessions do not create opportu-

nities for intertemporal substitution as assumed under the Schumpeterian view. There are two

different versions of this argument. According to one view, the specialized labor employed in
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R&D is not readily substitutable for production workers at high frequencies. While there is

some truth that scientists and engineers may not be easily shifted to production, NSF data sug-

gests that on average 40% of wage payments in R&D are allocated to support staff, which are

more easily reallocated into production. Moreover, an important input into R&D is managerial

attention, which certainly could be alternatively devoted to production issues. A separate ar-

gument for why recessions might not encourage intertemporal substitution is that R&D relies

on produced goods as an input. But if more goods can be produced during booms, there will be

more resources available to use for R&D. Aghion and Saint Paul (1998) explore this possibility

formally, and show that innovation will be procyclical if productivity-improving activities use

final goods rather than factor inputs.6 But they then reject this view, arguing that data on how

demand shocks affect long-run productivity is inconsistent with this assumption. More directly,

as Griliches (1984) observes, the primary input into R&D is labor, not produced goods. Hence,

although some R&D certainly involves produced goods, I will assume in my model that R&D

only uses labor inputs that could alternatively be used for production.

A more compelling explanation for the procyclicality of R&D is that labor supply itself varies

over the cycle. Specifically, if labor resources are procyclical, it may not be desirable to divert

already scarce labor resources in recessions from production to R&D. Conversely, there may no

need to draw down labor from R&D during booms given that labor resources are more plentiful.

This is precisely how Fatas (2000) generates procyclical R&D in his paper. While I abstract

from this aspect in my initial analysis, I do so largely for reasons of exposition. When I look

at the quantitative aspects of the model, I will allow for cyclical variation in labor supply.

3. A Model of R&D and Analysis of a Special Case

To study the evolution of R&D over the business cycle, I adapt a standard real business cycle

model to include an innovation sector as modeled by Grossman and Helpman (1991). Produc-

tion in the model economy involves two factors of production, capital and labor. These can be

used to produce a single final good via a two-step process. This final good in turn can be used

for three purposes: consumption, production of new capital, and as an indirect input into the

production of final goods (a feature sometimes referred to as roundabout production). Labor

resources, in addition to being used for production, can be used to carry out R&D in order to

augment labor productivity in producing this final good. Thus, production and R&D compete

6Following Rivera-Batiz and Romer (1991), this is known as the lab-equipment model. Comin and Gertler
(2006) also assume R&D uses final goods, and note that this assumption helps to generate procyclical R&D.
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for labor resources. This section lays out the model, and then focuses on a special case of

the model that can be solved analytically to illustrate its key features. In the next section, I

calibrate the model in order to analyze its quantitative properties.

I assume households in the economy can be represented by a single agent with constant-

relative risk-aversion utility over the amount of the final good Ct consumed at date t:

U (Ct) =
C1−γt − 1
1− γ

(3.1)

Utility is discounted at rate ρ. The representative agent is endowed with a constant labor

endowment L per unit time and an initial capital stock K0 normalized to one. Since the agent

is assumed to derive no utility from leisure, the entire labor endowment will be supplied at

every date. However, as alluded to in the previous section, variable labor supply can be an

important source of procyclical R&D. Although it will be more convenient to abstract from

variation in labor supply for now, I will introduce such variation in the next section.

Turning to technology, consider first the production of capital goods. I assume a linear

technology whereby one unit of the final good can be converted into q units of capital. Assuming

capital depreciates at rate δ, the instantaneous rate of change in the capital stock is

K̇t = qIt − δKt (3.2)

where It denotes the amount of final goods allocated to the production of capital.

Next, consider the production of the final good. I assume it is constructed in two stages.

First, labor is converted into a continuum of intermediate goods indexed by j ∈ [0, 1]. Second,
the intermediate goods are combined with capital to produce the final good.

Let us begin with the second stage. It will be convenient to proceed as if all intermediate

goods must first be assembled into a composite good, whose quantity I denote by Xt, according

to a Cobb-Douglas technology. That is, xjt of each good j together yield

Xt = exp

·Z 1

0
lnxjtdj

¸
(3.3)

The production of the final good is itself Cobb-Douglas in the composite good and capital, i.e.

Xt units of composite good and Kt units of capital yield Yt units of the final good, where

Yt = ztK
α
t X

1−α
t (3.4)
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The coefficient zt reflects productivity in the final goods sector. To capture the fact that

labor productivity in the goods sector varies over the business cycle, I let zt follow a Markov

switching process between two states, Z1 ≥ Z0, with a constant hazard rate µ. This is the only

source of fluctuations in the model. I treat these fluctuations as exogenous, although one could

potentially endogenize them.7

I next turn to the production of intermediate goods. For reasons that will become clear below,

I assume the production of each intermediate good entails both a fixed cost and a variable cost.

The fixed cost is assumed to be denominated in final goods, i.e. Ft units of final good have

to be sacrificed per instant if a given intermediate good is to be produced. As the subscript

suggests, this amount is time varying, in a way described in more detail below. Once this fixed

cost is incurred, labor can be converted into intermediate goods according to a good-specific

linear technology. Let Ljt denote the amount of labor employed in the production of good j.

The amount xjt of intermediate good j produced at date t is given by

xjt = λjtLjt (3.5)

The coefficient λjt is assumed to have the following structure:

λjt = λmjt (3.6)

for some λ > 1, where mjt is an integer that denotes the generation of technology used for

producing good j at date t. Each good j starts out at generation mj0, respectively, but agents

can advance to higher-generation technologies by engaging in R&D. That is, starting with

generation mj , devoting Rj units of labor to R&D on good j gives rise to a hazard φRj of

discovering generationmj+1 in the next instant, which given λ > 1 will be more productive than

its predecessor. In line with the evidence on the acyclicality of productivity in the innovation

sector in Griliches (1990), I assume φ does not vary with time.

The discovery of a new technology, in addition to increasing the productivity in good j by a

factor of λ, leads to two additional outcomes. First, it allows innovators to begin working on the

next generation technology. R&D is therefore incremental, in the sense that the m-th genera-

tion has to be created before the m+1-th technology can be. Each new discovery immediately

becomes public knowledge, allowing rivals to incorporate it as they work on subsequent gener-

ations. This feature introduces a dynamic externality, since whenever a researcher discovers a

new generation she allows others to build on and profit from her work.

7For example, Benhabib and Farmer (1994) describe an economy with spillovers in which the scale of pro-
duction, and thus the productivity of individual producers, fluctuate endogenously over time. Fluctuations in zt
could also reflect unmodelled changes in utilization rates.
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Second, I assume each new discovery spawns inferior imitations. That is, new ideas can

be copied, albeit imperfectly, in the sense that imitation versions are more costly to operate.

Although the imitation technology will never actually be used, it plays an important role in the

analysis. In particular, the technology available to rivals affects the profits the leading producer

can earn in a decentralized market. Without imitations, rivals could use older generation

technologies, which have higher variable costs but the same fixed cost as the leading producer.

In the model, this feature generates counterfactual implications about the markup producers

charge. I therefore assume discoveries spawn imitations which have a lower fixed cost than the

leading version (but a higher variable cost), resulting in more empirically plausible markups.

This assumption can be defended on the grounds that imitators do not incur the fixed costs

of patent protection that a leading-edge producer would. To simplify the analysis, I assume

the imitation technology involves zero fixed cost and has a marginal cost that is λ times the

marginal cost of the leading technology, although this exact specification is not essential.

Let Mt =
R 1
0 mjtdj denote the average generation across intermediate goods, and let Rt =R 1

0 Rjtdj denote total employment in R&D aggregated over all intermediate goods. One can

show that in any equilibrium (and along the optimal path), each sector will use the same amount

of labor Ljt = L−Rt. Substituting in this expression, we have

Yt = ztK
α
t X

1−α
t = zt

£
λMt (L−Rt)

¤1−α
Kα
t (3.7)

Output grows as labor productivity improves and more capital is accumulated. To avoid the

situation where the economy outgrows the fixed cost, I scale this fixed cost in proportion to the

rate at which output increases, namely λMt . Specifically,

Ft = λMtF (3.8)

for some constant F > 0. The notion that fixed costs grow over time is plausible; for example,

the cost of overhead labor should naturally rise with overall labor productivity.8

This describes the economic environment. In the remainder of this section, I focus on a

special case of this model which is analytically tractable. In particular, I restrict γ = 0 so that

the agent is risk-neutral, and set q = δ = 0 so that the value of capital is always fixed at one

8This begs the question why I did not model the fixed cost directly in terms of labor. The reason is that the
value of labor in a decentralized market would change one-for-one with zt. As a result, the fixed cost Ft will
vary greatly over the cycle. But, in practice, real wages tend to be somewhat rigid over the cycle, even though
they do grow over longer time horizons. Fixed costs should therefore not vary much over the cycle, a feature I
wanted the model to adhere to. Assuming the fixed cost is denominated in final goods captures rigidity in the
salaries of overhead labor without unnecessarily complicating the model.
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(i.e. capital can be viewed as a fixed factor, such as land). Finally, in the absence of capital

accumulation, (3.8) must be modified to Ft = λ(1−α)MtF , the rate at which output grows. None

of the other parameters is assigned a value.

Consider first what a benevolent social planner would do in this economy. She would maximize

the well-being of the representative household, choosing how much labor to allocate to R&D

and each intermediate good (and if capital were accumulable, how much capital to produce) as

well as which technology to use to produce each intermediate good. Clearly, the planner would

always use the leading-edge technology for any good. It is also easy to show that she should

allocate equal the same amount of labor, L − Rt, to each intermediate good. The planner’s

problem thus reduces to choosing a path for R&D:

Vi (M0) = max
Rt

E

·Z ∞

0
λ(1−α)Mt

h
zt (L−Rt)

1−α − F
i
e−ρtdt

¯̄
¯̄ z0 = Zi

¸
(3.9)

subject to the constraint that

Ṁt = φRt

i.e. the change in the average generation of technology corresponds to the fraction of successful

entrepreneurs who discover the next generation in their respective line. For this problem to be

well-defined, we need to ensure the planner cannot achieve infinite utility. This requires that

the economy cannot grow faster than the discount rate ρ. Since the maximal growth rate occurs

when all labor resources are used in R&D, this condition can be written as

ρ > (1− α)φL lnλ (3.10)

We can rewrite the planner’s problem recursively as follows:

ρVi (M) = max
R∈[0,L]





λ(1−α)M
h
Zi (L−R)1−α − F

i
+

µ (V1−i (M)− Vi(M)) +
∂Vi
∂M

φR



 (3.11)

I now establish the following result:9

Proposition 1: In any interior path, optimal innovation is countercyclical along the optimal

path, i.e. R0 > R1.

This claim formalizes the basic Schumpeterian argument: since the returns to production are

low when zt is low, it is preferable to shift resources towards R&D in these periods. However,

9All propositions relate to interior solutions where R&D is always positive. An earlier version of this paper
dealt with corner cases. One can typically guarantee an interior solution by assuming L is sufficiently large.
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there are two aspects of this special case that make countercyclical R&D particularly desirable.

First, labor L is assumed to be constant over time. If instead labor were more plentiful when

z were high, it might not be necessary to divert resources from R&D to take advantage of

temporarily high productivity in the goods sector. Second, the assumption of risk-neutrality,

which I impose for analytical convenience, contributes to making countercyclical R&D more

desirable. In particular, a drawback of shifting resources from production to innovation during

recessions is that it makes output more volatile; the decline in the amount of labor used in

production compounds the already low productivity. To the extent this makes consumption

more volatile, risk-neutrality may overstate the desirability of countercyclical R&D. In the next

section I explicitly take into account these two considerations.

I now show that in same environment for which Proposition 1 dictates a countercyclical path

for R&D, equilibrium R&D in a decentralized market can be procyclical. I first need to specify

how the decentralized economy is organized, and then solve for its equilibrium.

Both intermediate and final are produced by profit-maximizing firms. The technology for

producing final goods is freely available, so profits in this sector will equal zero in equilibrium.

By contrast, intermediate goods producers are assumed to enjoy some market power: the

entrepreneur who discovers the m-th generation for producing good j earns a patent that

grants him exclusive rights to use this technology; without this patent, no innovation would

ever take place. In what follows, I focus on equilibria where Rjt is the same across all goods

j, and where in addition the common value of R&D in all sectors, Rt, can be expressed as a

function of aggregate productivity zt at date t alone. This restriction is natural given these

features are true for the optimal path. Formally, I restrict attention to symmetric Markov

perfect equilibria. Let Ri denote the level of R&D common to all sectors when productivity

zt = Zi for i ∈ {0, 1}.

I normalize the wage per unit labor to 1. Let pjt denote the equilibrium price of intermediate

good j. Given the Cobb-Douglas aggregator X, the demand of final goods producers for each

intermediate good j will be unit elastic. Thus, each intermediate-goods producer would want

to charge as high a price as possible: his revenue will be constant regardless of the price he

charges, but at higher prices he can produce fewer goods and lower his costs. However, if he

were to charge too high of a price, his rivals could underprice him and steal away his business.

Given my assumptions, the relevant threat involves the knock-off version of his own technology,

which has no fixed cost but a marginal cost that is λ times as large. Hence, the price required

to deter rival entry is the marginal cost of the rival technology, i.e. pjt = λ−(mjt−1). At this

price, the producer would be charging a constant markup λ over his own marginal cost.
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Let ejt = pjtxjt denote total expenditures by final goods producers on intermediate good j.

Given the Cobb-Douglas specification for X, final goods producers will equalize expenditures

across all intermediate goods, so ejt = et for all j. Each intermediate goods producer thus

earns et in revenue, and given my normalization of the wage to 1, incurs variable costs equal to

the number of workers he employs. The latter expression is equal to λ−mjtxjt, or alternatively

λ−mjtet/pjt. Using the expression for pjt derived above, profits are given by

πjt =

µ
1− 1

λ

¶
et − PtFt (3.12)

where Pt denotes the price of the final good. Profits are thus the same for all goods j, i.e.

πjt = πt for all j. Equation (3.12) helps to explain the reason for some of my earlier assumptions.

It states that profits net of fixed costs are equal to total sales et times one minus the inverse

markup. This equation holds more generally for any constant marginal cost technology,

πt =

µ
1− 1

λt

¶
et − FCt (3.13)

where λt represents a potentially time-varying markup and FCt represents the fixed cost at date

t. In analyzing the cyclical behavior of profits, Ramey (1991) divides equation (3.13) through

by sales et to arrive at an expression for the ratio of profits to sales. Since in practice profits

are more procyclical than sales, she not surprisingly finds this ratio is highly procyclical. But

as evident from (3.13), in the absence of fixed costs this ratio inherits the cyclical properties

of the markup λt. Since markups are moderately countercyclical, we would need to allow for

a fixed cost of production to have any hope of according with the data. At the same time, λt

cannot be so countercyclical as to offset the role of the fixed cost. This explains the need for

an imitation technology with a lower fixed cost than the leading technology. If the next most

efficient producer had the same fixed cost as the leading producer, the resulting markup would

be sufficiently countercyclical to make πt/et acyclical. Getting the model to match the cyclical

behavior of profits is important, since in the model it is profits that ultimately drive R&D.

I next derive expressions for et and Pt. Since there is no capital accumulation, in equilibrium

the representative household spends all of its income on final goods. Thus, household expen-

ditures on final goods Pt (Yt − Ft) equal household income, i.e. the sum of aggregate profits

Πt =
R 1
0 πtdj and factor payments:

Pt (Yt − Ft) = Πt + rtK + L (3.14)

where rt denotes the rental rate of capital at date t. Given the Cobb-Douglas technology for

final goods, expenditures on intermediate goods et should account for a fraction 1 − α of the

total cost of final good production. Since the market for final goods is perfectly competitive,

16



the latter equals the market value of final goods produced, i.e. et = (1− α)PtYt. Similarly,

expenditures on capital goods rtK equal αPtYt. Substituting into (3.14) and rearranging yields

πt = (λ− 1) (L−Rt)− PtFt (3.15)

As for the price of final goods Pt, competition in the market for final goods implies Pt equals

the minimum cost to produce a single unit of the good, i.e.

Pt = min
xjt,Kt

½Z 1

0
pjtxjtdj + rtKt

¾

s.t. ztK
α
t

³
exp

hR 1
0 lnxjtdj

i´1−α
= 1

Using the fact that pjt = λ−(mjt−1), rtKt = αPtYt, and Kt = 1 for all t, one can show that

Pt =
λ (L−Rt)

α

(1− α) ztλ
(1−α)Mt

(3.16)

Hence, profits can be expressed as

πt = (λ− 1) (L−Rt)−
λ (L−Rt)

α F

(1− α) zt
(3.17)

Finally, let vj denote the value of a successful innovation of intermediate good j. Entre-

preneurs who succeed in innovation earn profits (3.17) as long as their technology is the most

advanced. Since profits πjt are the same for all j and Rjt is assumed to be the same for all j, vj

will be the same for all j as well. Let v denote the common value of a successful innovation in

all sectors, and let vi denote this value if current productivity zt = Zi. Let Ijt be an indicator

that equals 1 if the leading-edge producer of good j at date 0 is still the leading edge producer

at date t, and zero otherwise. Since the representative agent owns all claims in equilibrium, vi

must leave him indifferent to buying an additional claim. This indifference condition implies

vi = E

·Z ∞

0
Ijt ·

U 0 (Ct) /Pt
U 0(C0)/P0

πte
−ρtdt

¯̄
¯̄ z0 = Zi

¸

= E

·Z ∞

0
Ijt ·

P0
Pt
πte

−ρtdt

¯̄
¯̄ z0 = Zi

¸
(3.18)

where the expectation above is taken over all possible paths for zt and Ijt. A firm trying to

become the leading producer will choose R to maximize the expected value from a successful

innovation net of R&D costs, φRv − R. It follows that in equilibrium φvi ≤ 1 for i ∈ {0, 1},
with strict equality if Ri > 0.

Substituting in for πt and Pt into (3.18) yields

vi = E

"Z ∞

0
It ·

(L−R0)
α

Zi

λ(1−α)Mt

λ(1−α)M0

h
(λ− 1) zt (L−Rt)

1−α − F
i
e−ρtdt

¯̄
¯̄
¯ z0 = Zi

#
(3.19)
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As in (3.10), we once again need to assume that growth is not too rapid:

lnλ < (1− α)−1 (3.20)

I now establish the following result:

Proposition 2: Given (3.20), there exist two values F ∗ and F such that if F > F ∗ and

F < F , then there exists a pair R0 < R1 where φv0 (R0, R1) = φv1 (R0, R1) = 1. By contrast,

when F = 0, any solution for the system φvi (Ri, R1−i) = 1 must satisfy R0 > R1.

Proposition 2 suggests that if fixed costs are large, so that profits are highly volatile, there

can be an equilibrium with procyclical R&D. At the same time, fixed costs cannot be too

large, or else profits will be so low that entrepreneurs have no incentive to try to achieve them.

Conversely, if fixed costs are small, so that profits are only as volatile as sales, equilibrium

R&D will be countercyclical. Intuitively, if profits are only modestly procyclical, the value of

innovation in booms will rise, but by less than the cost of R&D. Procyclical R&D requires that

profits be at least more procyclical than the cost of R&D to ensure that innovation is more

profitable in booms. Recall that earlier I found that industries with only moderately procyclical

stock prices are indeed predicted to have countercyclical R&D.

Why does the decentralized market fail to reproduce the countercyclical path for R&D the

planner would like? The reason is that in a decentralized market, entrepreneurs care too much

about the short term benefits from their R&D, correctly expecting that the benefits from their

research in the more distant future are more likely to accrue to others. Formally, consider the

ratio of the real value of a successful innovation in a boom to its value in a recession. This ratio

is given by

v1/P1
v0/P0

=

E

·R∞
0 It · λ

(1−α)Mt

·
zt (L−Rt)

1−α − F

λ− 1

¸
e−ρtdt

¯̄
¯̄ z0 = Zi

¸

E

·R∞
0 It · λ

(1−α)Mt

·
zt (L−Rt)

1−α − F

λ− 1

¸
e−ρtdt

¯̄
¯̄ z0 = Zi

¸ (3.21)

The analogous expression for the benevolent planner is the ratio of the marginal value improving

the technology, ∂V/∂M , in a boom relative to a recession. This expression is given by

∂V1/∂M

∂V0/∂M
=

E

·Z ∞

0
λ(1−α)Mt

h
zt (L−Rt)

1−α − F
i
e−ρtdt

¯̄
¯̄ z0 = Z1

¸

E

·Z ∞

0
λ(1−α)Mt

h
zt (L−Rt)

1−α − F
i
e−ρtdt

¯̄
¯̄ z0 = Z0

¸ (3.22)

Comparing the two expressions reveals two differences. First, in the decentralized market the

fixed cost is scaled by a factor of (λ− 1)−1. This is because entrepreneurs care not about
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the output they produce but the profits they earn. While they only earn a proportion of the

output they produce, they bear all of the cost of the output they use to cover their fixed cost.

Entrepreneurs therefore weight the output they produce and the output they use up differently,

unlike the planner. This distortion is not relevant for our purposes, and can be nullified by

setting λ = 2 so the markup is 100%. Second, and more importantly, the entrepreneur multiplies

the flow value at each date by It, an indicator of whether he will still be the leading producer

at date t. Since the probability that It = 1 decreases with t, the integrals in (3.21) assign more

weight to values closer to date t = 0 than the integrals in (3.22), i.e. private agents care less

about the long-run benefits of innovation than the planner. The ratio of the respective values

of innovation will thus be distorted in the direction of the ratio of profits in booms to profits

in recessions, since these are the expressions that receive the largest weight under (3.22). The

bigger the ratio of profits in booms to their value in recessions, the more entrepreneurs value

innovations in booms than in recessions, and the more biased R&D will be towards booms.

Although the special case of the model above is analytically convenient for demonstrating

the bias, it is far too stylized to help us gauge if the bias can play a significant role in making

equilibrium R&D procyclical. To address this question, I shall now return to the general model

and analyze its quantitative implications.

4. Quantitative Analysis

The general model involves several complications that the special case analyzed earlier allowed

me to side-step. I first discuss some of these issues, and then I proceed to solve the model

numerically for specifically calibrated parameter values. The section concludes with several

robustness exercises, including the introduction of variable labor supply.

4.1. Analysis of the General Model

In analyzing the general model, it will prove helpful to restrict γ to 1. This is the value I use in

the subsequent calibration, and the case of log utility turns out to be analytically convenient.

The planner’s problem in this case reduces to

Vi (K0,M0) = max
Rt,It

E

·Z ∞

0
ln
³
ztK

α
t

£
λMt (L−Rt)

¤1−α − λMtF − It

´
e−ρtdt

¯̄
¯̄ z0 = Zi

¸

s.t. 1. Ṁt = φRt

2. K̇t = qIt − δKt

19



Let k = λ−MK and ι = λ−MI. Using the law of motion forM , one can show that Vi (K0,M0) =

vi (k) +M0
lnλ

ρ
, where vi (k) satisfies

ρvi (k) = max
ι,R





ln
³
Zik

α (L−R)1−α − F − ι
´
+
φR lnλ

ρ
+

∂vi
∂k

(qι− (δ + φR lnλ) k) + µ (v1−i (k)− vi(k))





(4.1)

The planner now has two relevant control variables, investment and R&D. The first-order

conditions for the maximization problem with respect to each are given by

1

Zikα (L−R)1−α − F − ι
= q

∂vi
∂k

(1− α)Zik
α (L−R)−α

Zikα (L−R)1−α − F − ι
=

µ
1

ρ
− k

∂vi
∂k

¶
φ lnλ

Substituting the first equation into the second yields the following formula for Ri, the value of

R&D when productivity is equal to Zi:

Ri = L−
·µ

1

ρ (∂vi/∂k)
− k

¶
φ lnλ

q (1− α)Zikα

¸−1/α
(4.2)

Rather than two numbers R0 and R1, an optimal plan now corresponds to two functions R0 (k)

and R1 (k). This raises a question of what it means for R&D to be procyclical, since changes

in zt affect not only how much R&D is desirable at a given k but also k itself. I shall refer to a

policy as procyclical if R1 (k) > R0 (k) for any k in the limiting set the economy settles down to

in the long-run, i.e. for any value of k that occurs infinitely often with probability 1. Similarly,

a policy is said to be countercyclical if R1 (k) < R0 (k) for all such k.

Next, consider the decentralized equilibrium of the economy. The production side of the

economy is essentially the same as in the special case analyzed earlier, except that the price of

final goods P now explicitly depends on the level of capital. In particular, (3.16) generalizes to

P =
λ1−M (L−R)α

z (1− α) kα
(4.3)

The main difficulty in solving for an equilibrium is that once we move away from the assumption

of risk-neutrality, evaluating the value of a successful innovation v in (3.18) necessitates an

expression for consumption Ct. Without accumulable capital, consumption is equal to net

output Yt−Ft. When capital is accumulable, we instead need to explicitly solve the household’s
problem to derive Ct, i.e. we must determine how a household should optimally divide its wealth

between consumption, capital, and claims to the profits of intermediate good producers.
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Since the household must own all of the claims on profits in equilibrium, it will be convenient

to proceed as if there were a mutual fund company that pooled all entrepreneurs into a single

portfolio on behalf of the household. Arbitrage requires the value of this portfolio to be the

same as the cost of buying up all firms, which is just
R 1
0 vdj = v. To insure the fund continues

to own all incumbents, it must pay the research expenses of any potential innovator in exchange

for the rights to the patent if the innovator is successful, i.e. the fund deducts an operating

expense R out of dividends. Thus, as far as the household is concerned, it can either allocate

its wealth to physical capital or to an asset whose price is v and which yields a dividend of

Π = π −R per unit time, where π is given by (3.15).

Let w denote the household’s nominal wealth and σ denote the fraction of its wealth that it

allocates to capital. Given the linear technology for producing capital goods, the price of a unit

of capital, PK , is equal to qP . If aggregate productivity remains constant, the nominal return

per unit of capital is r + ṖK , and the number of units of capital it holds is σw/PK . Similarly,

the nominal return per share of the mutual fund it owns is Π + v̇, and the number of shares

it owns in the mutual fund is (1− σ)w/v. In equilibrium, however, v̇ = 0. In addition to the

returns to its assets, the household also earns labor income and spends some of its resources on

consumption. Hence, the evolution of nominal wealth w while zt is constant is given by

ẇ =

"Ã
r

PK
+
ṖK
PK

!
σ +

Π

v
(1− σ)

#
w + L− λMPc (4.4)

where c = λ−MC. If productivity zt did change, the nominal value of the physical capital the

household owns would jump together with PK . The nominal value of wealth held in the mutual

fund would not change, however, since the value of the mutual fund v = φ−1 independently of

aggregate productivity. Hence, the wealth of the household will jump from w to w∗ where

w∗ =
·
P 0K
PK

σ + (1− σ)

¸
w (4.5)

and P 0K is the price of capital under the new level of productivity. Let W denote the aggregate

wealth of the economy. In equilibrium, of course, w =W . However, since individual households

act as price takers, they treat the path of W as given and assume it determines the values

of all relevant economic variables. Let Ri (W ) denote the equilibrium employment in R&D

when zt = Zi and aggregate wealth is Wi. We can then express k in terms of W , since

W = PKK + v = qλMPk + φ−1. Using the expression for P in (4.3), we have

ki (W ) =

"¡
W − φ−1

¢
Zi (1− α)

qλ (L−Ri (W ))
α

# 1
1−α
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We can similarly express the nominal quantities r, P , and Π as functions of W . This implies

we can express the household problem recursively in terms of two state variables, w and W :

ρVi (w,W ) = max
σ,c




ln c+

φR lnλ

ρ
+
∂Vi
∂w

ẇ +
∂Vi
∂W

Ẇ+

µ (V1−i (w∗,W ∗)− Vi (w,W ))





(4.6)

subject to (4.4) and (4.5), the free entry condition φv = 1, and the laws of motion for W , i.e.

if zt remains constant over the next instant, then

Ẇ =
³
r + ṖK

´
λMk +Π+ L− λMPc (W,W ) (4.7)

while if zt changes over the next instant, W will jump to W ∗, where

W ∗ = qλMP1−iki (W ) + φ−1

The first order conditions for the household problem with respect to σ and c are given by

Ã
r

PK
+
ṖK
PK

!
− φΠ = µ

∂V1−i (w∗,W ∗) /∂w∗

∂Vi (w,W ) /∂w

·
1− P1−i

Pi

¸
(4.8)

1

Pc (w,W )
=

∂Vi
∂w

(4.9)

An equilibrium is a set of functions w∗i (w), Vi (w,W ), and Ri (W ) which satisfy the system of

equations (4.5), (4.6), and (4.8).

4.2. Calibration and Results

The equations that define an equilibrium must be solved numerically, requiring me to assign

particular values to the various parameters of the model. Since the model is essentially a

standard real business cycle model with endogenous growth, many of the parameters I use have

already been discussed in the real business cycle literature. The values I use are as follows:

Table 3

γ 1.00 α 0.33 λ 1.20
ρ 0.05 Z0 0.94 φ 0.10
q 1.00 Z1 1.06 F 3.6
δ 0.08 µ 0.20 L 30.8

The first two parameters correspond to utility terms. As already anticipated, I assume log

utility by setting the coefficient of relative risk aversion γ to 1. Normalizing a unit of time in
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the model to correspond to a year, I set the discount rate ρ to 5%. The next several parameters

relate to production. First, I set q = 1 so consumption and investment goods trade one-for-one,

a common assumption in real business cycle models. I set the depreciation rate of capital δ to

8% per year. The share of capital in the production of final goods α is set to one third. To

match the 6% unconditional standard deviation of detrended productivity growth we observe

in the data, I set Z0 to 0.94 and Z1 to 1.06. I set the transition rate µ so that a complete

cycle is 10 years, slightly longer than the 8 year frequency often used to identify business cycle

fluctuations. For λ, I follow Rotemberg and Woodford (1999) in calibrating the markup to

20%. The productivity term φ turns out to be a scaling parameter; I normalize it to 0.10.

The remaining two parameters, F and L, are chosen to match the growth rate of GDP per

capita and the average GDP share of R&D. Empirically, the average growth rate of GDP per

capita is 2% per year. The GDP share for total R&D (both private and public) has been

roughly stable at about 2.5% for much of the post-War period. However, the relevant share

for my purposes is private R&D, which has trended during this period from 1% prior to just

over 2%. To err on the side of caution, I forced the model to match the higher R&D share

of 2%. This implies to a lower value for F and hence less procyclical R&D. If I had instead

calibrated F to match a smaller R&D share, I would have needed a higher value of F to drive

down profits and make R&D sufficiently less attractive that fewer resources would be devoted

to it. It is not obvious whether the appropriate output measure in the model is gross output

or output net of fixed costs. However, at F = 3.6, R&D accounts for 2.0% of gross output and

2.2% of net output, so the distinction is relatively minor. Interestingly, for these parameter

values the model generates reasonable time variation in R&D, even though it was not designed

to: the standard deviation of log R&D share over time is 0.139 and 0.136 for gross and net

output respectively, compared to 0.137 for the log share of total R&D between 1953 and 2002.

As a fraction of output, the parameters in Table 3 imply a fixed cost equal to 8.1% of gross

output (and 8.8% of net output). By comparison, Ramey (1991) and Basu (1996) suggest non-

production workers as a proxy for overhead labor. Non-production workers account for 20% of

the labor force during the post-War period. Since labor accounts for two-thirds of output, this

suggests an overhead cost of 13% of output. If anything, my estimate is overly conservative.

To solve the model, I use a collocation method in which I approximate the respective value

functions with n-th order polynomials, where I choose the coefficients of the polynomial by

requiring that the asset equations hold exactly at n + 1 points. Thus, to solve the planner’s

problem I approximate vi (k) using a polynomial in k. To solve for the decentralized equilibrium,

I approximate Ri (W ) and w
∗
i (w) using polynomials inW and w, respectively, and the function
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Vi (w,W ) with the polynomial
nP

k=0

n−kP
=0

ak w
kW . The coefficients of each respective polynomial

are chosen so that either the equilibrium conditions or the planner’s first order conditions hold

exactly at particular values of k, w,and W , respectively.10 The results reported here are based

on n = 4, although I confirmed that higher order polynomials yielded nearly identical results.

The purpose of solving for equilibrium is to determine whether at the calibrated parameter

values the model can deliver procyclical R&D, and what role the bias plays in accounting for

this pattern. However, since the model abstracts from variable labor supply, it is still premature

at this stage to gauge the empirical plausibility of the R&D path the model generates.

Figure 4 plots the functions Ri (k) along the equilibrium path over the limiting set for k.

For the values in Table 3, equilibrium R&D is procyclical. The extent of this procyclicality is

modest: R&D in a boom is about 3 − 8% higher for a given value of k than in a recession.

Moreover, since an increase in zt stimulates capital accumulation, which raises k and provides

even further incentive to undertake R&D, the actual path for R&D will appear to be even more

procyclical. By contrast, solving the planner’s problem reveals that the optimal path for R&D

is countercyclical, i.e. R0 (k) > R1 (k) for all limiting values of k. This suggests the procyclical

bias in R&D must be large at empirically plausible parameter values, enough to turn R&D

procyclical all by itself in an environment where it should be countercyclical.

One caveat in comparing the equilibrium and optimal paths for R&D is that the two differ

not only in their implied cyclicality of R&D but also in the average level of R&D. At the

assigned values, optimal R&D is much higher than equilibrium R&D. One might therefore ask

if the planner would still prefer a countercyclical path if she were restricted to the same average

level of R&D as prevails in equilibrium. This question can be addressed using a perturbation

argument. Suppose aggregate productivity fluctuates between Z0 = 1− ε and Z1 = 1+ ε for a

small value ε. Let R denote non-stochastic steady state equilibrium R&D when Z0 = Z1 = 1.

For ε small, the planner’s constrained optimum can be approximated by R0 = (1− ζ)R and

R1 = (1 + ζ)R for some ζ. For ε = 0.01, I find that the household’s value function is decreasing

in ζ in the neighborhood of ζ = 0. Thus, for small shocks, the optimal policy that is constrained

to keep average R&D unchanged would opt to concentrate R&D in recessions. I confirm that this

remains true for ε = 0.06, i.e. starting from a constant path for R&D, a small countercyclical

10Following the recommendation of Judd (1998), these points correspond to the roots of the Chebyshev poly-
nomials, adapted to the limiting interval for the relevant variable. For Vi (w,W ) I use the triangular array
{wi,Wj}1≤i≤j≤n+1 where wi and Wj represent the roots of Chebyshevl polynomials adapted to the limiting
interval for equilibrium wealth. Note that I need to approximate V (w,W ) both on and off the equilibrium path
(in which w =W ) to approximate both ∂Vi/∂w and ∂Vi/∂W .
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perturbation from a constant R&D path raises welfare, while a small procyclical perturbation

lowers it. The model unambiguously views procyclical equilibrium R&D as inefficient.

4.3. Robustness

The calibration exercise above reveals that the procyclical bias in R&D can be strong enough to

account for the procyclicality of R&D all by itself. It also suggests that optimal policy should

actually reverse the timing of R&D. The remainder of this section explores the robustness of

these two results. To preview the remainder of the section, I first argue that small changes in

certain parameters can significantly weaken the magnitude of the bias, enough that equilibrium

R&D will no longer be procyclical. This suggests the bias towards procyclical R&Dmight not be

able to account for the procyclicality of R&D by itself. I then argue that variable labor supply,

which I have emphasized throughout as a potentially important consideration, can restore the

procyclicality of R&D in these cases. Interestingly, plausible degrees of variable labor supply

cannot on their own generate procyclical labor, suggesting both elements are important. Finally,

I argue that once we allow for variable labor supply, it may no longer be optimal to turn R&D

countercyclical (although it will still be desirable to shift some R&D from booms to recessions).

I begin by examining the effects of changing some of the parameters in Table 3. One parameter

of interest is the fixed cost F . Recall that the magnitude of the fixed cost determines how much

profits vary with zt. If I set F to zero (while adjusting L to keep average growth at 2%),

equilibrium R&D turns countercyclical, just as predicted by Proposition 2 for the special case

of the model analyzed earlier. So how large must the fixed cost be for equilibrium R&D to be

procyclical? The answer turns out to be 3.3, which corresponds to 7.9% of gross output and

8.6% of net output at the implied parameter values. It would therefore not take a much smaller

fixed cost than the one I originally calibrated to turn R&D countercyclical. That said, fixed

costs are probably higher than my estimate, not lower. Aside from the observation that the

share of non-production workers all by itself is roughly 13%, profit rates in the U.S. are quite

small, while smaller values of F would imply large profit rates (as well as counterfactually large

R&D shares as becoming a leading-edge producer turns more lucrative).

Another parameter of interest is the markup λ, especially given the difficulty in estimating

marginal cost properly. Since markups determine profits, it is not surprising that this parameter

has important implications for the magnitude of the procyclical bias in R&D. Again, as I varied

λ, I also adjusted together with L and F to match a 2% average growth rate and a 2% share

of R&D in gross output. Since a higher markup by itself implies higher profits, we need a
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higher fixed cost (measured as a fraction of output) to lower profits back down and keep the

equilibrium share of R&D at 2%. But since a higher fixed cost is associated with more volatile

profits, a higher markup λ should lead to more procyclical R&D while a lower markup should

lead to less procyclical R&D. I find that λ must be at least 1.15 for R&D to remain procyclical;

for values of λ below this cutoff, there will be some values of k that prevail in the long-run for

which R0 (k) > R1 (k). When λ = 1.10, equilibrium R&D will be strictly higher in recessions

for all limiting values of k. Thus, slightly smaller markups (in an absolute sense) dramatically

lower the magnitude of the bias inherent to R&D.

Yet another important parameter is µ, which governs the persistence of fluctuations. If profits

revert to their long-run average very quickly, firms will expect roughly similar profit streams

regardless of whether they undertake R&D in recessions or in booms. This suggests that the

bias will lessen as zt becomes less persistent, i.e. at higher values of µ. In fact, µ does not need

to be much higher for the procyclicality evident in Figure 4 to break down. If µ ≥ .23, which

implies cycles on average last about 9 years rather than 10, there will be levels of k in the limit

set for which R0 (k) > R1 (k). A similar issue arises if we allow for asymmetric transition rates.

Suppose the transition rate for zt is given by µ0 in recessions and µ1 in booms. As an example,

suppose we set µ0 = .5 and µ1 = .125, so that the average cycle still lasts 10 years on average,

but recessions last only 2 years while booms last 8 years. To leave the unconditional standard

deviation of productivity unchanged, I also recalibrate Z0 = .88 and Z1 = 1.03. Equilibrium

R&D in this case turns out to be countercyclical. More generally, the bias appears to become

weaker whenever at least one of the states is not very persistent. This pattern is consistent

with the findings in Comin and Gertler (2006) that R&D is more procyclical at medium term

frequencies than at high frequencies; shocks that cause profits to remain below-average for

extended periods are more likely to depress R&D than high frequency shocks.

In sum, the finding that the procyclical bias can account for procyclical R&D appears some-

what fragile: a slightly lower fixed cost, a slightly lower markup, or a slightly less persistent

process all lead to countercyclical equilibrium R&D. This does not deny the main point of

the quantitative exercise, however, which is that the procyclical bias in R&D can be signifi-

cant. Specifically, making profits more volatile by introducing fixed costs leads to large shifts

in R&D activity towards booms. What the robustness analysis instead suggests is that there

are probably additional forces that contribute to the procyclical pattern in R&D which I have

not accounted for. As noted earlier, an important consideration I have ignored up to now is

that labor supply varies over the cycle. I now modify the model to incorporate this possibility.

Rather than introduce leisure as a separate argument in the utility function and allowing
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households to choose their labor supply, I follow Fatas (2000) in assuming labor varies exoge-

nously over the cycle. Although this ignores certain welfare issues, this approach should still

serve us well in gauging whether the model is able to account for cyclical patterns in R&D. In

particular, if I did introduce a preference for leisure, I would have had to calibrate preferences

so that the implied endogenous variation in hours will accord with the same volatility in hours

I already match with exogenous variation. As long as variation in hours does not affect other

aspects of the model such as the marginal utility of consumption, the implied equilibrium paths

should be the same whether labor varies endogenously or exogenously. Empirically, the stan-

dard deviation of detrended hours is on the order of 6%, roughly the same as for total factor

productivity. I therefore assume that when zt = Z0 then Lt = 0.94 · L and when zt = 1 then

Lt = 1.06 · L, where L is the same as in Table 1.

Before examining whether this modification can salvage the ability of the model to generate

procyclical R&D for slight perturbations of the parameters in Table 3, I first ask whether

variable labor can generate procyclical R&D on its own. In particular, suppose I weaken the

procyclical bias in R&D by setting the fixed cost F to zero. Could fluctuations in labor supply

generate a procyclical pattern in R&D? The answer is no: when I set F = 0 and recalibrate L

to match a steady-state growth rate of 2%, equilibrium R&D turns out to be countercyclical.

Variable labor supply is compatible with procyclical R&D when F = 0 only when the standard

deviation of labor is at least 11%, almost twice as much as labor productivity. Thus, when

I minimize the extent of the procyclical bias in R&D in the model, it needs extraordinarily

volatile labor supply to overcome the incentive to concentrate innovation activity in recessions.

Although previous papers with variable labor have been able to generate procyclical equilibrium

R&D without introducing fixed costs to make profits more volatile, e.g. Fatas (2000) and Comin

and Gertler (2006), they also abstract from changes in the opportunity cost of R&D over the

cycle. The findings here suggest that if this feature were incorporated, these models would have

a difficult time generating procyclical R&D in equilibrium without further modifications.

Although variable labor supply cannot generate procyclical R&D in the absence of fixed costs,

it can contribute to making equilibrium R&D procyclical when fixed costs lead to moderately

volatile profits that are not quite enough to make equilibrium R&D procyclical. To gauge

the ability of variable labor supply to amplify the procyclicality of R&D, I re-solve the model

for the benchmark parameters in Table 3 allowing fluctuations in labor supply of 6%. Figure

5 compares the implied equilibrium path for R&D with the path in Figure 4 where labor is

constant over time. With variable labor supply, the long-run range for k is wider, and for each

k the variation in R&D dwarfs the variability when labor is assumed fixed. More precisely,

whereas the standard deviation of the log share of R&D when labor is fixed over time is
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0.139, with variable labor supply this standard deviation almost triples to 0.414. The empirical

counterpart between 1953 and 2002, as noted earlier, is 0.137. This suggests that once we allow

for variable labor supply, the model predicts overly volatile R&D. However, recall that fairly

modest changes to some of the parameters can turn R&D countercyclical in the absence of

labor supply shocks. For example, suppose we set µ0 = 0.5 and µ1 = 0.125, and in addition

we lower the markup λ to 1.15. In the absence of variable labor supply, equilibrium R&D

would be moderately countercyclical. However, with variable labor supply, equilibrium R&D

is procyclical. The implied standard deviation of the log share of R&D is 0.193, much closer

to its empirical counterpart. Allowing for slightly countercyclical markups can presumably

bring down the volatility of R&D even lower so as to accord with what we observe in the data.

Quantitatively, then, both the procyclical bias and variable labor supply play important roles

in accounting for the procyclicality of R&D, since the only way for the model not to generate

overly volatile R&D is if neither factor generates procyclical R&D by itself.

Finally, I turn to the question of the nature of optimal policy. When I assumed constant

labor supply over time, I found that the optimal path for R&D was countercyclical. That

is, it is desirable not just to reallocate some R&D from booms to recessions on the margin

to offset the tendency of private agents to undertake too much R&D in booms — policymakers

should actually reverse the timing of R&D, as the Schumpeterian view would suggest. However,

when labor supply varies over time, it is no longer obvious that reversing R&D is still optimal.

The intuition behind the Schumpeterian view is that we should allocate more resources to

production in booms when the return to this activity is relatively high, and we should allocate

more resources to R&D in recessions when the return to this activity is relatively high. When

labor resources are fixed, this necessitates shifting labor resources between the two activities.

But if labor resources are more abundant in booms, it might not be necessary to draw down

resources from innovation to allocate more resources to production and take advantage of its

temporarily high return. Similarly, if labor resources are more scarce in recessions, it might

be too costly to take away resources from this activity and devote it to innovation. To gauge

whether optimal policy remains countercyclical with variable labor supply, I once again resort

to a perturbation argument. In particular, suppose aggregate productivity fluctuates between

Z0 = 1−ε and Z1 = 1+ε and labor supply fluctuates between L0 = (1− ε)L and L1 = (1 + ε)L.

Would a planner constrained to keep average R&D at the equilibrium level prefer to vary R&D

with or against the cycle? Formally, if we represent the path for R&D by R0 = (1− ζ)R and

R1 = (1 + ζ)R for some ζ, would welfare be increasing in ζ or decreasing? For ε = 0.01, I

find that the household’s value function is now increasing in ζ in the neighborhood of ζ = 0.

Thus, for small shocks, a planner who is constrained to keep average R&D unchanged would

opt to concentrate R&D in booms, not recessions. This result remains true for ε = 0.06. While
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the optimal policy would still dictate subsidizing R&D in recessions to undo the tendency of

short-sighted entrepreneurs to engage in too much R&D during these periods, it will no longer

dictate concentrating R&D in recessions. Even though entrepreneurs fail to take full advantage

of intertemporal substitution in R&D, procyclical R&D may not be inherently inefficient.

5. Conclusion

This paper examines why R&D activity is procyclical even though the Schumpeterian view

implies recessions are the ideal time to undertake such activities. The main result of the

paper is that because of dynamic externalities, there is a tendency in decentralized markets

towards engaging in too much R&D in booms. Quantitatively, it appears that this bias could

generate procyclical equilibrium R&D in an environment where the optimal path for R&D is

countercyclical. Moreover, this bias implies that society would be better off reallocating some

of its R&D from booms to recessions, precisely because it allows the economy to grow at a lower

resource cost as the Schumpeterian view suggests. However, this conclusion does not necessarily

imply that R&D should be countercyclical. In particular, certain considerations absent from

the Schumpeterian view, such as variable labor supply, can make it desirable to undertake more

R&D in booms, just not to the full extent it is in a decentralized market. The mere fact that

R&D is procyclical is therefore not in itself prima facie evidence of inefficiency, although the

bias described in the paper suggests that in practice there is probably too little intertemporal

substitution of the type emphasized by the Schumpeterian view. In other words, in a world

of cyclical fluctuations, growth is more costly than it needs to be. This highlights a welfare

cost associated with business cycles that is distinct from the one described in Lucas (1987), or

even the cost described in Barlevy (2004) which directly concerns the welfare consequences of

business cycles through their effects on growth.

I close with a few remarks on some issues that the model presented here has ignored. One

feature absent from the analysis is the possibility of a lag between when an initial discovery is

made and when the idea it spawns can be put to practical use. In particular, firms in the model

can expect with some probability to profit immediately from their R&D. If we think of R&D

as a process of creating new ideas, this seems rather far-fetched. One could instead interpret

R&D in the model as consisting mostly of actions involving the development of ideas as opposed

to the creation of ideas; good ideas are always available, but entrepreneurs need to hire labor

resources to make them practical. The increase in R&D during recessions should then be seen

as an acceleration in the development of existing projects. This interpretation is reasonable,

given that on average roughly 70% of R&D expenditures are at the development stage according
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to NSF estimates. However, the notion that ideas are always readily available and are not the

result of deliberate effort is unsatisfactory. If research activity declines in recessions, there

shouldn’t be as many ideas around for entrepreneurs to develop in booms. A more satisfactory

approach would be to model research and development as separate stages, both of which require

resources that could alternatively be used in production, and study their behavior over the cycle.

Comin and Gertler (2006) make some progress in this direction. Although a model would be

necessary to fully flesh out these issues, I suspect that both research and development would

tend to be biased towards booms. Intuitively, even if an idea discovered at date t could only be

implemented at date t+ T , as long as shocks are persistent the occurrence of a recession today

should increase the probability of lower profits T periods from now. The bias will be small for

large T , and in industries such as pharmaceuticals where diffusion lags are on the order of 12-15

years the incentive to concentrate R&D in booms may be negligible. However, lags between

discovery and implementation are considerably shorter in other sectors, such as software and

computer equipment, and research in these may be markedly biased.

Another feature missing from the model is the possibility of strategically delaying using an

idea that has already been developed. In particular, firms might choose to engage in R&D

during recessions, when the opportunity cost of innovation is relatively low, but then wait to

implement their ideas when profits are high. Shleifer (1986) and Francois and Lloyd Ellis (2003)

both advocate this view. However, there is reason to believe that the possibility of strategic

delay is not too important in practice. First, if entrepreneurs are sufficiently impatient, they

may not want to wait to implement new technologies. Second, empirical evidence suggests firms

are not very reluctant to release the results of their research. For example, Griliches (1990)

reports that firms tend to take out patents — and thus publicize their new ideas — very soon after

undertaking R&D efforts and long before they actually put their new ideas to use. In addition,

strategic delay over the cycle would imply a mismatch between R&D activity and patenting

over the business cycle, since R&D activity should peak in recessions while patents should

peak in booms. However, Griliches reports that R&D and patents are highly synchronized

over the business cycle. These findings suggest strategic delay is not widespread in practice.

Nevertheless, given the emphasis in Shleifer (1986) on booms as periods of mass implementation,

it is certainly worth incorporating this feature in future work.
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Appendix A: Data Construction

NSF data

Data on real R&D expenditures performed and financed by industry are taken from National Patterns of
Research Development Resources, 2003, Appendix B, Table B-10, column 23. Data on full-time equivalent em-
ployment from 1957-1999 were taken from Tables H-19 and B-25 in the NSF Industrial Research & Development
Information System, which reports the number of employees for January of each year. I assign each January’s
observation to the previous year. Beyond 1999, I took data from various NSF reports. Data for January 2000
was taken from Table 1 in the NSF report “U.S. Industrial R&D Expenditures and R&D-to-Sales Ratio Reach
Historical Highs in 2000.” Data for January 2001 was taken from Table 1 in the NSF report “Largest Single-Year
Decline in U.S. Industrial R&D Expenditures Reported for 2002.” Data for January 2002 and January 2003 were
taken from Table 3 in the NSF report “Increase in US Industrial R&D Expenditures Reported for 2003 Makes
Up For Earlier Decline.” All reports are available from the NSF website, www.nsf.gov.

Compustat

All Compustat variables were taken from the North American Industrial dataset. The particular data used
correspond to the following original series in Compustat:

� R&D expenditures: item46

� Cash flow (after R&D expenditures): item14 + item18

� Cash flow (before R&D expenditures): item14 + item18 + item 46

� Assets: item6

� Liabilities: item181

� Short term debt (due within one year): item44

� Long term debt (due beyond one year): item 9

� Net value of capital stock: item8

� Market value of equity at year end: item24 × item25 + item10

All series are deflated by the implicit GDP deflator to arrive at real values. To match the timing, I assigned
the stock price to the year after it was reported, since it is quoted for the end of the year. To compute average
growth in R&D, I took all firms that reported positive amounts of R&D at some point. From these, I excluded
companies that were incorporated outside of the U.S., identified based on whether the variable FINC provided by
Compustat is not equal to zero. In addition, I searched for duplicate entries for the same company (identified by
the presence of PRE-FASB in their title) and eliminated those. Although only a few companies have duplicate
records, some of these are large companies (e.g. Ford Motor Company, General Motors, General Electric) and
allowing for duplicates can affect the weighted averages I compute. In computing the cyclicality of stock prices,
my selection criterion was analogous: I took all firms for which both a closing price and

Industry output

For the NBER manufacturing industry database compiled by Bartelsman, Becker, and Gray, I constructed
real gross output as follows. For each industry, I compute nominal gross output as the sum of value added and
material costs. To arrive at real gross output, this was divided by the shipments deflator provided for each
industry.

Real gross output for certain industries is available from the Bureau of Economic Analysis from 1987 to 2004.
The BEA breaks down industries into three-digit NAICS codes. However, some industries are available at a more



disaggregate level (for example, motor vehicles are distinguished from other transportation equipment, and legal
services are distinguished from computer system design and miscellaneous professional and technical services)
while some are only available at a more aggregated level (for example, real output is not reported for separate
three digit industries for wholesale trade or retail trade ). For all Compustat firms which I could assign a NAICS
code to, I paired it with the relevant BEA classification that included that code and assigned it the correspond
value for gross output. Value added is available from the Bureau of Economic Analysis from 1947 to 2004 and
is classified for the same industry groups.

Appendix B: Proofs of Propositions

Proof of Proposition 1: For given values of {Ri}i=0,1, the system given by (3.11) reduces to ordinary linear
differential equations in V (Zi,M). Standard theorems ensure this system has a unique solution. Hence, starting
with values for Ri, we can use the method of undetermined coefficients to find the unique value functions
V (Zi,M) associated with a given pair (R0, R1). I conjecture that the value function V (·, ·) takes the form

V (Zi,M) = viλ
M(1−α)

Differentiating this function with respect to M yields

∂V

∂M
= (1− α) viλ

M(1−α) lnλ

which simplifies the differential equations above to a system of independent linear equations in the coefficients
vi:

ρvi = Zi (L−Ri)
1−α − F + µ (v1−i − vi) + (1− α) viφRi lnλ

This yields a unique solution (v0, v1) as functions of (R0, R1).

Since the RHS of (3.11) is strictly concave in Ri, the first order condition is both necessary and sufficient to
characterize the optimal Ri. The first order condition is given by

− (1− α)Ziλ
M(1−α) (L−Ri)

−α +
∂V

∂M
φ ≤ 0 (5.1)

with equality if Ri > 0. Substituting the expression for V (·, ·), we obtain

Ri =





L− Zi
viφ lnλ

1

α

if vi >
Zi

φLα lnλ
0 else

(5.2)

If we substitute this expression into the asset equation (3.11), we obtain a pair of equations with v1−i as a
function of vi that hold at the optimal Ri:

v1−i = g1−i (vi) =





(ρ+ µ− (1− α)φL lnλ)

µ
vi − α

µ
Z

1

α
i (viφ lnλ)

1− 1

α +
F

µ
if vi >

Zi
φLα lnλ

ρ+ µ

µ
vi − ZiL

1−α

µ
+

F

µ
else

The optimal program corresponds to any pair (v∗0 , v
∗
1) which solves the equations

v∗1 = g1 (v
∗
0)

v∗0 = g0 (v
∗
1)

The function g1−i (·) is continuous and differentiable, since the left and right hand derivatives at vi =
Zi

φLα lnλ

are both equal to
ρ+ µ

µ
. Since ρ > (1− α)φL lnλ, it follows that

∂g1−i (vi)

∂vi
> 1 for all vi. To prove the system of



equations has a unique solution, note that since
dg1−i
dvi

> 1 > 0 for all vi, the function g1−i (·) must be invertible.

An equilibrium therefore involves a value v∗0 such that g1 (v
∗
0)− g−10 (v∗0) = 0. Differentiating this condition with

respect to v∗0 yields
d

dx
g1 (x)− g−10 (x) =

dg1
dx

− dg0
dx

−1
> 0

This monotonicity insures there is at most one value of v∗0 . To establish existence, note that g1 (0) < 0 while

g−10 (0) > 0. Hence, g1 (0) − g−10 (0) < 0, and is finite. The fact that lim
x→∞

dg1
dx

> 1 > lim
x→∞

dg0
dx

−1
implies

∂

∂x
g1 (x)− g−10 (x) is strictly bounded away from 0, and so g1 (x)− g−10 (x)→∞ as x→∞. The existence of

v∗0 follows from continuity.

Next, suppose that the optimal path dictates Ri > 0 for both i. I need to show R0 > R1. The proof proceeds
in two steps. First, I argue that v∗1 > v∗0 . Since Ri > 0, the asset equations imply

v∗1−i =
(ρ+ µ− (1− α)φL lnλ)

µ
v∗i −

α

µ
Z

1

α
i (v∗i φ lnλ)

1− 1

α +
F

µ

≡ av∗i − bZ
1

α
i (v∗i )

1− 1

α +
F

µ

Consider the fixed point vi which solves

vi = avi − bZ
1

α
i (vi)

1− 1

α +
F

µ

It is easy to show vi exists and is unique. Implicit differentiation implies

dvi
dZi

=

b

α

vi
Zi

1− 1

α

(α− 1) + 1− α

α
b

Zi

vi

1

α

> 0

so that Z0 < Z1 ⇒ v0 < v1. Since
dg−1i

dx
< 1, we know that for any x < v1, it follows that x − g−10 (x) < 0 .

Hence,

g1 (v0)− g−10 (v0) = v0 − g−10 (v0)

< 0

where the inequality uses the fact that v0 > v1. Since g1 (v
∗
0) − g−10 (v∗0) = 0 and g1 (x) − g−10 (x) is increasing

in x, it follows that v∗0 > v0. But since
dg−1i

dx
> 1, the fact that g1 (v0) = v0 implies g1 (x) > x for any x > v0.

Hence, g1 (v
∗
0) > v∗0 . But since v

∗
1 = g1 (v

∗
0), it follows that v

∗
1 > v∗0 .

Next, I use the fact that v∗1 > v∗0 to argue
v1
Z1

<
v0
Z0
, which is sufficient to establish R1 < R0 from the

first-order condition above. Combining the equations v∗1−i = g1−i (v
∗
i ) for both values yields the equation

av∗0 − bZ
1

α
0 (v

∗
0)
1− 1

α − v∗1 = av∗1 − bZ
1

α
1 (v

∗
1)
1− 1

α − v∗0

which can be rearranged to yield

v∗0
v∗1
=

(a+ 1)− b
Z1
v∗1

1

α

(a+ 1)− b
Z0
v∗0

1

α



so that

v∗1 > v∗0 ⇔
v∗1
v∗0

<
Z1
Z0

But given the expression for Ri in (5.2), this implies R0 > R1. ¥

Proof of Proposition 2: I begin by deriving analytical expressions for the value of a successful innovation
vi at each level of productivity Zi.For any zt-measurable function X (·), the integral

Wi (M0) = E
∞

0

It · λ
(1−α)MtX (zt) e

−ρtdt z0 = Zi

where Ṁt = φR and R (·) is zt-measurable can be characterized by the recursive system of equations

(ρ+ µ)Wi (M) = λ(1−α)MX (Zi) + µW1−i (M) +
∂Wi

∂M
−Wi (M) φRi

Using the method of undetermined coefficients, we can verify that Wi (M) = wiλ
(1−α)M where

wi =
ω (R1−i)X (Zi) + µX (Z1−i)

ω (Ri)ω (R1−i)− µ2

and
ω (R) = ρ+ µ+ (1− (1− α) lnλ)φR

Using the expression for profits πt and setting yi = L−Ri, the value of a successful innovation vi can be written
as

vi =

(λ− 1) ω (L− y1−i) yi + µ
Z1−i
Zi

y1−α1−i y
α
i − [ω (L− y1−i) + µ]

λyαi F

(1− α)Zi

ω (L− yi)ω (L− y1−i)− µ2
(5.3)

In an interior equilibrium, v0 = v1 = φ−1. We can easily rule out the case where y1 = 0 in equilibrium, since
this implies the marginal product of labor is infinite and hence must yield higher utility than using it in R&D.

For y1 6= 0, we can rewrite v0 and v1 in terms of y1 and ξ =
y0
y1
as

v0 =

(λ− 1) ω (L− y1) ξ + µ
Z1−i
Zi

ξα y1 − [ω (L− y1) + µ]
λξαFyα1
(1− α)Z0

ω (L− y1)ω (L− ξy1)− µ2
(5.4)

v1 =

(λ− 1) ω (L− ξy1) + µ
Z0
Z1

ξ1−α y1 − [ω (L− ξy1) + µ]
λFyα1

(1− α)Z1
ω (L− y1)ω (L− ξy1)− µ2

(5.5)

A necessary condition for equilibrium is that v0 − v1 = 0, which can be rearranged to yield the condition

λFyα−11

Z1 (λ− 1) (1− α)
(A0 −A1 (y1) ξ −A2 (y1) ξ

α)− 1 + ξ + h (ξ) = 0 (5.6)

where

A0 =
ω (L) + µ

ω (L)

A1 (y1) =
(1− (1− α) lnλ)φy1

ω (L)

A2 (y1) =
ω (L− y1) + µ

ω (L)

Z1
Z0



and

h (ξ) =
µ

ω (L)

Z1
Z0

ξα − Z0
Z1

ξ1−α

For convenience, let us define

Q (ξ, y1) ≡ λFyα−11

Z1 (λ− 1) (1− α)
(A0 −A1 (y1) ξ −A2 (y1) ξ

α)− 1 + ξ + h (ξ)

so that we can now rewrite (5.6) more compactly as Q (ξ, y1) = 0.

Step 1: I first show that there exist values F ∗ and F such that if F > F ∗ and F < F , there exists an F ∗ such

that for all F > F ∗, there exists a pair (y0, y1) where y0 > y1 and Q
y0
y1

, y1 = 0. This implies the associated

R1 > R0. I begin with the following lemma:

Lemma: Suppose lnλ < (1− α)−1. For any F > 0, there exists a unique yF > 0 such that v0 (yF , yF ) =
v1 (yF , yF ). Moreover, there exists an F ∗ > 0 such that vi (yF , yF ) < φ−1 for F < F ∗ and vi (yF , yF ) > φ−1 for
F > F ∗.

Proof: Consider the equation v0 (y, y) = v1 (y, y). Substituting in and rearranging yields

µ (Z1 + Z0)
y1−α

F
+

λ

(λ− 1) (1− α)
(1− (1− α) lnλ)φy =

λ (ω (L) + µ)

(λ− 1) (1− α)
(5.7)

Since lnλ < (1− α)−1, the LHS of this equation is monotonically increasing in y given (3.20) and ranges from 0
to ∞ as y ranges from 0 to ∞. Since the RHS above is strictly positive, there exists a unique value yF for which
the equation is satisfied. Moreover, this yF is monotonically increasing in F . Taking limits, yF → 0 as F → 0,

while yF → L+
ρ+ 2µ

(1− (1− α) lnλ)φ
as F →∞, at which point ω (L− yF ) = −µ.

At y0 = y1 = y, the value of a successful innovation is given by

vi (y, y) = (λ− 1)
ω (L− y) + µ

Z1−i
Zi

y − (ω (L− y) + µ)λFyα

(λ− 1) (1− α)Zi

ω2 (L− y)− µ2

Setting y = yF and using (5.7), this expression reduces to

vi (yF , yF ) = (λ− 1)
ω (L− yF ) + µ

Z1−i
Zi

yF − µ (Z1 + Z0) yF
Zi

ω2 (L− yF )− µ2

=
(λ− 1) yF

ω (L− yF ) + µ

Hence, vi (yF , yF ) is monotonically increasing in yF , which in turn is monotonically increasing in F . As noted

above, yF ∈ 0, L+
ρ+ 2µ

(1− (1− α) lnλ)φ
, which implies vi ranges between 0 and∞. The existence of F ∗ follows

from continuity. ¥

I now prove the claim using F ∗ as defined in the lemma. For any value of F , define the set

ΩF = (y0, y1) | y1 > 0, Q
y0
y1

, y1 = 0



I will show that for F > F ∗ as defined in the lemma, there exists an element (y0, y1) ∈ ΩF such that y0 > y1 and
v0 (y0, y1) = v1 (y0, y1) = φ−1. Take any value of ξ ≥ 1, and consider the values of y1 for which (ξy1, y1) ∈ ΩF .
For ξ1 = 1, we know from the lemma that there exists a unique such value, namely y1 = yF . I now argue that
for any ξ > 1, there exists a unique value yξ such that (ξyξ, yξ) ∈ ΩF .

I begin by rearranging Q (ξ, y1) to get

Q (ξ, y1) =
λF

Z1(1−α)(λ−1)
Z1
Z0

ξα − ξ (1−(1−α) lnλ)φ
ω(L)

yα1 +
ω(L)+µ
ω(L)

1− Z1
Z0

ξα yα−11 −H (ξ)

where H (ξ) = h (ξ)−1+ξ does not depend on y1. For ξ ≥ 1, the coefficient on yα1 is positive, while the coefficient
on yα−11 is negative. Hence, for a fixed ξ, Q (ξ, y1) is monotonically increasing in y1. Next, if we take the limit
as y1 → 0, the limit tends to −∞ since yα−11 grows arbitrarily large and its coefficient is negative. Finally, if
we take the limit as y1 →∞, the limit tends to ∞ since yα grows arbitrarily and its coefficient is positive. The
existence and uniqueness of yξ follow from continuity. Continuity also implies that the path (ξyξ, yξ) for ξ ≥ 1
forms a continuous path in (y0, y1) space.

As ξ → ∞, the path (ξyξ, yξ) converges to (y0, 0) for some y0. This is illustrated graphically in Figure B1,
where the heavy line depicts a segment of the set ΩF . A fixed ξ corresponds to a ray in (y0, y1) space, and
increasing ξ implies rotating this ray clockwise towards the y0 axis. Using the expressions for v0 (y0, y1) and
v1 (y0, y1) and substituting in y1 = 0 implies v1 = 0, and

v0 =

(λ− 1)ω (L) y0 − ω (L) + µλF

(1− α)Z0
yα0

ω (L− y0)ω (L)− µ2

There are two values of y0 at which v0 = v1, namely y0 = 0 and

y0 = y0 ≡ (ω (L) + µ)λF

ω (L) (λ− 1) (1− α)Z0

1

1−α

In what follows, we will want to insure that ω (L− y0)ω (L)−µ2 > 0, i.e. the present discounted values of profits
are well-defined at the point (y0, 0). From the value of y0 above, this implies

F < (1− α)Z0
λ− 1
λ

ω (L)

ω (L) + µ

α
ω (L)− µ

φ (1− (1− α) lnλ)

1−α
≡ F

Next, I argue that limξ→∞ (ξyξ, yξ) = (y0, 0). By continuity, the only two possible limits are (0, 0) and (y0, 0).
To rule out (0, 0), suppose this were the limit. Then by continuity, Q (y0, 0) ≥ 0 for all y0 > 0, since for any ξ,
Q (ξy1, y1) > 0 for any y1 > yξ. But since Q (y0, 0) < 0 for all y1 ∈ (0, y0), this yields a contradiction.

Finally, I need to show that there exists a ξ > 1 for which v0 (ξyξ, yξ) = v1 (ξyξ, yξ) = φ−1. By definition,
v0 (ξyξ, yξ) = v1 (ξyξ, yξ) for all ξ. The issue is whether this joint value is equal to φ−1. To determine this,
note that at ξ = 1, yξ = yF . If F > F ∗, then v0 (yF , yF ) > φ−1. Moreover, in the limit as ξ → ∞, the value
v0 (ξyξ, yξ) → 0. If v0 (ξyξ, yξ) < ∞ for all ξ ≥ 1, then by continuity there exists a value of ξ > 1 such that
v0 (yF , yF ) = φ−1. However, v0 (ξyξ, yξ) may not be bounded for all ξ ≥ 1, and as we trace out ξ, the value of
v0 (ξyξ, yξ) might rise to +∞ and jump to −∞ if the denominator in v0 turns from being positive to negative.
In this case, v0 (ξyξ, yξ) might reach 0 without ever equalling φ−1. However, if that is the case, since F < F

then by continuity there exists a ξ such that ω (L− ξyξ)ω (L− yξ) − µ2 > 0 for all ξ > ξ. Thus, v0 (ξyξ, yξ)
must traverse from +∞, the last point at which the denominator switched from being negative to being positive,
down to 0, and so at some point by continuity it must equal φ−1. ¥

Step 2: I next show that if F = 0, then any solution to the system of equations v0 (y0, y1) = v1 (y0, y1) = φ−1

must have y0 < y1 and hence R0 > R1. Note that when F = 0, this equation reduces to

1− ξ = h (ξ) (5.8)



It will suffice to show that any solution ξ∗ which solves (5.8) lies in the unit interval (0, 1), since this implies
y0 < y1, and hence that R0 > R1 if F = 0.

I begin by establishing there exists a ξ∗ ∈ (0, 1) which solves (5.8). If ξ = 0, we have

1− ξ = 1 > 0 = h (ξ)

while if ξ = 1, we have

1− ξ = 0 <
µ

ω (L)

Z1
Z0
− Z0

Z1
= h (ξ)

where we use the fact that ω (L) > 0 given that ρ > (1− α)φL lnλ. The existence of ξ∗ follows from continuity.

To prove there is no solution ξ∗ > 0, differentiate h (·) to obtain

h0 (ξ) =
µ

ω (L)
α
Z1
Z0

ξα−1 − (1− α)
Z0
Z1

ξ−α

For ξ ≥ 1, we have

α
Z1
Z0

ξα−1 − (1− α)
Z0
Z1

ξ−α > − (1− α)
Z0
Z1

ξ−α

> −1

Since at ξ = 1, h (ξ) > 1− ξ, a necessary condition for there to exist a ξ∗ > 1 such that 1− ξ∗ = h (ξ∗) is that
there exists a ξ > 1 such that h0 (ξ) < −1. So there can be no ξ > 1 for which 1− ξ = h (ξ). Hence, R0 > R1 in
any interior equilibrium. ¥



Table 1: Correlation of R&D with industry output measures

Dependent variable: growth in real R&D

4 digit SIC code 3 digit NAICS code 3 digit NAICS code

manufacturing only all industries all industries

gross output gross output value added

1959-1996 1988-2004 1978-2004* 

output growth 0.2102 0.9229 0.4140

   (no time fixed effects) 0.0262 0.0468 0.4140

output growth 0.1354 0.3631 0.1861

   (with time fixed effects) 0.0292 0.0649 0.0365

Firm fixed effects Yes Yes Yes

N 29,618 43,557 62,715

# of firms 3,454 6,160 7,719

# of industries 130 51 54

Table 2: Partial correlation of R&D with industry output measures

after controlling for balance sheet variables*

Dependent variable: growth in real R&D

4 digit SIC code 3 digit NAICS code 3 digit NAICS code

manufacturing only all industries all industries

gross output gross output value added

1959-1996 1988-2004 1978-2004** 

output growth 0.2057 0.9116 0.4115

   (no time fixed effects) 0.0270 0.0475 0.0307

output growth 0.1331 0.3538 0.1875

   (with time fixed effects) 0.0301 0.0657 0.0370

Firm fixed effects Yes Yes Yes

N 28,389 42,598 61,336

# of firms 3,429 6,124 7,674

# of industries 129 51 55

*Value added data is available from 1950 on for 2-digit NAICS codes. For industries where the 3-digit code accounted for virtually all of the

value added in the respective 2-digit industry, I used the 2-digit output and tracked data back to 1950. Observations prior to 1978 account for

less than 2% of my observations.

*Balance sheet variables included in all regressions (but not reported in the table) are current year cash flow (before R&D expenditures),

lagged cash flow (after R&D expenditures), and current and lagged assets, liabilities, plant property and equipment, short-term debt and long-

term debt, all deflated by the implicit GDP deflator.

**Value added data is available from 1950 on for 2-digit NAICS codes. For industries where the 3-digit code accounted for virtually all of the

value added in the respective 2-digit industry, I used the 2-digit output and tracked data back to 1950. Observations prior to 1978 account for



Source: NSF

Figure 2: R&D Growth, NSF vs. Compustat
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Figure 1: Measures of R&D over the Business Cycle

-0.10

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

-0.10

-0.08

-0.06

-0.04

-0.02

0.00

0.02

0.04

0.06

0.08

Growth rate, real R&D expenditures (left scale)

Growth rate, number of full-time-equivalent R&D scientists and engineers (left scale)

Real GDP growth (right scale)

200198 1991960 1970



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Cyclicality of stock prices and R&D across industries 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Cyclicality of stock prices (βstock) and R&D (βR&D) across industries  
(Observations weighted by the standard error of the estimate of R&D cyclicality in each industry) 
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Figure 4: Equilibrium path for R&D (as a function of k) for parameters in Table 3

Figure 5: Equilibrium R&D for parameters in Table 3, fixed and variable labor
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Figure B1: The set ΩF = {(y0,y1) | Q(y0/y1, y1) = 0} 
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