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#### Abstract

The problem we deal with in this paper is the research of upper and lower bounds on the randomness required by the dealer to set up a secret sharing scheme. We give both lower and upper bounds for infinite classes of access structures. Lower bounds are obtained using entropy arguments. Upper bounds derive from a decomposition construction based on combinatorial designs (in particular, $t$ - $(v, k, \lambda)$ designs). We prove a general result on the randomness needed to construct a scheme for the cycle $C_{n}$; when $n$ is odd our bound is tight. We study the access structures on at most four participants and the connected graphs on five vertices, obtaining exact values for the randomness for all them. Also, we analyze the number of random bits required to construct anonymous threshold schemes, giving upper bounds. (Informally, anonymous threshold schemes are schemes in which the secret can be reconstructed without knowledge of which participants hold which shares.)


## 1 Introduction

Randomness plays an important role in several areas of theoretical computer science, most notably algorithm design, complexity and cryptography. Since random bits are a natural computational resource, the amount of randomness used in computation is an important issue in many applications. Therefore, considerable effort has been devoted both to reducing the number of random bits used by probabilistic algorithms (see for instance [15]) and to analyzing the amount of randomness required in order to achieve a given performance [18].

A secret sharing scheme is a method of distributing a secret $s$ among a set of participants $\mathcal{P}$ in such a way that qualified subsets of $\mathcal{P}$ can reconstruct the value

[^0]of $s$, whereas any other (non-qualified) subset of $\mathcal{P}$ cannot determine anything about the value of the $s$.

Secret sharing schemes are useful in any important action that requires the concurrence of several designated people to be initiated, such as launching a missile, opening a bank vault or even opening a safety deposit box. Secret sharing schemes are also used in management of cryptographic keys and multi-party secure protocols (see [14] for example).

Blundo, De Santis, and Vaccaro [6] introduced the concept of randomness coefficient for secret sharing schemes. The randomness coefficient of a secret sharing scheme is the amount of randomness per bit of the secret required by the dealer to set up such a scheme.

In this paper we analyze the randomness coefficient of secret sharing schemes for access structures which are the closure of the edge set of a graph, that is, access structures for which the set of participants can be identified with the vertex set $V(G)$ of a graph $G=(V(G), E(G))$, and the set of participants qualified to reconstruct the secret are only those containing an edge of $G$. Secret sharing schemes for such access structures have been extensively studied in several papers, such as $[7,8,10,5,4,24,26]$.

We give both lower and upper bounds for infinite classes of access structures. Lower bounds are obtained using entropy arguments. We prove a general lower bound on the randomness coefficient for access structure based on graphs. As a result we obtain a general bound for the cycle $C_{n}$. This bound improves that proposed in [6]; for $C_{n}$, when $n$ is odd, our bound is tight. The upper bounds derive from a decomposition construction based on combinatorial designs (in particular, $t-(v, k, \lambda)$ designs). A decomposition construction can be considered as a recursive technique that uses small schemes to build schemes for larger access structures. The decomposition of a given access structure into smaller ones has been accomplished in several ways; we refer the reader to $[8,5,25,19]$. Also, we study the access structures on at most five participants, obtaining exact values for the randomness coefficient for all access structures on at most four participants, and for all connected graphs on five vertices. Finally, we analyze the randomness coefficient of anonymous threshold schemes, giving both a lower and an upper bound on it.
Due to the space limit on this extended abstract, all proofs are omitted. The authors will supply a complete version on request.

## 2 Basic Definitions

In this section we recall some basic definitions of secret sharing schemes and the randomness coefficient for secret sharing schemes. Both secret sharing schemes and the randomness coefficient are defined using the entropy approach.

To formally define the randomness coefficient we use the Shannon entropy of the random variables generating the secret and the shares. Given a probability distribution $\mathbf{P}=\left(p_{1}, \ldots, p_{n}\right)$, the Shannon entropy of $\mathbf{P}$ is $H(\mathbf{P})=$ $-\sum_{i=1}^{n} p_{i} \log p_{i}$.

### 2.1 Secret Sharing Schemes

A secret sharing scheme permits a secret to be shared among a set $\mathcal{P}$ of $n$ participants in such a way that only qualified subsets of $\mathcal{P}$ can recover the secret, and any non-qualified subset has absolutely no information on the secret. An access structure $\mathcal{A}$ is the set of all subsets of $\mathcal{P}$ that can recover the secret.

Definition 1. Let $\mathcal{P}$ be a set of participants. A monotone access structure $\mathcal{A}$ on $\mathcal{P}$ is a subset $\mathcal{A} \subseteq 2^{\mathcal{P}}$, such that $A \in \mathcal{A}, A \subseteq A^{\prime} \subseteq \mathcal{P} \Rightarrow A^{\prime} \in \mathcal{A}$.

In this paper, we assume that there is always at least one subset of participants who can reconstruct the secret, i.e. $\mathcal{A} \neq \emptyset$.

Definition 2. Let $\mathcal{P}$ be a set of participants and $\mathcal{A} \subseteq 2^{\mathcal{P}}$. The closure of $\mathcal{A}$, denoted $\operatorname{cl}(\mathcal{A})$, is the set $\operatorname{cl}(\mathcal{A})=\{C \mid B \in \mathcal{A}$ and $B \subseteq C \subseteq \mathcal{P}\}$.

For a monotone access structure $\mathcal{A}$ we have $\mathcal{A}=\operatorname{cl}(\mathcal{A})$. If $\mathcal{A}$ is an access structure on $\mathcal{P}$, then $B \in \mathcal{A}$ is a minimal authorized subset if $A \notin \mathcal{A}$ whenever $A \subset B$. The set of minimal authorized subsets of $\mathcal{A}$ is denoted by $\mathcal{A}^{0}$ and is called the basis of $\mathcal{A}$.

Following [17] and [10], by using the entropy approach a secret sharing scheme can be defined as follows.

Definition 3. A secret sharing scheme is a distribution of the secrets in $S$ among participants in $\mathcal{P}$ such that

1. Any qualified subset can reconstruct the secret: Formally, for all $A \in \mathcal{A}$, there holds $H(S \mid A)=0$.
2. Any non-qualified subset has absolutely no information on the secret: Formally, for all $A \notin \mathcal{A}$, there holds $H(S \mid A)=H(S)$.

### 2.2 Dealer's Randomness

In this section we recall the definition of the randomness coefficient for a given access structure $\mathcal{A}$. The total randomness present in a secret sharing scheme for an access structure $\mathcal{A}$ on a set $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ of $n$ participants is equal to $H\left(P_{1} \ldots P_{n}\right)$. This takes into account also the randomness $H(S)$ of the secret. The dealer's randomness is the randomness needed by the dealer to generate the shares, given that the set $S$ and the probability distribution $\left\{p_{S}(s)\right\}_{s \in S}$ are known. Therefore, given an access structure $\mathcal{A}$ and a secret sharing scheme, the dealer's randomness is equal to $H\left(P_{1} \ldots P_{n} \mid S\right)$. This randomness is needed only to generate the shares distributed to participants. The following result relates the total randomness and the dealer's randomness.

Result 4. ([6]) Let $\mathcal{A}$ be an access structure on the set $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$. For any secret sharing scheme for secrets in $S$, there holds $H\left(P_{1} \ldots P_{n}\right)=$ $H\left(P_{1} \ldots P_{n} \mid S\right)+H(S)$.

To analyze the randomness required by the dealer we define the randomness coefficient of a secret sharing scheme $\Sigma$, given that the probability distribution on the set of secrets $S$ is $\Pi_{S}$. This randomness coefficient was defined in [6] to be

$$
\mu\left(\mathcal{A}, \Pi_{S}, \Sigma\right)=\frac{H\left(P_{1} \ldots P_{n} \mid S\right)}{H(S)}
$$

The value $\mu\left(\mathcal{A}, \Pi_{S}, \Sigma\right)$ represents the amount of randomness per bit of the secret required by the dealer to set up the scheme, when using the scheme $\Sigma$ and where $\Pi_{S}$ is the probability distribution on the secret. Notice that $\mu\left(\mathcal{A}, \Pi_{S}, \Sigma\right)$ also depends on $\Sigma$ since the probability that participants receive given shares, and therefore the entropy $H\left(P_{1} \ldots P_{n} \mid S\right)$, depends both on $\left\{p_{S}(s)\right\}_{s \in S}$ and $\Sigma$. Since we are interested in the minimum possible amount of randomness for a given access structure $\mathcal{A}$, we employ the following definition.

Definition5. ([6]) Let $\mathcal{A}$ be an access structure on a set $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ of $n$ participants. The randomness coefficient $\mu(\mathcal{A})$ of $\mathcal{A}$ is defined as

$$
\mu(\mathcal{A})=\inf _{\mathcal{Q}, \mathcal{T}} \mu\left(\mathcal{A}, \Pi_{S}, \Sigma\right)
$$

where $\mathcal{Q}$ is the space of all non-trivial probability distributions $\Pi_{S}$ on the set of secrets $S$ and $\mathcal{T}$ is the space of all secret sharing schemes $\Sigma$ for the access structure $\mathcal{A}$.

## 3 Lower Bounds

In this section we analyze access structures which are the closure of the edge set of a given graph, that is, access structures for which the set of participants can be identified with the vertex set $V(G)$ of a graph $G=(V(G), E(G))$, and the sets of participants qualified to reconstruct the secret are precisely those containing an edge of $G$. Secret sharing schemes for such access structures have been extensively studied in several papers, such as [7, $8,10,5,4,24,26]$. In this section we will give a general lower bound on the randomness coefficient for access structures based on graphs. We will give a bound for the cycle $C_{n}, n \geq 5$. The only previous bound known for $C_{n}$ was given in [6]. We improve on that result; in the case of odd $n$ our bound is tight.

In [6] an independent sequence is defined as follows.
Definition6. ([6]) Let $\mathcal{A}$ be an access structure on a set $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ of participants. A sequence $P_{j_{1}}, \ldots, P_{j_{m}}$ of participants is called independent if

1. $\left\{P_{j_{1}}, \ldots, P_{j_{m}}\right\} \notin \mathcal{A}$,
2. for all $i<m$ a subset $X_{i} \in 2^{\mathcal{P}}$ of participants exists such that
(a) $\left\{P_{j_{1}}, \ldots, P_{j_{2}}\right\} \cup X_{i} \notin \mathcal{A}$,
(b) $\left\{P_{j_{1}}, \ldots, P_{j_{2}}, P_{j_{\imath+1}}\right\} \cup X_{i} \in \mathcal{A}$.

The following result gives a lower bound on the randomness coefficient of any access structure $\mathcal{A}$ when an independent sequence of $\mathcal{A}$ is known.

Result 7. ([6]) Let $\mathcal{A}$ be an access structure on a set $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ of participants. If there exists an independent sequence of length $m$ then $\mu(\mathcal{A}) \geq m$.

For an access structure $\mathcal{A}$ which consists of the closure of the edge-set of a graph $G$ we denote the randomness coefficient by $\mu(G)=\mu(\mathcal{A})$. Before we state our main theorem of this section we need some definitions.

Let $P$ and $H$ be the graphs with vertex set $V(P)=V(H)=\left\{P_{1}, P_{2}, P_{3}, P_{4}\right\}$ and edge set, $E(P)=\left\{\left(P_{1}, P_{2}\right),\left(P_{2}, P_{3}\right),\left(P_{3}, P_{4}\right)\right\}$ and $E(H)=\left\{\left(P_{1}, P_{2}\right),\left(P_{2}, P_{3}\right)\right.$, $\left.\left(P_{2}, P_{4}\right),\left(P_{3}, P_{4}\right)\right\}$, respectively. In [10] it was proved that $H\left(P_{2} P_{3}\right) \geq 3 H(S)$ for both $P$ and $H$.

Let $G$ be a graph. If $V_{1} \subseteq V(G)$, then we define the graph $G\left[V_{1}\right]$ to have vertex set $V_{1}$ and edge set $\left\{(\bar{U}, V) \in E(G): U, V \in V_{1}\right\}$. We say that $G\left[V_{1}\right]$ is an induced subgraph of $G$.

Definition 8. Let $G$ be a graph. $G$ is said to be $k-\{H, P\}$-induced if there exist $k$ sets $X_{1}, \ldots, X_{k}$ such that

1. For $i=1,2, \ldots, k, X_{i}=\left\{P_{i_{1}}, P_{i_{2}}, P_{i_{3}}, P_{i_{4}}\right\} \subseteq V(G)$.
2. For all $i \neq j, X_{i} \cap X_{j}=\emptyset$.
3. For $i=1,2, \ldots, k, G\left[X_{i}\right]$ is isomorphic either to $P$ or to $H$.

It is clear that a $k$ - $\{H, P\}$-induced graph $G$ is also a $(k-1)-\{H, P\}$-induced. Moreover if each $G\left[X_{i}\right]$ is isomorphic either to $P$ or to $H$ then, there exist two participants $P^{\prime}, P^{\prime \prime} \in X_{i}$ such that $H\left(P^{\prime} P^{\prime \prime}\right) \geq 3 H(S)$. Suppose, wlog, that for $i=1,2, \ldots, k, H\left(P_{i_{2}} P_{i_{3}}\right) \geq 3 H(S)$. Then we have the following definition.

Definition 9. Let $G$ be a graph. $G$ is said to be strong $k-\{H, P\}$-induced if $G$ is $k$ - $\{H, P\}$-induced and for any $l \in\left\{i_{2}, i_{3}\right\}$ and $r \in\left\{j_{1}, j_{2}, j_{3}, j_{4}\right\}$, where $i, j=1,2, \ldots, k$ and $i \neq j$, the edge $(l, r) \notin E(G)$.

One can easily prove, by adapting the proof of Theorem 4.1 in [10], that in any strong $k$ - $\{H, P\}$-induced graph $G$ there exist $k$ participants, say $P_{j_{1}}, \ldots, P_{j_{k}}$, such that

$$
\begin{equation*}
H\left(P_{j_{1}} \ldots P_{j_{k}}\right) \geq \frac{3 k}{2} H(S) \tag{1}
\end{equation*}
$$

Moreover, the participants $P_{j_{1}}, \ldots, P_{j_{k}}$ constitute an independent sequence in $G$. The following theorem holds.

Theorem 10. Let $G$ be a strong $k-\{H, P\}$-induced graph. Let $P_{j_{1}}, \ldots, P_{j_{k}}$ be the participants for which $H\left(P_{j_{1}} \ldots P_{j_{k}}\right) \geq(3 k) / 2 H(S)$. Finally, let $P_{j_{1}}, \ldots, P_{j_{k}}$, $P_{j_{k+1}}, \ldots, P_{j_{t}}$ be the longest independent sequence in $G$ having $P_{j_{1}}, \ldots, P_{j_{k}}$ as first $k$ participants. The randomness coefficient $\mu(G)$ satisfies

$$
\mu(G) \geq t+\frac{k}{2}
$$

With $C_{n}$ we denote the cycle on $n$ vertices, that is, the graph with edges $P_{0} P_{1}, \ldots, P_{n-1} P_{0}$. The following corollary holds.

Corollary 11. Let $C_{n}$ be the cycle on $n \geq 5$ vertices. The randomness coefficient $\mu\left(C_{n}\right)$ satisfies $\mu\left(C_{n}\right)=n / 2$ if $n$ is odd and $(n-1) / 2 \leq \mu\left(C_{n}\right) \leq n / 2$ if $n$ is even.

If we consider $\mathrm{n}=6$, then from previous corollary we get that $2.5 \leq \mu\left(C_{6}\right) \leq 3$. Brickell and Stinson [8] gave a secret sharing scheme for $C_{6}$ which shows that $\mu\left(C_{6}\right) \leq \log _{2} 6<2.58497$. Thus, in the case of the cycle $C_{6}$ we have the following theorem.

Theorem 12. Let $C_{6}$ be the cycle on 6 vertices. The randomness coefficient $\mu\left(C_{6}\right)$ satisfies $2.5 \leq \mu\left(C_{6}\right) \leq \log _{2} 6$.

A lower bound on the randomness coefficient for graphs is the following.
Result 13. ([6]) Let $G$ be a connected graph. If $G$ is a complete multipartite graph then $\mu(G)=1$; otherwise $\mu(G) \geq 2$.

The following theorem exhibits the existence of a large class of graphs having randomness coefficient greater than 2.

Theorem 14. Let $G$ be a connected graph with girth at least $t \geq 5$. Then the randomness coefficient $\mu(G)$ satisfies

$$
\mu(G) \geq\left\{\begin{array}{cc}
t / 2 & \text { if } t \text { is odd } \\
(t-1) / 2 & \text { if } t \text { is even }
\end{array}\right.
$$

### 3.1 Connected Graphs on at Most Five Vertices

In this section we give some results on the randomness coefficient for access structures based on graphs with 4 and 5 vertices. Before we state our bounds we need the following result.

Result 15. ([6]) Let $G$ be a graph. If $\eta(G)$ is the smallest number of complete multipartite subgraphs needed to cover all edges of $G$ then the randomness coefficient $\mu(G)$ satisfies $\mu(G) \leq \eta(G)$.

The next theorem is a consequence.
Theorem 16. Let $G$ be a graph with $|V(G)| \leq 4$. If $G$ is complete multipartite graph, then $\mu(G)=1$, otherwise $\mu(G)=2$.

Theorem 17. Let $G$ be a graph with $|V(G)|=5$. If $G$ is complete multipartite, then $\mu(G)=1$; if $G$ is the cycle $C_{5}$, then $\mu\left(C_{5}\right)=2.5$; otherwise $\mu(G)=2$.

## 4 Upper Bounds

In this section we present a combinatorial technique to obtain a general upper bound on the randomness coefficient for an infinite class of access structures. We will use an extension of the decomposition construction presented in [24]. Stinson [24] used this decomposition construction, based on Steiner systems $S(t, k, v)$, to obtain general lower bounds on the information rate and average information rate of certain classes of access structures. A decomposition construction can be considered as a recursive technique that uses small schemes to build secret sharing schemes for larger access structures. The decomposition of a given access structure into smaller ones has been accomplished in several ways; we refer the reader to $[8,5,25,19]$.

Stinson [24] defined the rank of an access structure to be the maximum cardinality of a minimal authorized subset. An access structure is uniform if every minimal authorized subset has the same cardinality.

Blundo, De Santis, and Vaccaro [6], by using a decomposition technique, gave an upper bound on the randomness coefficient for general access structures. To state their bound we need the following definition.

Definition 18. ( $[6]$ Let $\mathcal{A}$ be an access structure and let $\mathcal{A}_{1}, \ldots, \mathcal{A}_{a}$ be access structures such that $\mathcal{A}_{i} \subseteq \mathcal{A}$, for $i=1,2, \ldots, a$. If each qualified set $A \in \mathcal{A}$ belongs to at least $b$ of the access structures $\mathcal{A}_{1}, \ldots, \mathcal{A}_{a}$, then the set $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{a}\right\}$ is called an ( $a, b$ )-decomposition of $\mathcal{A}$.

A general upper bound for an access structure $\mathcal{A}$ that possesses an (a,b)-decomposition is the following.

Result 19. ([6]) Let $\mathcal{A}$ be an access structure and let $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{a}\right\}$ be an $(a, b)$ decomposition of $\mathcal{A}$. The randomness coefficient $\mu(\mathcal{A})$ satisfies $\mu(\mathcal{A}) \leq \sum_{i=1}^{a} \mu_{i} / b$, where $\mu_{i}$ is the randomness coefficient of the scheme for $\mathcal{A}_{i}$.

### 4.1 Rank t Access Structures

In this section we use a combinatorial technique to obtain a general upper bound on the randomness coefficient for an infinite class of access structures. We will use an extension of the decomposition construction presented in [24].

We present some basic terminology from design theory. A $t-(v, k, \lambda)$ design is a pair $(V, \mathcal{B})$, where $V$ is a set of $v$ elements (called points) and $\mathcal{B}$ is a family of subsets of $V$ of size $k$ (called blocks), such that every subset of points of size $t$ occurs in exactly $\lambda$ blocks. A $t-(v, k, \lambda)$ design is said to be non-trivial if $t<k<v$. A Steiner system is a $t-(v, k, 1)$ design and usually it is denoted by $S(t, k, v)$. For general information on the existence of $t-(v, k, \lambda)$ designs we refer to [2]. For a collection of surveys and the latest results on design theory we refer the reader to [12].

The following decomposition technique was first considered by Stinson [24]. Suppose $\mathcal{A}$ is a rank $t$ access structure on a set $\mathcal{P}$ of $n$ participants. Suppose
that there exists an $S(t, k, n),(\mathcal{P}, \mathcal{B})$. A decomposition of $\mathcal{A}_{0}$ can be constructed as follows. For every block $B \in \mathcal{B}$, define

$$
\begin{equation*}
\mathcal{A}_{B}=\left\{A \in \mathcal{A}_{0} \mid A \subseteq B\right\} \tag{2}
\end{equation*}
$$

It is easy to see that $\left\{\mathcal{A}_{B} \mid B \in \mathcal{B}\right\}$ is a $(|\mathcal{B}|, 1)$-decomposition of $\mathcal{A}$. If instead of an $S(t, k, n)$ we use a $t$ - $(n, k, \lambda)$ design, $(\mathcal{P}, \mathcal{C})$, then it is easy to check that the decomposition $\left\{\mathcal{A}_{B} \mid B \in \mathcal{C}\right\}$ is a $(|\mathcal{C}|, \lambda)$-decomposition of $\mathcal{A}$.
The following theorem holds.
Theorem 20. Let $\mathcal{A}$ be a rank $t$ access structure on $n$ participants. Suppose that a $t-(n, k, \lambda)$ design exists. If the randomness coefficient of any access structure $\mathcal{A}_{k, t}$ of rank at most $t$ on $k$ participants is at most $\mu_{k, t}$, then the randomness coefficient $\mu(\mathcal{A})$ satisfies

$$
\mu(\mathcal{A}) \leq \frac{\binom{n}{t}}{\binom{k}{t}} \mu_{k, t} .
$$

The following theorem states an upper bound on any access structure on four participants of rank at most three.

Theorem 21. Let $\mathcal{A}$ be an access structure of rank at most 3 on four participants. Then the randomness coefficient $\mu(\mathcal{A}) \leq 2$.

The following theorem states an upper bound any access structure on five participants of rank at most three.

Theorem 22. Let $\mathcal{A}$ be an access structure of rank at most 3 on five participants. Then, the randomness coefficient $\mu(\mathcal{A})$ satisfies $\mu(\mathcal{A}) \leq 4$.

The following theorem gives an upper bound for any rank 3 access structure on $n \geq 5$ participants. It uses known classes of $3-(v, k, \lambda)$ designs.

Theorem 23. Let $\mathcal{A}$ be a rank 3 access structure on $n$ participants, where $n \geq 5$. The randomness randomness coefficient $\mu(\mathcal{A})$ satisfies

$$
\mu(\mathcal{A}) \leq \frac{n(n-1)(n-2)}{15}
$$

### 4.2 Uniform Rank $\boldsymbol{t}$ Access Structures

In this section we give an upper bound on the randomness coefficient for any uniform rank $t$ access structure. To this aim we need to introduce an access structure called generalized star. Stinson [24] defined the generalized star and used it to give a lower bound on the information rates of uniform rank $t$ access structures. We denote a generalized star of rank $t$ on $r$ participants by $\mathcal{A}(t, r)$. Its basis is defined as $\mathcal{A}^{0}(t, r)=\left\{\left\{P_{1}, \ldots, P_{t-1}, P_{j}\right\}: t \leq j \leq r\right\}$. The center of a generalized star $\mathcal{A}(t, r)$ is the intersection of all qualified subsets in the basis (i.e., $\left\{P_{1}, \ldots, P_{t-1}\right\}$ in the above definition). It is easy to see that the randomness
coefficient $\mu(\mathcal{A}(t, r))$ of a generalized star is equal to $\mu(\mathcal{A}(t, r))=t-1$. Indeed, $P_{1}, \ldots, P_{t-1}$ constitutes an independent sequence; hence $\mu(\mathcal{A}(t, r)) \geq t-1$. A scheme that meets this bound can be constructed by a simple modification of a Shamir ( $t, t$ ) threshold scheme [22].

The following theorem states an upper bound on the randomness coefficient for any uniform rank $t$ access structure.

Theorem 24. Let $\mathcal{A}$ be uniform rank $t$ access structures on a set $\mathcal{P}$ of $n$ participants. The randomness coefficient $\mu(\mathcal{A})$ satisfies

$$
\mu(\mathcal{A}) \leq\binom{ n}{t-1} \frac{t-1}{t}
$$

The following corollary is a consequence.
Corollary 25. Let $\mathcal{A}$ be uniform rank 3 access structures on a set $\mathcal{P}$ of $n$ participants. The randomness coefficient $\mu(\mathcal{A})$ satisfies $\mu(\mathcal{A}) \leq n(n-1) / 3$.

## 5 Anonymous Threshold Schemes

In this section we give upper bounds on the randomness coefficient of anonymous threshold schemes. Informally, in an anonymous secret sharing scheme the secret is reconstructed without knowledge of which participants hold which shares. In such schemes the computation of the secret can be carried out by giving the shares to a black box that does not know the identities of the participants holding those shares.

Anonymous threshold schemes were first analyzed in [28]. Following the characterization of [28] and [20] we can define anonymous threshold schemes as follows.

Definition 26. Let $\mathcal{P}$ be a set of $k$ participants. A $(t, k)$ anonymous threshold scheme, $1 \leq t \leq k$, is a $(t, k)$ threshold scheme satisfying the following properties

1. Different participants receive different shares.
2. The key is determined as a function of the set of shares held by an authorized subset of participants.

Let $S$ be the set of possible secrets and $V$, with $|V|=v$, be the set from which the shares are taken in a $(t, k)$ anonymous threshold scheme. Stinson and Vanstone [28] proved that in any ( $t, k$ ) anonymous threshold scheme,

$$
\begin{equation*}
v \geq(k-t+1)|S|+t-1 \tag{3}
\end{equation*}
$$

For an information theoretic proof of this bound see [9].
We recall the following condition of regularity that in [20] and [28] was made on the distribution of shares of the participants.
R. 1 There exists a positive integer $\ell$ such that any $s \in S$ it is associated with a subset $\phi(s) \subset V^{k}$ consisting of $\ell$ elements. To share a secret $s \in S$, an element from $\phi(s)$ is chosen with uniform probability and the components of the chosen vector are given to participants as shares.

To analyze the randomness needed by the dealer we define the randomness coefficient of a $(t, k)$ anonymous threshold secret sharing scheme $\Sigma$, where the probability distribution on the set of secrets $S$ is $\Pi_{S}$, to be

$$
\mu_{A}\left(t, k, \Pi_{S}, \Sigma\right)=\frac{H\left(P_{1} \ldots P_{n} \mid S\right)}{H(S)}
$$

The value $\mu_{A}\left(t, k, \Pi_{S}, \Sigma\right)$ represents the amount of randomness per bit of the secret required by the dealer to set up the scheme when using the scheme $\Sigma$, where $\Pi_{S}$ is the probability distribution on the secret.

Stinson and Vanstone [28] defined an optimal ( $t, k, v$ ) threshold scheme as a $(t, k)$ anonymous threshold scheme having $v$ shares and $(v-t+1) /(k-t+1)$ possible secrets (i.e., in such a scheme the equation (3) is satisfied with equality). Let $(V, \mathcal{B})$ be a Steiner system $S(t, k, v)$. We say that $S(t, k, v)$ is partitionable if we can partition the set of blocks $\mathcal{B}$ into sets $\mathcal{B}_{1}, \ldots, \mathcal{B}_{\ell}$, in such a way that each $\left(V, \mathcal{B}_{j}\right)$, for $1 \leq j \leq \ell$, is a Steiner system $S(t-1, k, v)$. Stinson and Vanstone [28] proved the following.

Result 27. ([28]) An optimal $(t, k, v)$ threshold schemes exist if and only if a Steiner system $S(t, k, v)$ can be partitioned into Steiner systems $S(t-1, k, v)$.

Let us see how to construct an optimal $(t, k, v)$ threshold scheme. Let ( $V, \mathcal{B}$ ) be a partitionable Steiner system $S(t, k, v)$ and let $\mathcal{B}_{1}, \ldots, \mathcal{B}_{\ell}$ be a partition of the set of blocks $\mathcal{B}$ such that $\left(V, \mathcal{B}_{j}\right)$, for $1 \leq j \leq \ell$, is a Steiner system $S(t-1, k, v)$. It is known that $\ell=(v-t+1) /(k-t+1)$. For $1 \leq j \leq \ell$, to each set of blocks $\mathcal{B}_{j}$ the dealer associates a secret $s_{j}$. When the dealer wants to share a secret $s_{j}$ then he/she randomly chooses a block in $\mathcal{B}_{j}$ and randomly distributes to participants the elements of this block as shares. (This is the construction from [28].) It is well known that the number of blocks in a Steiner system $S(t-1, k, v)$ is equal to $\binom{v}{t-1} /\binom{k}{t-1}$ (see for instance [2]). When the dealer has chosen a block he/she has $k$ ! ways to distribute to the $k$ participants the elements of this block as shares. Hence, to share a secret of $\log ((v-t+1) /(k-t+1))$ bits the dealer uses $\log \left(\left(\binom{v}{t-1} /\binom{k}{t-1}\right) k!\right)$ bits of randomness. Thus, the following theorem holds.

Theorem 28. Let $\Pi_{S}$ be the uniform probability distribution on the secret. The randomness coefficient $\mu_{A}\left(t, k, \Pi_{S}, \Sigma\right)$ of any optimal $(t, k, v)$ threshold scheme satisfies

$$
\mu_{A}\left(t, k, \Pi_{S}, \Sigma\right) \leq \frac{\sum_{i=0}^{t-2} \log (v-i)+\sum_{j=1}^{k-t+1} \log j}{\log \frac{v-t+1}{k-t+1}}
$$

The following corollary provides upper bounds on the randomness coefficient of $(t, k)$ anonymous threshold schemes for parameters $t$ and $k$ for which both partitionable Steiner systems and ordered designs exist.

Corollary 29. Let $\Pi_{S}$ be the uniform probability distribution on the secret. The randomness coefficient $\mu_{A}\left(t, n, \Pi_{S}, \Sigma\right)$ of $(t, k)$ anonymous threshold schemes satisfies
$\mu_{A}\left(t, n, \Pi_{S}, \Sigma\right) \leq\left\{\begin{array}{cl}\frac{\log v}{\log (v-1)-\log (k-1)} & \text { if } t=2,2 \leq k \leq 4, \text { and } v \equiv k \bmod k(k-1) \\ \frac{\log v+\log (v-1)}{\log (v-1)-1} & \text { if } t=3, k=3, \text { and } v \equiv 1,3 \bmod 6, v \neq 7 \\ \frac{\log v+\log (v-1)}{\log (v-1)-\log 3} & \text { if } t=3, k=4, \text { and } v=4^{m}, \text { where } m \geq 2 .\end{array}\right.$
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