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Introduction

1.1 Background

Automotive software engineering applies software engineering approaches to the develop-
ment of automotive software and electronics systems [37,166,185,208]. This has attracted
the attention of automotive software researchers and practitioners worldwide [38]. It is
now more than a decade, since the term “automotive software engineering” was officially
introduced in the software community and the challenging research and technical issues
were highlighted [37]. Among the technical issues was the complezity issue, which called
for solutions to manage the increasing size and dependency of software systems. Software
architecture was almost non-existent at the time, which meant that a solution other
than structuring the system mainly by hardware architecture was needed. The quality of
automotive software also required more attention [37].

Automotive systems are traditionally developed by mechanical engineering methods.
However, increasing use of electronics and software systems in automobiles require
interaction between a variety of engineering disciplines including mechanical, electrical,
and software engineering [208]. Therefore, a viable solution is needed to manage this multi-
disciplinary engineering information in an effective way and manage its ever-increasing
complexity [208]. An example of such a solution is an Architecture Description Language
(ADL) [38,166,208] and an architecture framework [40,92]. An ADL is used to describe
and represent system and software architectures. An architecture framework provides
conventions, principles and practices to describe architectures within a specific domain
and/or community of stakeholders [116]. Thus, an architecture framework is usually
implemented in terms of one or more viewpoints or ADLs.

Automotive ADLs represent the entire vehicle architecture. This contrasts with AU-
Tomotive Open System ARchitecture (AUTOSAR), which provides a common software
infrastructure based on standardized interfaces for the different layers on an Electronic Con-
trol Unit (ECU) [206]. AUTOSAR is developed as an open and standardized automotive
software architecture by automobile manufacturers (Original Equipment Manufacturers, or
OEMs), suppliers, and tool developers [5]. Since 2008, when the first cars with AUTOSAR
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technology were launched, all major OEMs and ECU suppliers have AUTOSAR on their
roadmap [8]. For example, BMW and Volvo have claimed to use AUTOSAR 4.0 [177].
However, some criticisms of AUTOSAR may be relevant for the definition of automotive
ADLs. These include the lack of initial support for the timing issue (only introduced later
in AUTOSAR version 4.0), unnecessary or redundant functions and elements lobbied into
the standard by many OEMs participants as well as tier-one suppliers [97]. In addition to
these issues, we identified that the automotive architecture description mechanisms lacks
the capability to ensure architectural quality [60].

Ensuring automotive software quality is now fundamental to the automotive indus-
try [28]. Due to software glitches and electronics defects, OEMs not only spend millions
on warranty and recall costs, but these glitches can even endanger lives [11,141]. It has
even been claimed that 50% of recalls are attributed to software glitches and electronics
defects [1]. In 2014, for the first time in the history of automotive system development,
Honda Motor Co. recognized that a software glitch in ECUs caused cars behave unexpect-
edly by accelerating suddenly [244]. While there are a number of cases in which electronic
defects have caused car accidents (even deaths), the underlying problems could continue
without being acknowledged by the OEMs. For example, in 2004, Toyota Motor Corp.
reached a confidential settlement with the victims of serious accidents in the US to avoid
punitive damages [244]. This highlights that although automotive software systems enable
technological innovation, it brings increased vulnerability to “hard failures” resulting from
software glitches [222], which are the result of increased software complexity [182].

It is impractical to test everything at the vehicle level due to the vast number of
control parameters, operating conditions, and timing sequences of events [166]. Therefore,
besides using software testing to ensure quality and avoid the risk of costly recalls and
delays in automotive software development, OEMs and suppliers use quality assurance
methods such as coding standards and static analysis tools [28]. These included MISRA
(Motor Industry Software Reliability Association) C coding standard [2] and ISO 26262
functional safety standard [114] to ensure safe automotive software.

The amount of software associated with each new generation of cars is growing by a
factor of ten or more [38]. In 2009, there were 10 million lines of code (LOC) in premium
cars [38] and this was expected to reach 100 million LOC in 2015 [161]. In fact, today
it has already reached 100 million LOC in premium cars [194]. Added to this, there
is no sign of a slowing down of the amount and complexity of software in automotive
systems. In fact, innovation in the global automotive industry has been intensifying,
taking over consumer companies in the top 50 most innovative companies. In addition to
this more OEMs than technology companies appear in the top 20 [226]. Since 90% of
the innovation in the automotive industry is driven by electronics and software [37,217],
ensuring software quality has become a necessity. Although there are a plethora of source
code quality analysis tools available, methods for assessing the quality of automotive
software models are still limited. In addition, quality assurance techniques at code level
would require more time and effort to ensure quality. Therefore, automotive quality
assurance issues require additional solutions earlier in the software development cycle i.e.,
at the architectural and design phase for all the automotive functional domains.

Automotive embedded systems are categorized into vehicle-centric functional domains
(including powertrain control, chassis control, and active/passive safety systems) and
passenger-centric functional domains (covering multimedia/telematics, body/comfort, and
Human Machine Interface (HMI)) [166]. From these domains, powertrain, connectivity,
active safety and assisted driving are considered major areas of potential innovation
and may define OEMS’ success in the years ahead [226]. Ever increasing software to
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Figure 1.1: Defect detection vs. cost of repair [44]

enable innovation in vehicle-centric functional domains requires even more attention to
assessment and improvement of the quality of embedded automotive software. This
is because software-driven innovation can come with software defects, failures, and
vulnerability for hackers’ attacks [122]. Furthermore, as illustrated in Figure 1.1 it can be
very costly to fix software defects in the field [44].

Moreover, automotive companies face strict fuel consumption demands from the
market and emission limits from legislation. Particularly, CO3 emission reduction is
considered the biggest challenge for the automotive industry in the years ahead [78]. This
requirement necessitates major innovations, particularly in powertrain efficiency. The
powertrain of an automotive vehicle is a set of components (e.g., the engine, transmission,
drive shafts, differentials, and the drive wheels) that generates power and delivers it
to the road surface. Increasing efficiency of the powertrain calls for the development
of new and more efficient energy managers and software components to determine the
optimal use of the available power resources [233]. The fact that energy management
and functionality, which are so crucial for modern vehicles, is delegated to software is yet
another imminent dependence on software in the automotive world. Indeed, since the
introduction of software in vehicles thirty years ago, the amount of software has grown
exponentially and nowadays is responsible for 50-70% of the total development costs of
the electronics and software systems in vehicles [38]. Furthermore, given that the lifetime
of a vehicle is more than two or three decades [38], having maintainable software is hugely
important as this will be needed to add any new functionality or repair defects.

This thesis is the result of research that is a part of the Hybrid Innovations for Trucks
(HIT) project. The HIT project is carried out in a consortium of an OEM, suppliers, and
research institutes with the project duration from September 1, 2010 to June 30, 2014.
The HIT is financed by the Dutch High-Tech Automotive Systems (HTAS) automotive
innovation programme of the Ministry of Economic Affairs, Agriculture and Innovation,
the Netherlands. The ultimate goal of the project is the reduction of COy emissions and
fuel saving for long-haul trucks. To enable the innovation in hybrid vehicles, more complex
control software will be developed e.g., for engine, after-treatment, battery management
and energy management systems. Therefore, in the scope of the software research work
package of the HIT project, it was required to define “proper” architecture modeling and
software quality techniques.

In the remainder of this introduction the project objectives and research questions
addressed in this thesis together with research methodology will be discussed, and it will
conclude with an outline of this thesis.
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1.2 Project Objectives

In the scope of the software research work package of the HIT project, a definition of
“proper” architecture modeling and software quality techniques was required. One of the
main software research related challenges is that the industrial partners use proprietary
ADLs with limited tool support. Multiple success stories of architecture modeling
approaches in the automotive industry are reported in the literature [32,137,187,215].
Many automotive companies recognize ADLs as a viable solution in order to reduce
development costs and increase the quality of increasingly complex software [166]. However,
the proprietary ADLs have a number of serious shortcomings identifying the main
requirements for automotive architecture modeling. For example, they did not support
traceability requirements, did not provide a means of multi-level modeling and modeling
hierarchical elements. They also did not support the evolution of models or provide
a means for determining their architectural quality. In addition, the tool support was
limited. Therefore, the first project objective has been stated as follows:

1. Identify an existing or design a new automotive architecture description mechanism,
supporting the main requirements for automotive architecture modeling.

Another objective is dedicated to the study of the quality of automotive architectural
models. Because of the increasing size and complexity of software systems a new technique,
besides software testing, is needed to evaluate quality.

2. Identify quality attributes relevant for automotive architectural models, and propose
a means of evaluating these quality attributes.

This thesis presents the results obtained in achieving these objectives.

1.3 Research Questions

We formulated the following research questions to achieve the project objectives described
in the Section 1.2.

To complete the first research objective, we evaluated the existing architecture descrip-
tion mechanisms namely automotive ADLs and Architecture Frameworks (AFs). Since
early 2000, a number of automotive ADLs have been defined for the automotive software
and electronics systems e.g., BMW in the definition of AML [32,189], Volvo, Fiat, and
VW /Carmeq in the EAST-ADL [50] and TADL [228]. Besides the automotive ADLs,
general-purpose (domain-agnostic) modeling languages as SysML [176] and MARTE [169]
have also attracted considerable attention from automotive companies [16,20,187]. Al-
though the foundation for the automotive AF was established within the scope of the
Automotive Architecture Framework (AAF) in 2009 [40], it only in 2013 automotive
companies started to take initiative in defining an architecture framework for automotive
systems i.e., Architecture Design Framework (ADF) by Renault [92]. We have observed
that the architecture description elements (i.e., stakeholders, concerns, architecture
viewpoints, architecture views, and model kinds) of automotive AFs and automotive
ADLs are not in alignment. According to the ISO 42010 standard [116], an architecture
view consists of one or more architecture models and relations between them to support
certain concerns of a stakeholder. An architecture viewpoint represents conventions for
constructing and using an architecture view [116]. We elicited the automotive architecture
modeling requirements to evaluate existing automotive ADLs and carried out a case study
to define the usability of the selected ADL to model an automotive system. This led to
the following research question addressing both automotive AFs and ADLs:
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RQ;: What architecture description mechanisms can be employed to support
automotive architectural modeling at different architecture viewpoints?

During the literature review, while in the process of defining an Architecture Framework
for Automotive Systems (AFAS), we also identified that the correspondence rules between
architecture views are not formally defined in the scope of the automotive architecture
frameworks. This represents a major gap in the literature on automotive architecture
description mechanisms. Therefore, in search of a practical solution to this problem, we
defined the following research question:

RQy: How can we formalize the correspondence rules between automotive
architecture viewpoints?

In addition to architectural consistency checking, we identified that the automotive
ADLs lack the capability of to ensure the architectural quality during the evaluation of
automotive ADLs. Although not an explicit requirement of automotive ADLs, the support
of the architectural quality is clearly advantageous to the quality of the architectural
modeling. This is due to the fact that ensuring internal quality of the system (measured
by looking inside the product, e.g., by analyzing the static model or source code [159])
influences the external quality (measured by execution of the product, e.g., by performing
testing [159]). This led to the research question RQz on the quality of automotive
architectural models. We consider automotive architectural models as software models
in the early stages of the software development cycle. According to the IEEE standard
1061 [218], software quality is defined as the degree to which software possesses a desired
combination of quality characteristics. Variety of software quality models defines software
characteristics in different formats e.g., McCall’s software quality model [155] is known
as the General Electrics model while Boehm’s quality model [27] defined high-level
quality characteristics. In addition, ISO 25010 international standard [115] refined the
ISO 9126 quality model [113] which is based on McCall and Boehm’s models. The
ISO 25010 standard is also known as the Software product Quality Requirements and
Evaluation (SQuaRE) model. We have defined an automotive quality model based on
the SQuaRE model and a set of metrics related to the quality (sub-)characteristics for
MATLAB/Simulink models [56]. In this thesis, we focus on modularity and complexity
aspects of Simulink models. Modularity and complexity aspects are selected because
they are considered sub-sub-characteristics of several sub-characteristics e.g., reusability,
modifiability, and analysability. These sub-characteristics are part of maintainability
characteristic in the ISO 25010 [115]. In the remainder of the thesis, we refer quality
to either modularity or complexity if not addressed explicitly. MATLAB/Simulink is a
graphical modeling language and the most widespread tool used for embedded automotive
software [15].

RQs: How can the quality of automotive software models be defined and
evaluated?

1.4 Research Methodology

As mentioned earlier, automotive software engineering applies software engineering ap-
proaches to the development of automotive software and electronic systems. The research
questions are targeted to solve real problems encountering the industrial partner. Be-
cause this research is industry-driven, we adopted the “industry-as-laboratory” approach
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introduced by Potts [184]. The nature of this research project required close involvement
with the industrial projects and results to be applied to solve practical problems.

Software engineering research has failed so far to influence industrial practice and the
software quality [184]. The problem is “research-then-transfer”, which fails to address
significant problems. Therefore, besides literature study, we interacted closely with the
industrial projects to identify the practical problems. The interactions with industry
are accomplished in three ways: a survey/interview, industrial case studies, and close
collaboration with the software practitioners in industry.

To maximize the relevance and usefulness of our contributions to industry, the prag-
matism is adopted in our research as a suitable philosophical stance point of view. In
pragmatism, knowledge is judged by how useful it is for solving practical problems and a
combination of methods can be used to solve a given problem [70]. This stance drives the
research and evaluation approaches as we address our research questions.

The exploratory character of our research and the low level control on the industrial
environment make a case study a suitable research approach [243]. Therefore, we used a
case study to investigate the usability of the SysML diagram types for automotive archi-
tecture modeling (RQ1). Given the pragmatic stance of the research, an interview is used
since it is one of the most powerful qualitative methods to collect (historical) information
or opinions about a topic [106]. A case study is also applied to evaluate the consistency
checking approach proposed to formalize a refinement correspondence between automotive
architecture views (RQgz). We applied the Goal Question Metric (GQM) paradigm of
the software measurement field to define modularity and complexity metrics [22] (RQ3).
The proposed metrics are evaluated based on qualitative and quantitative analyses using
industrial applications.

1.5 Thesis Outline

This section outlines the remainder of this thesis. For every chapter we indicate the
research question it addresses and indicates the previous publications it is based upon.

Chapter 2: Architecture Framework for Automotive Systems

According to the ISO 42010 international standard, Architecture Description Languages
(ADLs) and Architecture Frameworks (AFs) are two mechanisms used in architecture
description. However, ADLs and AFs for automotive systems have been specified with
an incoherent set of architecture description elements. Therefore, this chapter presents
the automotive ADLs and AF's, extracts architecture viewpoints and their respective
architecture description elements, and proposes an Architecture Framework for Automotive
Systems (AFAS). An overview of automotive ADLs and the earlier version of AFAS have
been provided in the following publications respectively.

[60] Y. Dajsuren, M.G.J. van den Brand, A. Serebrenik, and R.G.M.
Huisman. Automotive ADLs: a study on enforcing consistency
through multiple architectural levels. In Proceedings of the 8th
international ACM SIGSOFT conference on Quality of Software
Architectures (QoSA), 2012. doi1:10.1145/2304696.2304710.
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[54] Y. Dajsuren, C.M. Gerpheide, A. Serebrenik, A. Wijs, B. Vasilescu,
and M.G.J. van den Brand. Formalizing Correspondence Rules
for Automotive Architecture Views. In Proceedings of the 10th
international ACM SIGSOFT conference on Quality of Software
Architectures (QoSA), 2014. doi:10.1145/2602576.2602588.

Chapter 3: Automotive Architecture Modeling

To continue addressing RQ1, we elicit automotive specific architecture modeling require-
ments based on interviews with automotive domain experts. Then the automotive-related
ADLs, which are presented in Chapter 2, are evaluated based on the automotive spe-
cific modeling requirements. Based on the evaluation, SysML was identified as a viable
modeling language for automotive architecture modeling. Although SysML has been
evaluated previously by an OEM, automotive supplier, and automotive research institute,
the usability of the SysML diagram types is not explicitly addressed. Therefore, we
modeled a real-world automotive system to demonstrate architecture modeling in SysML
and identified the diagram types considered beneficial for an automotive company. The
architecture modeling requirements and the evaluation of the automotive ADLs, and the
modeling of a real-world automotive system are discussed in the following publications
respectively.

[60] Y. Dajsuren, M.G.J. van den Brand, A. Serebrenik, and R.G.M.
Huisman. Automotive ADLs: a study on enforcing consistency
through multiple architectural levels. In Proceedings of the Sth
international ACM SIGSOFT conference on Quality of Software
Architectures (QoSA), 2012. doi:10.1145/2304696.2304710.

[53] Y. Dajsuren. Evaluating benefits of SysML for DAF. DAF technical
report 51050/12-333 (Confidential), 2012.

Chapter 4: Formalizing Correspondence Rules for Automotive Architecture
Views

An architectural consistency between the different architecture views has been identified
as one of the key issues during the definition of the AFAS framework. Therefore, this
chapter addresses RQsy. We formalize the notion of correspondence rule between the
architecture views in the automotive domain. The approach has been implemented as a
Java plugin for IBM Rational Rhapsody, a toolset for SysML. We evaluated it in a case
study based on an Adaptive Cruise Control system. An ACC adjusts the vehicle’s speed
to maintain a safe distance with the vehicle ahead. It is part of the “active/passive safety”
vehicle-centric function domain. The following publications are used for this chapter:

[60] Y. Dajsuren, M.G.J. van den Brand, A. Serebrenik, and R.G.M.
Huisman. Automotive ADLs: a study on enforcing consistency
through multiple architectural levels. In Proceedings of the Sth
international ACM SIGSOFT conference on Quality of Software
Architectures (QoSA), 2012. doi:10.1145/2304696.2304710.

[54] Y. Dajsuren, C.M. Gerpheide, A. Serebrenik, A. Wijs, B. Vasilescu,
and M.G.J. van den Brand. Formalizing Correspondence Rules
for Automotive Architecture Views. In Proceedings of the 10th
international ACM SIGSOFT conference on Quality of Software
Architectures (QoSA), 2014. doi:10.1145/2602576.2602588.
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8 Introduction

Chapter 5: Modularity Analysis of Automotive Control Software

This is the first of three chapters in which we address RQj3. In this chapter, we evaluate
the modularity of Simulink models based on the modularity metrics. The following
publications are used for this chapter.

[61] Y. Dajsuren, M.G.J. van den Brand, A. Serebrenik, S. Roubtsov.
Simulink models are also software: Modularity assessment.
In Proceedings of the 9th International ACM Sigsoft Confer-
ence on the Quality of Software Architectures (QoSA), 2013.
doi:10.1145/2465478.2465482.

[59] Y. Dajsuren, M.G.J. van den Brand, A. Serebrenik. Modularity
analysis of automotive control software. In FRCIM News, issue 9/
(ISSN 0926-4981), 2013.

[56] Y. Dajsuren, R.G.M. Huisman. Definition and evaluation of qual-
ity metrics for automotive software models. DAF technical report
51050/15-041 (Confidential), 2015.

Chapter 6: Complexity Metrics Suite for Simulink Models

In this chapter, we continue addressing RQgs. Due to the increasing complexity and size
of Simulink models of automotive software systems, it has become a necessity to maintain
the Simulink models. We define complexity metrics for Simulink models and evaluate
them on industrial control software. The following publications are used for this chapter:

[57] Y. Dajsuren, A. Serebrenik, R.G.M. Huisman, M.G.J. van den Brand.
A Quality Framework for Evaluating Automotive Architecture. In
Proceedings of the FISITA World Automotive Congress, 2014.

[56] Y. Dajsuren, R.G.M. Huisman. Definition and evaluation of qual-
ity metrics for automotive software models. DAF technical report
51050/15-041 (Confidential), 2015.

Chapter 7: Managing Clone Mutations in Simulink Models

This is the last of three chapters in which we address RQs. We present a mechanism for
clone management based on Variant Configuration Language (VCL) [7] that provides a
powerful variability handling mechanism. In this mechanism, the clones will be managed
separately from the models in a non-intrusive way and the original models will not be
polluted with extra complexity to manage clone instances. The proposed technique is
validated by creating generic solutions for Simulink clones with a variety of differences
present between them. The preliminary version of this chapter has appeared as:

[23] H.A. Basit, Y. Dajsuren. Handling Clone Mutations in Simulink
Models with VCL. In Proceedings of The 8th International Workshop
on Software Clones, ISSN 1863-2122, 2014.

Chapter 8: Conclusions
This chapter concludes the thesis by summarizing the main contributions of this research
and discussing directions for future research.
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Chapter 2

Architecture Framework for Automotive Systems

Although architecture frameworks have not been standardized in the automotive industry,
different types of architecture viewpoints and views have been introduced recently as part
of automotive architecture frameworks. In this chapter, we first present a literature review
which has been carried out to discover the existing architecture frameworks and architecture
description languages for the automotive industry, as well as their benefits and gaps. We
propose an Architecture Framework for Automotive Systems (AFAS) based on the extracted
viewpoints from existing automotive architecture description mechanisms.

2.1 Introduction

An Architecture Description Language (ADL) is considered a viable solution to manage
multi-disciplinary engineering information in an effective way [38,166,208]. According to
the ISO 42010 international standard [116], an ADL provides one or more model kinds
(data flow diagrams, class diagrams, state diagrams, etc.) as a means to frame some
concerns for its stakeholders. Model kinds can be organized into architecture views, which
are governed by architecture viewpoints.

Recognizing the importance of ADLs, automotive companies have been actively
involved in their development over the last decade. These include BMW who have been
involved in developing AML [32,189], as well as Volvo, Fiat, and VW /Carmeq who have
been involved in developing the EAST-ADL [50] and TADL [228]. EAST-ADL is being
extended to model the fully electric vehicle in the scope of the ICT MAENAD project,
where many automotive manufacturers and suppliers are participating [147]. Besides
the automotive ADLs, SysML [176] and MARTE [169] are also attracting considerable
attention of automotive companies [16,20,187].

According to the ISO 42010 international standard [116], in addition to an ADL, an
architecture framework is another key mechanism used to describe architectures. An
architecture framework provides conventions, principles and practices for the description
of architectures within a specific domain and/or community of stakeholders [116]. The
benefits of existing architecture frameworks such as Kruchten’s 441 view model [133],
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Figure 2.1: Timeline of the automotive architecture description mechanisms

Ministry of Defense Architecture Framework (MODAF) [170], The Open Group Architec-
ture Framework (TOGAF) [6], and ISO Reference Model for Open Distributed Processing
(RM-ODP) [112], drive the creation of architecture frameworks for other industries.

Having a standardized architectural foundation and specifically automotive-specific
architecture frameworks is very important for the automotive industry. The key elements
of this proposed architecture framework was first introduced in the scope of the Automotive
Architecture Framework (AAF) [40]. The AAF aimed to describe the entire vehicle system
across all functional and engineering domains and drive the thought process within the
automotive industry [40]. Only in recent years, automotive companies have started to
take initiative in defining an architecture framework for automotive systems, for example,
Architecture Design Framework (ADF) by Renault [92].

Automotive embedded systems are categorized into vehicle-centric functional domains
(including powertrain control, chassis control, and active/passive safety systems) and
passenger-centric functional domains (covering multimedia/telematics, body/comfort, and
human machine interface (HMI)) [166]. Each functional domain needs to tackle different
system concerns. For example, the powertrain control enables the longitudinal propulsion
of the vehicle, body domain supports the functioning of the airbag, wiper, and lighting
and other functions for the vehicle users). However, all the integrated functionalities must
not jeopardize the key vehicle requirements of safety and efficiency.

The automotive industry is vertically organized [38], which facilitates independent
development of vehicle parts. An automobile manufacturer (called an “original equipment
manufacturer”, or OEM) creates the functional architecture and distributes the devel-
opment of the functional components to the suppliers, who implement and deliver the
software models and/or hardware [38]. Software models for each functional component or
subsystem can be developed in different ADLs or programming languages, which may
make the integration process at the OEM more cumbersome. This process requires com-
mon architecture frameworks between OEMs and suppliers or at least better formalization
of architecture views and consistency between them.

Therefore, there needs to be a common definition of an ADL and architecture frame-
work and these should be applicable for all functional domains. However, architecture
description elements of an automotive-related ADL and architecture frameworks (i.e.,
architecture viewpoints, views, and correspondences) are not systematically defined.
Figure 2.1 shows the timeline of the automotive architecture description mechanisms.

This chapter extracts architecture elements (viewpoints, views) from automotive ADLs,
compares the extracted elements with the existing automotive architecture frameworks
and proposes an Architecture Framework for Automotive Systems (AFAS) with a coherent
set of architecture views.
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Figure 2.2: A conceptual model of an architecture framework [116].

2.1.1 Chapter outline

Section 2.2 presents the automotive architecture frameworks and describes the architecture
viewpoints defined in the automotive frameworks. Section 2.3 introduces automotive-
related ADLs and presents the extracted architecture viewpoints from the ADLs. Sec-
tion 2.4 presents an Architecture Framework for Automotive Systems (AFAS), which
contains architecture viewpoints and views consistent with the automotive AFs and ADLs.
Section 2.5 summarizes the chapter.

2.2 Automotive AFs and Viewpoints

An architecture framework establishes a common practice for creating, interpreting,
analyzing and using architecture descriptions within a particular domain of application
or stakeholder community [116]. While an Architecture Description Language (ADL)
is used to describe or represent an architecture, an architecture framework enables the
efficient use of an ADL for a particular domain. Therefore, a standard architecture
framework in the automotive industry can enable an efficient architecture description for
system stakeholders. In the ISO 42010 international standard, a conceptual model of an
architecture framework as shown in Figure 2.2 is almost identical to the conceptual model
of an ADL as shown in Figure 3.1. The differences are as follows:

e An architecture framework should provide at least a single architecture viewpoint,
which is used to organize the model kinds.

e An ADL should define at least a single model kind without necessarily providing a
architecture viewpoint.

In this section, we present the automotive architecture frameworks, extract common
architecture viewpoints, and summarize other architecture viewpoints that exist only in
one of the architecture frameworks.
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Figure 2.3: A conceptual model of an architecture description language [116].

2.2.1 Automotive Architecture Frameworks

Automotive Architecture Framework (AAF) [40] is the first architecture frame-
work for the automotive industry to pave the way for a standardized architecture descrip-
tion. The AAF was defined to describe the entire vehicle system across all functional
and engineering domains. Since the AAF conforms to the ISO 42010 international stan-
dard [40], a set of viewpoints and views are explicitly defined. The AAF proposes two
sets of architecture viewpoints: mandatory or general viewpoints and optional viewpoints.
Mandatory viewpoints and their respective views include Functional viewpoint, Technical
viewpoint, Information viewpoint, Driver/vehicle operations viewpoint, and Value net
viewpoint. Optional viewpoints suggested by the AAF are safety, security, quality and
RAS (reliability, availability, serviceability), energy, cost, NVH (noise, vibration, harsh-
ness), and weight. The general viewpoints are intended to be closer to the already proven
frameworks in other manufacturing industries e.g. RASDS [227] and RM-ODP [112].
Since the introduction of the concepts in the first draft of the AAF, further research is
needed to identify automotive specific architectural elements.

Architectural Design Framework (ADF) [92] is developed by an OEM to support
the construction of an architecture framework for the automotive industry. The ADF
includes operational, functional, constructional, and requirements viewpoints. Although
the AAF and ADF are constructed to provide the basis for the architecture framework for
the automotive industry, architecture viewpoints and views are extracted from architecture
frameworks from other industries. Furthermore, in these frameworks, the definition of
architectural elements including architecture viewpoints, views, and correspondences have
not been addressed consistently with automotive ADLs.

2.2.2 Extracting Viewpoints from Automotive AFs

An architecture framework may include one or more architecture viewpoints, which consist
of a set of model kinds [116]. We discussed above the architecture viewpoints and views
of AAF and ADF frameworks. The viewpoints are described in a similar way to the
viewpoint catalog [204]. Below we extract the common viewpoints of AAF and ADF
according to the following template:

e Definition: Definition of the viewpoint is presented.
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Stakeholders: Although the stakeholders are not explicitly identified for the view-
points in the AAF and ADF, we list the stakeholders.

Concerns: Stakeholder concerns are defined.

Views: The views governed by the viewpoints are presented.

e Model kinds: The model kinds used in the viewpoint are presented.

Functional viewpoint Table 2.1 summarizes the functional viewpoint, which is defined
both in the AAF and ADF frameworks. A function realizes a feature in a set of interacting
and interdependent software and/or hardware components.

The functional viewpoint extracted from automotive ADLs as discussed in Section 2.3.2
generally matches the description of the functional viewpoint in AAF and ADF frameworks.

In AAF, the functional viewpoint describes vehicles in terms of vehicle functions
and their logical interactions. The AAF functional viewpoint governs a functional
view, which describes the functional composition of a vehicle, its functional entities,
interfaces, interactions, interdependencies, behavior and constraints [40]. Although AAF
does not specify a particular model kind for the functional viewpoint, it defines the
functional architecture. The functional architecture describes the system from the black-
box-perspective by describing the system’s functionality that is presented to the outside
world [40]. The stakeholders of the AAF are defined as OEMs, suppliers, tool vendors,
and research institutes. Stakeholder concerns are not explicitly defined for the AAF
functional viewpoint. Based on the description of the functional viewpoint, we defined
them as functional composition and interfaces. The functional viewpoint corresponds to
the technical and optional viewpoints.

In ADF, the functional viewpoint supports three main views: functional breakdown
structure, functional architecture, and allocation on functions [92]. ADF defines SysML
model kinds for each functional views. SysML Activity Diagram (AD), Block Definition
Diagram (BDD), and Internal Block Diagram (IBD) are defined for the functional
breakdown structure view. In the activity diagram, the system functions are defined by
regrouping or refining activities (actions) identified in the operational scenario views and
allocating them to SysML blocks. In the BDD and IBD, ports and connectors conform to

Table 2.1: Functional Viewpoint

Functional viewpoint

Definition It describes the vehicle functions and their interactions.

Stakeholders AAF: OEMs, suppliers, tool vendors, and research institutes
ADF: Undefined

Concerns Functional composition and interfaces

Architecture views AAF: Functional view

ADF': Functional breakdown structure view, functional architecture view,
allocation on functions view

Model kinds AAF': Functional architecture (Functional composition of a vehicle, its
functional entities, interfaces, interactions, interdependencies, behavior
and constraints)
ADF: AD, BDD, IBD for the functional breakdown structure view; AD,
BDD, IBD for the functional architecture; allocation concept for the
requirements allocation on functions views

Correspondence rules AAF: Correspondences to technical and optional viewpoints e.g., energy
ADF': Refinement and conformance correspondence to the operational
viewpoint
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a flow type (e.g., energy, information) of external interfaces and object flows specified
in ADs [92]. Although it is not explicitly mentioned in the ADF, an allocation concept
is plausibly used for allocating requirements to functions (blocks). Stakeholders, their
concerns, and correspondence rules are not explicitly determined in the ADF. We expect
the same stakeholders and concerns for the AAF are applicable to the ADF. Regarding
correspondence, the functional viewpoint conforms or refines the operational viewpoint.

Technical/Constructional viewpoint Table 2.2 presents the technical/construc-
tional viewpoint, which looks at a vehicle in terms of its physical components, their
relationships and constraints. AAF refers to it as a technical viewpoint and ADF refers
to it as a constructional viewpoint.

In AAF, the technical viewpoint addresses a vehicle from the perspective of its
physical components. This includes Electronic Control Units (ECUs), their geometry
and composition within superordinate geometric structures, as well as their relationships.
It also includes the vehicle’s behavior such as, physical aspects like thermodynamics,
acoustics, vibrations, mechanical deformation, as well as dependencies and constraints [40].

The AAF technical viewpoint governs a technical view, which consists of runtime
model view, hardware topology view, and allocation view. As in the AAF functional view,
the technical view does not specify the model kinds for its constituent views, instead
the definitions of what they should represent are provided. The technical architecture
describes how the system can be realized into a given hardware platform [40]. It consists
of the runtime model, the hardware topology, and the allocation model. The runtime
model describes the behavior of the system from a physical/technical perspective. The
hardware topology model describes the structure of the hardware platform using physical
units, which represent hardware components (ECUs, sensors, mechanical components etc.)
and their connections (buses, wires etc.) [40]. The allocation model maps the elements
of the runtime model to the elements of the hardware topology model [40]. As in the
functional viewpoint, all stakeholders are considered relevant to the technical viewpoint.
AAF determines that the technical viewpoint has strong correspondences to the functional
viewpoint and optional viewpoints e.g., energy viewpoint.

Table 2.2: Technical/Constructional Viewpoint

Technical/Constructional viewpoint

Definition It describes vehicle physical components, their relationships, constraints,
and allocation.

Stakeholders AAF: OEMs, suppliers, tool vendors, and research institutes
ADF': Undefined

Concerns Physical component composition and their relationships

Architecture views AAF: Technical architecture view consisting of runtime model view, hard-

ware topology view, and allocation view
ADF': Product breakdown structure view, organic architecture view, re-
quirements and function allocation on components view

Model kinds AAF: Technical architecture for the technical view consisting of runtime
model (for the runtime view), hardware topology (for the hardware topol-
ogy view), allocation model (for the allocation view)
ADF: BDD, IBD for a product breakdown structure view; BDD, IBD
for an organic architecture view, requirements and function allocation on
components

Correspondence rules AAF: Correspondences to the functional viewpoint and optional viewpoints
e.g., energy viewpoint
ADF': Conformance correspondence to the functional viewpoint
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The ADF constructional viewpoint supports the product breakdown structure, organic
architecture, and allocation on components views. ADF also defines SysML the model
kinds for each constructional view. SysML BDD and IBD model kinds are selected for the
product breakdown structure and organic architecture views. The allocation concept is
used for allocating requirements and function to components [92]. The product breakdown
structure identifies and allocates the system functions to physical components. The organic
architecture defines the components of the system, their interfaces and connections, which
satisfy the system’s technical requirements (e.g., cost, weight, size, authorized/forbidden
use of materials) and other criteria (e.g., performance, effectiveness) [92]. Architecture
models for the allocation on components view captures the allocation and structuring
of the system requirements and functions to physical components to achieve an optimal
allocation. The flows between functions are associated with the interfaces/connectors
(e.g., mechanic, electric, network) between components [92].

As in the functional viewpoint, all stakeholders are considered relevant to the con-
structional viewpoint. ADF does not specify the concerns and correspondences explicitly.
However, we identified the same concerns as AAF. The conformance correspondence is de-
tected according to the implicit description of architecture views of the ADF constructional
viewpoints.

Requirements viewpoint Table 2.3 presents the requirements viewpoint, which looks
at the vehicle from the perspective of the vehicle stakeholders including end users (drivers
and passengers) and vehicle environment. We map the AAF driver/vehicle operations
mandatory viewpoint, value net mandatory viewpoint, and all the optional viewpoints i.e.,
safety, security, quality, RAS (reliability, availability, serviceability), energy, cost, NVH
(noise, vibration, harshness), and weight viewpoints to the ADF requirements viewpoint.

In ADF, requirements viewpoint captures elicitation of stakeholder requirements and
elaboration of system technical requirements. ADF requirements viewpoint supports
the stakeholder requirements view, high-level requirements view, and system technical
requirements view. The ADF requirements viewpoint is in alignment with the AAF
mandatory viewpoints driver/vehicle operations and value net viewpoints. The AAF
driver/vehicle operations viewpoint looks at the interactions, interfaces, interdependencies
between vehicle and its end user (driver and passengers) as well as the surrounding
environment (e.g., road, other vehicles, and traffic control systems) [40]. In addition, it
describes the related behavior, constraints, and priorities. The driver/vehicle operations
viewpoint governs driver/vehicle operations view.

Actors and system boundary are also captured as part of the ADF stakeholder
requirements view. The AAF value net viewpoint is used to optimize the efficiency of the
value creation process [40]. It can also be captured by the ADF stakeholder requirements
view. High-level requirements are identified after the stakeholder requirements are
elicited. An example high-level requirement can define measures of effectiveness or Key
Performance Parameters (KPP) [92]. The technical requirements are built after the
operational models are defined e.g., by defining functional requirements from operations
identified in sequence diagrams in the operational view [92]. Technical requirements
capture functional, performance, interface requirements or constraints [92]. What is
captured in the AAF optional viewpoints depends on the vehicle system. However, ADF
requirements viewpoint can support viewpoints such as i.e., safety, security, quality, RAS,
energy, cost, NVH, and weight viewpoints.

In AAF, no specific model kind is defined for requirements related viewpoints. In
ADF, SysML requirements diagram type is selected for the requirements viewpoint [40].
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Formalization of stakeholder and high-level requirements and elaboration of system
technical requirements are captured by the SysML requirements diagram for all these
views. All stakeholders, including vehicle end users (drivers and passengers), are defined
for this viewpoint. Interactions, interfaces, and interdependencies between vehicle, end
users, and the surrounding environment are key concerns. This viewpoint corresponds to
other viewpoints to enable the requirements traceability of each viewpoint.

Other viewpoints AAF information viewpoint is mandatory, but does not have a
similar viewpoint in the ADF. The information viewpoint looks at the vehicle from the
perspective of information or data objects used to define and manage a vehicle [40]. Tt
governs the information view, which describes information or data objects, their metadata,
properties, relationships, configurations, and configuration constraints [40].

ADF operational viewpoint is the most abstract viewpoint of the ADF framework. The
operational viewpoint governs structural and behavioral operational views. The structural
operational view consists of the mazimal system scope, system environment, operational
context, external interfaces, and use-cases views [92]. The actors, system scope, system
environment and high-level interactions are identified in these structural views. The
behavioral operational view consists of operational scenarios and system working modes
views. These views are built from the structural operational views [92]. System use
cases are used to identify actors, the system boundary and high-level interactions, which
are refined in SysML sequence diagrams. Operational scenarios view addresses detailed
interactions between the system and external systems/user/environment to realize the use
cases. System working states view uses state machines to describe alternative conditions
for operational scenarios [92]. SysML diagram types are mapped to the operational
viewpoint as following: SysML internal block diagram type is selected for the maximal
system scope, system environment, operational context, and external interfaces views.
SysML use case diagram type is selected for the use-cases view. SysML sequence and
activity diagram types are selected for the operational scenarios view. SysML state
machine diagram type is selected for the system working modes view.

Although these viewpoints exist only in one of the architecture frameworks, we address
these viewpoints in the definition of the Architecture Framework for Automotive Systems

Table 2.3: Requirements Viewpoint

Requirements viewpoint

Definition It captures the vehicle from the perspective of the vehicle driver and the
world around the vehicle.
Stakeholders AAF: All stakeholders (End users, OEMs, suppliers, tool vendors, and

research institutes)
ADF: Undefined
Concerns Interactions between vehicle, end user, environment
Architecture views AAF: Driver/vehicle view, value net view, optional views (safety, security,
quality, RAS, energy, cost, NVH, and weight views)
ADF: Stakeholder requirements view, high-level requirements view, system
technical requirements view
Model kinds AAF: Driver/vehicle operations model, value net model, models for safety,
security, quality, RAS, energy, cost, NVH, and weight views
ADF: Requirements diagram for the stakeholder requirements, high-level
requirements, and system technical requirements views
Correspondence rules AAF: Correspondences to other mandatory viewpoints
ADF: Correspondence to the operational, functional, constructional view-
points
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Figure 2.4: ADL conceptual model [116]

(AFAS) in Section 2.4 e.g., the information viewpoint of the AAF is included in the AFAS
framework.

2.2.3 Discussion

Architecture framework for the automotive systems have not been standardized in the
automotive industry. Automotive Architecture Framework (AAF) and Architecture
Design Framework (ADF) aim to define a complete and integrated architecture framework
for the automotive industry. We have identified common architecture viewpoints of these
frameworks and summarized those that exist only in one of the frameworks. In the
following section, we present the automotive ADLs and extract the viewpoints defined
in the scope of the automotive ADLs. In Section 2.4, we then integrate the common
architecture viewpoints of architecture frameworks and ADLs. Other viewpoints are also
considered in the definition of the architecture framework.

2.3 Automotive ADLs and Viewpoints

According to the ISO42010 international standard for systems and software engineer-
ing [116], an Architecture Description Language (ADL) is any form of expression used to
describe an architecture. As illustrated in Figure 3.1, an ADL provides one or more model
kinds (data flow diagrams, class diagrams, state diagrams etc.) as a means to frame some
concerns for its stakeholders [116]. In the case of several model kinds provided by an ADL
to capture complex architectural representations, architecture viewpoints can be used to
organize them. Correspondence rules can be used to express and enforce architecture
relations e.g., refinement, composition, and traceability.

In this section, we present the automotive architecture ADLs, extract common archi-
tecture viewpoints, and summarize other architecture viewpoints that exist only in one of
the ADLs. We apply the same template followed in Section 2.2.2, when describing the
architecture viewpoints.

2.3.1 Automotive ADLs

EAST-ADL [50] (Embedded Architectures and Software Technologies—Architecture
Description Language) is an architecture description language for automotive domain. It
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has been defined in the scope of an European research initiative, ITEA project EAST-
EEA since 2001 [50]. The EAST-EEA project aimed to reduce automotive software’s
dependency on hardware, allowing more flexibility regarding the allocation of software [166].
The EAST-ADL has been refined in the ATESST project to EAST-ADL2 [225], which
was extended further to support modeling of fully electric vehicles in the scope of the
MAENAD project to EAST-ADL2.1.12 [146]. In the remainder of the chapter, EAST-
ADL refers to the EAST-ADL2.1.12. The main purpose of EAST-ADL is to capture
engineering information of automotive Electrical/Electronic (E/E) systems to enable
modeling of the entire system development lifecycle. The language consists of four main
abstraction levels, which can be considered architecture viewpoints of the ISO 42010
standard. The highest level is called a Vehicle level, where the basic vehicle features,
requirements and use cases are captured. The abstract functionalities based on the
requirements and features are further defined in the Analysis level and further refined as
the concrete functionalities in the Design level. The design level also contains functional
definitions of application software, hardware components, and middleware. It also covers
function to hardware (e.g., ECU) allocations. The lowest abstract level, Implementation
level, uses AUTOSAR [5] concepts to realize the higher level models. Requirements,
variability, timing, dependability, and environment models are captured in parallel with
these abstraction levels.

TADL [228] (Timing Augmented Description Language) is originated from EAST-ADL,
AUTOSAR, and MARTE. It was developed by the TIMMO project. TADL addresses
timing issues early in the development cycle by standardizing specification, analysis and
verification of timing constraints in all levels of abstraction of EAST-ADL2.

AADL [82] (Architecture Analysis and Design language) was developed to model
software, hardware, and system architecture of real-time embedded systems such as
aircraft, motorized vehicles, and medical devices. The Society of Automotive Engineers
(SAE) defined the AADL as SAE AS5506 Standard based on the MetaH ADL [237].
Initially AADL was known as the Avionics Architecture Description Language. In AADL,
a system is constructed as a composite component consisting of application software
and execution platform. AADL enables a system designer to perform analyses of the
composed components such as system schedulability, sizing analysis, and safety analysis.
The focus of AADL is on task structure and interaction topology, although generalization
to more abstract entities is possible. It supports the definition of mode handling, error
handling, inter process communication mechanisms. As such, it acts as a specification of
the embedded software, which can be used for automatic generation of an application
framework where the actual code can be integrated smoothly. The language supports
different types of analysis mechanisms e.g., for safety and timing analysis. Further,
a behavioral annex is proposed, to allow a common behavioral semantics for AADL
descriptions.

AML [189] (Automotive Modeling Language) is developed in the scope of the FOR-
SOFT project, which defined an architecture centric language to analyse and synthesize
automotive embedded systems. Similar to other ADLs, it offers commonly accepted
modeling constructs to specify the software and hardware parts of the system architecture.
The architecture is described by using components, in- and out-ports, and connectors.
The abstract syntax of the AML provides a conceptual and methodological framework as
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Figure 2.5: SysML structure

a prerequisite for well-defined semantics of the offered modeling constructs. The usage
of different kinds of textual, graphical, or tabular notations for a concrete model repre-
sentation is supported. AML models can be represented by various notational elements
offered by wide spread modeling languages and tools such as ASCET-SD!, UML 1.4/2.0
and UML-RT.

SysML [176] (Systems Modeling Language) of OMG is a general purpose graphical
modeling language to support specification, analysis, design and verification of complex
systems. It is sponsored by INCOSE/OMG with broad industry and vendor participation
and adopted by the OMG in 2006 as OMG SysML. The SysML adjusts UML2 [175] to
system engineering by excluding unrelated diagrams and including new modeling concepts
and diagrams for systems engineering. The SysML concepts concern requirements,
structural modeling, and behavioral constructs. New diagrams include a requirement
diagram and a parametric diagram and adjustments of UML activity, class, and composite
structure diagrams. See Section 3.4,where a more detailed discussion of these diagram
types is provided. Tabular representations of requirements or allocations, for example,
are also included as an alternative notation. Multiple vendors support SysML tools
such as Artisan Studio (Atego) [21], MagicDraw (No Magic) [167], Enterprise Architect
(Sparx Systems) [219], Sirius (Eclipse) [72], Rational Rhapsody (IBM) [109], and PolarSys
(Former TOPCASED) (Eclipse) [71]. One of the drawbacks of SysML is that SysML, as
in UML, does not have a well-defined semantics.

Figure 4.3 illustrates the SysML structure, which consists of the following diagram

types:

e The requirement diagram provides cross cutting relationships between require-
ments and system models.

e The structure diagrams are Block Definition Diagrams (BDD), Internal Block
Diagrams (IBD), package diagrams, and parametric diagram. UML class and
composite structure diagrams are the basis of the BDD and IBD. A parametric
diagram is a new diagram type, which can define quantitative constraints like
maximum acceleration, minimum curb weight, and total air conditioning capacity.

e The behavior diagrams are use case, state machine, activity diagrams, and
sequence diagrams. Activity diagram is modified from UML2.0 activity diagram.

Tabular representations of requirements or allocations, for example, are also included
as an alternative notation. SysML can be used to model hardware, software, information,
processes etc.

IETAS ASCET-S http://www.etas.com/
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Table 2.4: Automotive ADLs and viewpoints
Viewpoint EAST-ADL |AADL AML SysML MARTE
Feature Technical fea-
ture
Functional Functional Layered sys-| Functional Functional System  con-
analysis tem modeling | network viewpoint figuration,
(from ADF) | Generic
component
Logical Functional Composite Logical archi-| A subset of|High level ap-
design (Func-| system tecture functional plication
tional design viewpoint
architecture) (from ADF)
Implementation | AUTOSAR Application | Technical ar-| Construc- Allocation
software rep-| software, chitecture tional  view-
resentation, Execution point  (from
Hardware platform ADF)
design archi-
tecture

MARTE [169] (Modeling and Analysis of Real Time and Embedded) profile is an
OMG standard for modeling real-time and embedded applications in UML2. It pro-
vides fundamental concepts of modeling and analyzing concerns of the real-time and
embedded systems such as performance, schedulability issues. MARTE design model
supports real-time embedded models of computation and communication, software and
hardware resource modeling, while analysis model enables generic quantitative analysis,
schedulability, and performance analysis and refinement [89]. Both hardware and software
aspects are supported.

2.3.2 Extracting Viewpoints from Automotive ADLs

The relationship between the architecture description elements (i.e., stakeholders, con-
cerns, viewpoints, views, and model kinds) is presented in IEEE 1471-2000 standard
and subsequently in ISO 42010 international standard [116]. Correspondences and corre-
spondence rules are used to express and enforce architecture relations (e.g., composition,
refinement, consistency, traceability and dependency) within or between architecture
description elements [116]. However, architecture description elements remain vague in
automotive ADLs. Therefore, in this section, we identify the viewpoints together with
other architecture elements, namely stakeholders, concerns, viewpoints and respective
model kinds from automotive ADLs introduced in Section 2.3.1. The summary of the
viewpoints extracted from the automotive ADLs is presented in Table 2.4.

Feature viewpoint Product line engineering is one of the software engineering ap-
proaches to reduce software development costs. It is used by some automotive suppliers,
but it is not used by the OEMs [38]. A feature is an end-user visible characteristic of a
system [121] and it is captured in the feature viewpoint. The feature viewpoint is absent
in the extracted viewpoints from automotive architecture frameworks as discussed in
Section 2.2.2. However, EAST-ADL is the only automotive ADL to support product lines
in the architecture description. Table 2.5 summarizes the feature viewpoint, which is
extracted from the EAST-ADL. As discussed in Section 2.3.1, the highest abstraction
level of EAST-ADL is called a wehicle level, where the basic vehicle features, requirements
and use cases are captured [225]. The vehicle level can be interpreted as a vehicle view,



2.3. Automotive ADLs and Viewpoints 21

which contains a vehicle feature model. The vehicle feature model is used to describe a
product line in terms of available features and their dependencies. The feature model can
be used as a starting point to related requirements, use cases, and other constructs [50].
It can be used by all the stakeholders. Feature viewpoints have a correspondence with
the environment, requirements, and functional viewpoints.

From other automotive-related ADLs, MARTE has mechanisms that can be used for
the product line engineering. For example CombinedFragments, abstract class, inheritance,
interface implementation, variables can be used for analyzing software product line
models [26]. However it is not considered a feature viewpoint, given that the MARTE is
not a profile for software product line engineering.

Functional viewpoint The functional viewpoint describes the vehicle from the abstract
functions and their interactions point of view. Table 2.6 presents the functional viewpoint,
which is defined in all automotive ADLs. The definition and purpose of the functional
viewpoint of automotive ADLs is the same as the functional viewpoint of the automotive
architecture frameworks as discussed in Section 2.2.2. However, the architecture views
and model kinds differ among automotive ADLs.

In EAST-ADL, the vehicle features are realized by abstract functions in the Functional
Analysis Architecture (FAA) at the functional analysis view. The FAA specifies what
the system will do by specifying the main structure, interfaces, and behavior to realize
the features and requirements from the vehicle view [50]. The FAA does not provide
detailed design or implementation decisions. There is an n-to-m mapping between vehicle
feature entities and FAA entities i.e., one or several functions may realize one or several
features [225]. EAST-ADL provides the concepts for function component modeling to
define the logical functionality and decomposition in the FAA [225]. Functions interact
with each other via ports that are linked by connectors. The system boundary, environment
model, and abstract safety analysis can be carried out in the analysis view [225].

AADL introduced the layered architecture modeling to support hierarchical contain-
ment of components, layered use of threads for processing and services, and layered
virtual-machine abstraction of the execution platform [205]. In AADL, a system is con-
structed as a composite system consisting of application software, execution platform, or
system components, which are all considered specific type of components. AADL defines
components by type and implementation declarations [82]. A component’s interface and
external attributes (e.g., interaction points, flow specifications, and internal property
values) are defined in a component type declaration [82]. A component’s internal struc-
ture (e.g., its subcomponents, subcomponent connections, flow implementations, and

Table 2.5: Feature Viewpoint

Feature viewpoint

Definition It captures the vehicle from the perspective of the vehicle features and the
world around the vehicle.

Stakeholders End user, system architect, tier-x designer, safety engineer, tester or
maintenance engineer

Concerns Vehicle features, interactions between vehicle features, end user, environ-
ment

Architecture views Vehicle view

Model kinds Vehicle feature diagram

Correspondence rules Correspondences to Environment, Requirements, and Functional view-
points
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properties) are defined in a component implementation declaration [82]. The AADL
core modeling language for the component-based representation enables modeling of
components, interactions, and properties [82]. It has graphical and textual representations.
The layered architecture and composite system models are further refined in the composite
system. Because the functional viewpoint describes the system’s functionality in black-box
perspective, we map the layered system modeling to the functional viewpoint.

We map the functional network abstraction level to the functional viewpoint, because
a network of functions, that is, generic and reusable building blocks, are defined at this
level. A function has an interface, which specifies the required and provided signals [189].
Local signals of a function are not accessible to enable reusability [189]. Regarding
correspondence to other viewpoints/views, functions can be refined and deployed on
different control units of the lower level logical architecture view.

For SysML, we reuse the architectural elements of the functional viewpoint in the ADF
framework in Section 2.2.2. In the ADF breakdown structure view, functional architecture
view, and allocation on functions view are defined for the functional viewpoint. SysML
activity diagram, block definition diagram, and internal block diagrams are selected for
the breakdown structure view and functional architecture view.

Logical viewpoint We generalized a more concrete viewpoint that refines the functional
viewpoint as a logical viewpoint. Table 2.7 presents the logical viewpoint, which is
(implicitly) defined in all automotive ADLs except AML. Note that the AAF defines

Table 2.6: Functional Viewpoint

Functional viewpoint

Definition It describes the vehicle functions and their interactions.

Stakeholders End user, system or functional architect, tier-x designer, safety engineer,
tester or maintenance engineer

Concerns Functional composition and interfaces

Architecture views EAST-ADL: Analysis view
AADL: Layered architecture modeling view
AML: Functional network view
SysML: Functional breakdown structure view, functional architecture view,
allocation on functions view
MARTE: Breakdown structure view, functional architecture view, alloca-
tion on functions view

Model kinds EAST-ADL: Functional analysis architecture (Function component model-
ing conepts)
AADL: Core AADL language
AML: AML metamodel and semantics for the functions and functional
network
SysML: AD, BDD, IBD for the functional breakdown structure view;
AD, BDD, IBD for the functional architecture; allocation concept for the
requirements allocation on functions views
MARTE: AD, BDD, IBD for the functional breakdown structure view;
AD, BDD, IBD for the functional architecture; allocation concept for the
requirements allocation on functions views

Correspondence rules EAST-ADL: Correspondences to feature, environment, and requirements
viewpoints (an n-to-m mapping between vehicle feature entities and FAA
entities (i.e., one or several functions may realize one or several features)
AADL: Refinement correspondence to the composite system view
AML: Refinement and allocation correspondence to logical architecture
SysML, MARTE: Refinement and conformance correspondence to the
logical viewpoint
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Table 2.7: Logical Viewpoint

Logical viewpoint

Definition It refines the functional architecture into logical components, which are
independent from implementation details and underlying hardware.

Stakeholders End user, system architect, tier-x designer, safety engineer, tester or
maintenance engineer

Concerns Internal structure of the vehicle functions, detailed interactions between

and inside vehicle functions
Architecture views EAST-ADL: Functional design view
AADL: Composite system view
AML: Logical architecture view
SysML: Functional breakdown structure view
Model kinds EAST-ADL: Functional Design Architecture
AADL: Core AADL language
AML: AML metamodel and semantics for the logical architecture
SysML: AD, BDD, IBD for the functional breakdown structure view
Correspondence rules EAST-ADL: Refinement correspondence to functional viewpoint (n-to-m
mappings by realization relationships between entities in the FDA and
entities in the FAA)
AADL: Refinement correspondence to the application software, physical
platform
AML: Refinement correspondence to the functional network view
SysML: Refinement and conformance correspondence to the functional
viewpoint

logical viewpoint as a white-box representation of a system, but it does not define it
as an architecture viewpoint [40]. Thus the logical viewpoint is not listed as one of
the architecture viewpoints of the automotive architecture frameworks in Section 2.2.2.
However, it is a viewpoint that is common among automotive ADLs.

In EAST-ADL, the Functional Analysis Architecture (FAA) of the analysis view
(governed by the functional viewpoint) is refined by the Functional Design Architecture
(FDA) and Hardware Design Architecture (HDA) at the design level/view [146]. We
exclude the HDA from the design viewpoint, because the logical architecture needs to be
independent from the underlying hardware. The FDA decomposes the functions defined
in the FAA by adding a behavioral description and a detailed interface definition to meet
constraints regarding non-functional requirements such as efficiency, reuse, or supplier
concerns [146]. There are n-to-m mappings by realization relationships between entities
in the FDA and entities in the FAA [146].

In AADL, the internal structure of a system is constructed as a composite system
consisting of application software, execution platform, or system components [82], which
are all considered specific type of components as described in the functional viewpoint
section. Therefore, we map the composite system to the logical viewpoint. The AADL
core modeling language for the component-based representation is also applied for the
composite system representation. The composite system models are further refined in the
application software view.

In AML, logical architecture model refines the functional network models [189]. The
logical architecture model describes the logical control units, actors, and sensors of the
environment [189]. The functions defined in the functional network are deployed on
different logical control units. However, implementation details like the system is clocked
(not event driven), communication between/within logical control units are synchronous
are specified at this stage.

For SysML, we reuse the part of the architectural elements of the functional viewpoint
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Table 2.8: Implementation Viewpoint

Implementation viewpoint

Definition It realizes the logical architecture into software and hardware components.

Stakeholders End user, system architect, tier-x designer, safety engineer, tester or
maintenance engineer

Concerns Implementation of logical components into software and hardware com-
ponents, optimal resource utilization, allocation, performance estimation
etc.

Architecture views EAST-ADL: Implementation view, Design view (hardware design)

AADL: application software view, execution platform view
AML: technical architecture view
SysML: Product breakdown structure view, organic architecture view,
requirements and function allocation on components view

Model kinds EAST-ADL: AUTOSAR application software, AUTOSAR basic software
(using AUTOSAR software component template, ECU resource template,
and system template), Hardware Design Architecture from the design level
AADL: Core AADL language
AML: AML metamodel and semantics for the technical architecture
SysML: BDD, IBD for a product breakdown structure view; BDD, IBD
for an organic architecture view, requirements and function allocation on
components

Correspondence rules EAST-ADL: Realization correspondence to Logical viewpoint (n-to-m map-
pings by realization relationships between entities in the implementation
view and entities in the design view)
AADL, AML, SysML: Realization correspondence to the logical viewpoint

in the ADF framework in Section 2.2.2. The ADF breakdown structure view is defined
to capture function identification and decomposition. SysML activity diagram, block
definition diagram, and internal block diagrams are selected for the breakdown structure
view.

Implementation viewpoint The implementation viewpoint describes the software
architecture of the Electrical/Electronic (E/E) system in the vehicle [146]. Table 2.8
summarizes the implementation viewpoint elements extracted from the automotive ADLs.

In EAST-ADL, the implementation viewpoint is supported by the system architecture
and software architecture of AUTOSAR [146]. AUTOSAR serves as a basic infrastructure
for the management of functions within both future applications and standard software
modules [5]. In EAST-ADL, AUTOSAR software components realize the Functional
Design Architecture and AUTOSAR basic software components realize the Hardware
Design Architecture using the AUTOSAR software component, ECU resource, and system
templates. Regarding the correspondence, traceability is supported from implementation
level elements (AUTOSAR) to upper level elements by realization relationships [146].

In addition to the AUTOSAR system and software architectures, the EAST-ADL
Hardware Design Architecture (HDA) is also mapped in this viewpoint. HDA is then
refined further by ECU specifications and topology.

In AADL, a system instance consists of application software components and execution
platform components [82].

In AML, the technical architecture enriches the logical architecture with concrete tech-
nical information e.g., concrete bus, control unit, and operating system specifications [189)].
The performance estimation can be carried out in this architecture modeling [189]. AML
language is used for this viewpoint.

We consider the constructional viewpoint discussed in the ADF in Section 2.2.2 as
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part of the implementation viewpoint, because it decomposes a vehicle into physical
components and defines their relationships and constraints. Then the implementation
viewpoint for SysML supports product breakdown structure, organic architecture, and
allocation on components views. As discussed in Section 2.2.2, ADF identifies SysML
BDD and IBD model kinds for the product breakdown structure and organic architecture
views. The allocation concept is used for allocating requirements and functions to
components [92]. The product breakdown structure identifies and allocates the system
functions to physical components. The organic architecture defines the components of the
system, their interfaces and connections, which satisfy the system’s technical requirements
(e.g., cost, weight, size, authorized/forbidden use of materials) and other criteria (e.g.,
performance, effectiveness) [92]. Architecture models for the allocation on components
view captures the allocation and structuring of the system requirements and functions
to physical components to achieve an optimal allocation. The flows between functions
are associated with the interfaces/connectors (e.g., mechanic, electric, network) between
components [92].

Other viewpoints EAST-ADL extensions are considered as other viewpoints, which
are orthogonal to the main architecture viewpoints:

e Requirements are captured in EAST-ADL following the principles of SysML [146].

e Variability is realized in EAST-ADL at all levels besides as the feature models on
vehicle level [146].

e Timing is supported by the TIMMO project. It defined a methodology and
representation of timing aspects in automotive embedded systems [146]. TADL
defines timing constraints in all levels of abstraction of EAST-ADL2 [228].

e Dependability extension covers several aspects i.e., availability, reliability, safety,
integrity and maintainability [146].

2.3.3 Discussion

Architecture Description Languages (ADLs) have been developed to define automotive
architectures effectively to tackle the increasing complexity and development costs [166,
208]. Although the ISO 42010 international standard [116] has defined what constitutes
an ADL, the automotive ADLs have been developed without specifying the architectural
elements of an ADL as defined in the ISO 42010 international standard. Therefore, we
have mapped the architecture viewpoints of the automotive ADLs to the viewpoints of
the automotive architecture frameworks. The mapping provides an input for further
aligning the architecture elements of the automotive ADLs and automotive architecture
frameworks.

We have identified common architecture viewpoints and views of these frameworks.
In the following section, we integrate the viewpoints and views defined in the scope of
the automotive ADLs and automotive architecture frameworks and propose a conceptual
model of an architecture framework for automotive systems. Other viewpoints that are
briefly presented here are also discussed in the definition of the framework in the following
section.
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Figure 2.6: AFAS overview.

2.4 Architecture Framework For Automotive Systems

This section presents the Architecture Framework for Automotive Systems (AFAS), which
contains architecture viewpoints consistent with the existing automotive architecture
frameworks (AFs) and the automotive Architecture Description Languages (ADLs) as
discussed in Sections 2.2 and 2.3 respectively. The architectural elements of the AFAS
are shown in Figure 2.6. The AFAS viewpoints are defined based on the preceding
analysis of the automotive AFs and ADLs. In addition, we studied proprietary automotive
architectural models and practices, and aligned the AFAS with the results based on the
interviews carried out with the domain experts from an OEM. The AFAS framework
thus contains architectural viewpoints complementary to automotive ADLs, automotive
AFs, and proprietary approaches. The simplified architectural elements are illustrated in
Figure 2.6. The representation of the AFAS overview is in alignment with the graphical
representation in the MEGAF infrastructure [102]. In the following section, we elaborate
the architecture viewpoints and related elements of AFAS.

Feature viewpoint Since AAF was specified as an automotive industry reference for
the Vehicle Line Architectures [40], the feature viewpoint is not specified in the AAF.
However, we considered the feature viewpoint necessary, because even a single feature can
be configured further, such as cruise control or bluetooth telephone connection, which
can be configured for a product or a specific vehicle. Therefore, we revise the feature
viewpoint of the EAST-ADL, which is presented in Section 2.3. The feature viewpoint
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contains feature view, which specifies a vehicle feature model. The feature model can be
used as a starting point to related requirements, use cases, and other constructs [50].

Automotive architecture frameworks and ADLs do not explicitly define the system
stakeholders for the frameworks and ADLs. General stakeholders as end-users, OEMs,
suppliers, tool vendors, and research institutes are identified for automotive architecture
frameworks. End-users, system architects, tier-x designers, safety engineers, and testers
or maintenance engineers are identified from the automotive ADLs. Therefore, we have
interviewed a number of domain experts from an OEM and identified stakeholders as
driver, fleet owner (fleet information center), manager, product line manager, requirements
manager, system/software architect, designer, system integrator, developer, analyst, tester,
and (external/internal) supplier. OEMs, suppliers, tool vendors, and research institutes
are stakeholders more from the organizational perspective. Therefore, we clarified more
specific roles as key stakeholders for an automotive architecture framework. We combined
the stakeholders defined for the automotive AFs and ADLs with the stakeholders identified
by the automotive domain experts. The selected stakeholders are listed in Figure 2.6.

The feature viewpoint can be used by architects, designers, requirements engineers,
system engineers, managers, and testers. Feature viewpoints have a correspondence with
the requirements and functional viewpoints. Table 2.9 summarizes the revised feature
viewpoint.

Requirements viewpoint The requirements viewpoint is defined in the automotive
AF's as presented in Section 2.2 and defined as an extension in the EAST-ADL language
as discussed in Section 2.3. In the AFAS, the requirements viewpoint is included as one
of the main viewpoints. We summarize below the description based on the requirements
viewpoint of the automotive AFs and EAST-ADL. Table 2.10 presents the requirements
viewpoint, which looks at the vehicle from the perspective of the vehicle stakeholders
including end users (drivers and passengers) and vehicle environment.

As in ADF, the requirements viewpoint captures elicitation of stakeholder requirements
and elaboration of system technical requirements. The requirements viewpoint supports
the stakeholder requirements view, high-level requirements view, and system technical
requirements view as in ADF. Since the AAF driver/vehicle operations view looks at the
interactions, interfaces, and interdependencies between the vehicle and its end user and
environment, it is considered part of the stakeholder requirements view. The value net
view is included, as it is used to optimize the efficiency of the value creation process for
an OEM, suppliers, and engineering partners [40]. We map the SysML requirements and
use case diagram types for the model kinds, which can be used to model the requirements
views. The use case diagram shows the interaction between users and the system. The
stakeholder requirements view can also identify actors and system boundary as in ADF.

Table 2.9: Feature Viewpoint

Feature viewpoint

Definition It captures the vehicle from the perspective of the vehicle features and the
world around the vehicle.

Stakeholders Architect, Designer, Requirements engineer, System engineer, Manager,
and Tester

Concerns Functionality, cost, maintainability

Architecture views Vehicle feature view

Model kinds Vehicle feature diagram

Correspondence rules Correspondences to Requirements and Functional viewpoints
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Table 2.10: Requirements Viewpoint

Requirements viewpoint

Definition It captures the vehicle from the perspective of the vehicle driver and the
world around the vehicle.

Stakeholders All stakeholders (End users, Architect, Designer, Software engineer, Re-
quirements engineer, System engineer, Manager, and Tester)

Concerns Functionality, Traceability, Cost

Architecture views Stakeholder requirements view, high-level requirements view, system tech-
nical requirements view, value net view

Model kinds Requirements and use case diagram type for the stakeholder requirements,
high-level requirements, and system technical requirements views

Correspondence rules Traceability correspondences to other viewpoints

Table 2.11: Functional Viewpoint

Functional viewpoint

Definition It describes the vehicle functions and their interactions.

Stakeholders Architect, Designer, Requirements engineer, System engineer, Manager,
and Tester

Concerns Functionality, Dependability, Cost, Maintainability

Architecture views Functional view, detailed functional view, allocation on functions view

Model kinds BDD for the functional view, IBD for the detailed functional view, alloca-

tion concept for the requirements allocation on functions views
Correspondence rules Realization and traceability correspondences to the Requirements view-
point

The requirements viewpoint corresponds to other viewpoints to enable the requirements
traceability of each viewpoint.

Functional viewpoint The functional viewpoint was defined in both automotive AFs
and ADLs. The functional viewpoint is considered the cornerstone of most architecture
descriptions [204]. We revise the functional viewpoints of the AFs and ADLs into the
Table 2.11.

As in AAF, the functional viewpoint describes vehicles in terms of vehicle functions
and their logical interactions. We revise the AAF architecture views of the functional
viewpoint i.e., a functional view, which specifies a structural model that contains a number
of functions or subsystems realizing features. The functional view is the first view that
stakeholders try to read due to simplicity [204]. The functional architecture is described
in this view, which contains a structural model kind that contains a number of functions
or subsystems realizing features.

We define a detailed functional view, which refines the functions and their interfaces
by specifying more details (similar to logical view). The ADF allocation on functions
view is reused in this viewpoint. We revised the SysML diagram types that are defined for
the functional viewpoint in ADF. In ADF, SysML activity diagram was selected for the
functional breakdown structure and functional architecture views. However, it was stated
that the functional requirements need SysML use case, activity, and sequence diagrams to
specify the behavior of a function. It was concluded after successful application of SysML
in deriving functional architectures from requirements and use cases [134].

The functional architecture represents the static view of the system, therefore be-
havioral diagrams are not necessary. This concurs with our view that the functional
architecture needs to specify abstract functions in a static structural model independent
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Table 2.12: Implementation Viewpoint

Implementation viewpoint

Definition It realizes the functional architecture into software and hardware compo-
nents.

Stakeholders Architect, Designer, Software engineer, Requirements engineer, System
engineer, Manager, and Tester

Concerns Dependability, Safety, Performance, Maintainability, Cost

Architecture views Software view, hardware view, topology view

Model kinds BDD, IBD, AD, SD, SM for a software view, BDD and IBD for the

hardware and topology views

Correspondence rules Realization correspondence to functional viewpoint (n-to-m mappings by
realization relationships between entities in the implementation view and
entities in the functional view)

of implementation and technological details. Therefore, we exclude the SysML activity
diagram, which was part of the ADF functional viewpoint. From the ADF architecture
views of the functional viewpoint, namely breakdown structure view, functional architecture
view, and allocation on functions view, the breakdown structure view is not selected
for the functional viewpoint. The main reason is that the breakdown structure can be
represented in the functional architecture without behavioral models. The allocation
of requirements and features to functions is necessary for enabling traceability of the
requirements and features.

Implementation viewpoint The implementation viewpoint consists of software, hard-
ware, and topology views. Therefore, the technical/constructional viewpoint of the AAF
and ADF can be a part of the implementation viewpoint, specifically addressing the
hardware view. Table 2.12 revises the implementation viewpoint elements discussed in
Section 2.3.2.

The implementation viewpoint governs software view, hardware view, and topology
view. Software view represents the software architecture, where detailed descriptions
and implementation of a function is realized in software components or blocks. The
software components realize the functional components. Regarding the correspondence,
implementation viewpoint realizes the functional view. In the hardware view, the E/E
hardware architecture is represented. The hardware architecture typically consists of
ECUs, sensors, actuators and Controller Area Network (CAN) buses. The topology view
specifies the connections (buses e.g., CAN, Local Interconnect Network (LIN) and wires
etc.,) between ECUs, sensors, and actuators.

We consider the constructional viewpoint discussed in the ADF in Section 2.2.2 as
part of the hardware view, which is governed by the implementation viewpoint, because
it decomposes a vehicle into physical components and defines their relationships and
constraints. As in the functional viewpoint, all stakeholders are considered relevant to
the implementation viewpoint. ADF does not specify the concerns and correspondences
explicitly. However, we identified the same concerns as AAF. The correspondence is
conformance according to the implicit description of architecture views of the ADF
constructional viewpoints.

Deployment viewpoint The deployment viewpoint describes the environment into
which the system will be deployed, including capturing the dependencies of the system on
its runtime environment [204]. Table 2.13 summarizes the deployment viewpoint elements
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Table 2.13: Deployment Viewpoint

Deployment viewpoint

Definition It defines the environment into which the system will be deployed.
Stakeholders Architect, safety engineer, system engineer, tester

Concerns Functionality, dependability, performance, safety, cost
Architecture views Execution platform view, concurrency view, allocation view
Model kinds Process model

Correspondence rules Realization correspondence to implementation viewpoint

extracted from the automotive ADLs. The allocation view describes the mapping between
software components to ECUs. It can be in a table format.

Information viewpoint The information viewpoint of the AAF is included in the
AFAS framework, because it describes how the architecture manages and distributes
information [204]. The information view is also reused for the information viewpoint.
The information view describes information or data objects, their metadata, properties,
relationships, configurations, and configuration constraints [40].

2.5 Conclusion

We integrated the architecture viewpoints extracted from automotive AFs and ADLs
into Architecture Framework for Automotive Systems (AFAS). The main objective of the
framework is to have consistent architecture description elements.

The functional viewpoint exists in both AFs and ADLs as it is a cornerstone of architec-
ture description. However, some of the viewpoints are not directly mappable. Therefore,
we analyzed the semantics of the architecture description elements and integrated feature,
requirements, functional, implementation, and information viewpoints from existing AFs
and ADLs. A deployment viewpoint was added to the AFAS, because an OEM plays
mostly a role of an integrator or assembler by integrating software/(E/E)/hardware
systems into a vehicle.



Chapter 3

Automotive Architecture Modeling

We elicited automotive specific architecture modeling requirements based on the inter-
views with automotive domain experts. The automotive-related Architecture Description
Languages, which are presented in Chapter 2, were evaluated based on the automotive
specific modeling requirements. Based on the evaluation, SysML was identified as a
viable modeling language for automotive architecture modeling. Although SysML has been
evaluated previously by an OEM, automotive supplier and an automotive research institute,
the usability of the SysML diagram types has not been explicitly addressed. Therefore, we
modeled a real-world automotive system to demonstrate architecture modeling in SysML
and identified the diagram types considered beneficial for an automotive company.

3.1 Introduction

An Architecture Description Language (ADL) enables a formal representation of archi-
tectures, which helps the creation of a semantically precise architecture documentation
and promotes mutual communication [166]. Syntactically and semantically consistent
descriptions of architectures further enable exchange descriptions between different tools.
In Section 2.2.1, automotive-related ADLs were presented, including EAST-ADL [50],
AADL [82], TADL [228], AML [32], SysML [176], and MARTE [169] and architecture
views were extracted from these ADLs. As there is no standard ADL for automotive
systems, an evaluation of these ADLs was carried out (see Section 3.3.1) using compar-
isons based on the automotive specific modeling requirements. The Object Management
Group’s OMG SysML was selected as a viable candidate [60].

SysML is a general-purpose graphical modeling language for representing systems.
SysML was developed to support the transition from a document-based approach to a
model-based approach in systems engineering [85]. In a model-based approach, a coherent
model of a system needs to be managed instead of documents that represent the system.
Many disciplines apply a model-based approach. For example, mechanical engineering
has used advanced computer-aided design tools instead of the drawing board since the
beginning of the 1980s [90, 191, 239]. Electrical engineering has also used automated
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circuit design and analysis instead of the manual circuit design since the 1980s [33, 156],
while computer-aided software engineering developed in the 1980s has used UML since
the 1990s [85]. A mathematical formalism for model-based approach was developed at
the beginning of the 1990s for systems engineering. The main benefits of the model-based
systems engineering is to facilitate system engineering activities by providing shared
understanding of system requirements and design, by assisting in managing complex
system development, and by improving the design quality [85].

As mentioned above, SysML is intended to facilitate the application of a model-
based systems engineering approach by creating a cohesive and consistent model of the
system [85]. Although SysML has not become a standard model-based systems engineering
approach in the automotive domain, a number of case studies have been carried out
to define the applicability and suitability of the SysML language in the automotive
domain [16,20,187,215]. In Section 3.4.4 the representative case studies are discussed from
an OEM, an automotive supplier, a tool vendor, and an automotive research institute.
The selection or identification of the usability of SysML diagram types is, however, not
discussed explicitly in these case studies. Furthermore, the approaches are evaluated
against document-centric approaches rather than against each other. Document-centric
approaches are used more broadly than the model-based approaches in the OEM and
suppliers. Therefore, in this chapter, a real-world automotive system was modeled to
demonstrate the usability of SysML to model an automotive system. Furthermore the
system was evaluated against the proprietary architecture modeling approach of an OEM.
The result of the case study is discussed in Section 3.4.

The remainder of this chapter is organized as follows. Section 3.2 highlights elicits
the automotive specific modeling requirements. Section 3.3 presents the evaluation of the
automotive modeling languages based on the automotive specific requirements. Section 3.4
describes the case study and discusses an appropriate set of diagram types. Section 3.5
summarizes the results of this chapter.

3.2 Architecture modeling requirements

Before selecting an appropriate modeling language, automotive companies need to identify
the modeling requirements. To elicit the requirements that the modeling approach should
satisfy, a series of interviews were conducted with architects responsible for modeling
automotive software within one OEM at different architectural levels, ranging from
functional architecture to Electrical/Electronic (E/E) architecture. Interviews are one
of the most powerful qualitative methods to collect (historical) information or opinions
about a topic [106].

A semi-structured interviews format was used, which included a mixture of specific and
open-ended questions. This allows the interviewer to collect both specific and unforeseen
information [70]. Five senior architects were selected for semi-structured interviews. The
interview was carried out by an automotive domain expert and the author. In the field of
software engineering, it is recommended to have an interviewer with extensive knowledge
of the interview topic in order to confer legitimacy within the interview [106]. Therefore,
interviewer used is an expert in architecture modeling for the automotive domain.

The expert interviewer gathered domain specific and rich information without filtering
the importance or relevance. The collected information is analyzed for its relevance by
integrating and modifying the information gathered. The interviews were transcribed in
text format by taking notes. Each interview had one hour duration. The information
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gathered during the interviews was then analyzed and translated into generic modeling
requirements.
The following modeling requirements (MR) have been determined:

MR-1:

MR-2:

MR-3:

MR-4:

MR-5:

MR-6:

MR-7:

Requirements traceability at multiple views. Requirements for different
architectures should be traceable. Architectures in different views have related
sets of requirements. Therefore, requirements traceability for an architecture view
and their interdependencies need to be supported.

Integrated multi-level modeling. It should be possible to model consistent ar-
chitectures for different architectural levels. Multi-level modeling means modeling
by different architects working with diverse abstraction levels addressing different
concerns. For example, the highest level of abstraction shows the dependency
between different vehicle features. This includes a vehicle feature model containing
items such as a DoorLock, a BrakeSystem, and a TransmissionSystem. The lower
level abstractions illustrate how the features are realized in a set of modules (e.g.,
a functional model realizing the features).

Modeling hierarchical elements. It should be possible to model hierarchical
elements in different architectures. This requirement can be interpreted as a
hierarchical composition, which enables different levels of detail i.e. a system is
decomposed into subsystems, which are decomposed into components (reusable
software modules).

Mapping between architectural entities. This is required to enable mapping
between different architectural entities. For example, mapping or allocating a
control function (e.g., a cruise control function) to an Electronic Control Unit
(ECU). The mapping concept is crucial in order to map vehicle features to
components which realize the functional features and mapping software components
to hardware components.

Support of evolution. Explicit techniques for component evolution should be
supported. Component evolution is informally defined as a change to the properties
of a component such as its interface, implementation, and behavior [157]. Although
the average lifespan of a car is eight years, the car requires ongoing software updates,
which include upgrades to satisfy new requirements like environmental regulations
or bug fixes.

Determining architectural quality. The modeling approach should support
determining the internal architectural quality in order to assess and evaluate
architectural models. Internal architectural quality can be supported by enabling
external quality mechanisms (e.g., metrics, analysis tool, visualizations) to evaluate
the quality. Improving the architectural quality clearly brings an advantage to
the quality of architectural modeling, since ensuring internal quality of the system
influences the external quality as discussed in Chapter 2.

Adaptability in the automotive domain. The ability to be adapted and
applied into modeling real automotive systems is crucial, because most ADLs
are developed in an academic environment and not put to practical use. The
main difference between this requirement and the usability requirement is that it
requires the ease of adaptation in the automotive domain in general, while the
latter requires the ease of use by the automotive domain experts.
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MR-8: Usability. Ease of use and understandability by domain experts is required to be
able to use the ADL in automotive system modeling. In many cases automotive
companies apply proprietary software technologies [38], thus it is critical to make
the solution similar to the proprietary approaches.

MR-9: Language maturity. Language specification should be stable, as a stable lan-
guage design reduces the chance for language and architecture co-evolution prob-
lems. Language maturity is assessed by evaluating the frequency of new language
releases as well as the extent of the changes introduced per release.

MR-10: Mature and accessible tool support. The language should be supported by
a mature and accessible tool. An ADL needs to have a reliable tool to allow
architectural modeling, analysis, code generation etc.

3.3 Evaluation of Automotive ADLs

According to the ISO42010 international standard for systems and software engineer-
ing [116], an ADL is any form of expression used to describe an architecture. To aid
readability, the ADL conceptual model is also included in Figure 3.1, although it was
presented in Chapter 2. An ADL provides one or more model kinds (e.g., data flow
diagrams, class diagrams, state machine diagrams) as a means to frame some concerns
for its stakeholders [116]. An ADL can provide a single model kind or several model kinds
to capture complex architectural representations. In situations where several model kinds
are used, architecture viewpoints can be used to organize them. Correspondence rules
can be applied to check completeness (of views) or consistency (between views) [116]. In
Chapter 2, the architecture viewpoints from the automotive ADLs was extracted. These
are evaluated below. As discussed below, the correspondence rules between architecture
viewpoints e.g., multiple architectural levels of EAST-ADLs are not explicitly defined.
Therefore, in Chapter 4, we propose a method to formalize the refinement correspondence
between structural viewpoints.

Automotive ADLs facilitate the integration of hardware, software and systems engi-
neering concepts in a unified representation. Based on the literature study, we selected the
ADLs designed specifically for the automotive domain and the general-purpose languages
as SysML and MARTE, which are explored in automotive case studies. In this section,
we revisit the automotive-related ADLs i.e., EAST-ADL [50], AADL [82], AML [189],
TADL [228], SysML [176], and MARTE [169], which are presented in Section 2.2.1.
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Stakehold Description
1 Language
o e
0.7
b 4 identifies Correspondence
A4 Rule
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—
Concern -~ T Model Kind . Viewpoint

Figure 3.1: ADL conceptual model [116]
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3.3.1 Language evaluation

The automotive ADLs were evaluated based on the architecture modeling requirements
discussed in Section 3.2. AADL, SysML, and MARTE have been recently evaluated based
on different evaluation criteria including code generation, formal verification and variability
modeling by the researchers at the Toyota Info Technology Center [215]. Their different
choice of evaluation criteria renders our results below incomparable with those findings.
EAST-ADL, TADL, AADL, AML, SysML, MARTE are described as relevant approaches
for modeling of automotive electronic systems [166]. We cover only automotive-related
ADLs, thus AUTOSAR is excluded from this evaluation. AUTOSAR is not an ADL. It
is a standard for a component-based software design model for an automotive system,
explicitly addressing the E/E architectural level. We provide a summary of comparisons
in the Table 3.1.

EAST-ADL and TADL adapted the SysML requirement modeling capability, which
enables requirements traceability. SysML requirement diagram and relationship types
as as: ‘satisfy’, ‘verify’, ‘trace’, enable requirements traceability. A model element can be
connected to a requirement via the trace relationship to enable a traceability, which is
considered weak as its semantics do not include any constraints [85]. AADL, AML, and
MARTE do not explicitly support the requirements traceability.

All ADLs except AADL enable integrated multi-level modeling by explicitly
defining different architectural levels and the relationships between them. SysML provides
explicit language features which support a flexible way of grouping design entities (e.g.,
viewpoints, views, packages, blocks, parts) and relationship concepts (e.g., conform, refine,
and extend relationships). A generic component model is a part of MARTE design
model. It is based on the UML component modeling and inspired by some features of
SysML, AADL, and EAST-ADL2. Although AADL provides different types of component
categories such as Application software, Execution platform, and Composite category,
these categories are only specific to the implementation level.

Regarding the modeling hierarchical elements, all surveyed ADLs support com-
posite design entities. In SysML, the hierarchal nature of the package, block, part, activity,
and state enables the respective SysML diagram types to satisfy this requirement. In
MARTE, hierarchal relationships can be represented in package, component, and class
diagram types.

Mapping between architectural entities at different architectural (abstraction)
levels is supported by all ADLs. For example, EAST-ADL enables an n-to-m mapping
between feature entities and function entities at the analysis level [50, p. 22]. AADL
supports mapping of software onto computational hardware entities [82, p. 4]. AML maps
functional-network to a network of threads and ECUs [32, p. 16]. Finally, TADL enables
the distribution of time budgets over different design entities at EAST-ADL architecture
levels such as the functional design architecture [228, p. 20]. In SysML, this cross-cutting
relationship is enabled by an allocation relationship, which is used to map between model
entities supporting structural, behavioral, and other forms of allocation [85, p. 343].
MARTE has more extended allocation modeling consisting of an allocation model, a
refinement model, and a UML representation of allocation [169, p. 121]. Unlike SysML,
MARTE specifies the allocation as an association between a MARTE application and a
MARTE execution platform.

Most ADLs except AML have support of evolution (to a certain extent) by providing
mechanisms to enable component and system evolution. However, connectors are not
modeled as first-class objects in EAST-ADL and AADL, therefore no explicit evolution
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Table 3.1:

Automotive ADL comparison

Requirements | EAST-ADL TADL AADL AML SysML MARTE
MR-1. The traceability between | The traceability between | Not supported Not supported The traceability between | Not supported
Requirements |requirement entities and | requirement entities and requirement entities and

traceability at

other design entities are

other design entities are

other design entities are

multiple levels |supported. supported. supported.
MR-2. Inte-| Vehicle, Analysis, De-|Integration of Timing |Implementation Logical architec-| Multi-level modeling ele-| Generic component
grated multi-| sign, and Implementa-| constructs at different |level ture, Technical | ments model
level modeling | tion levels levels (EAST-ADL and architecture, and
AUTOSAR) Implementation
levels

MR-3. Mod-| Hierarchal element con-| Integration of timing | Hierarchal system | Hierarchical struc-| Different type of hierar-| Different type of hierar-
eling hierarchi-| cept concepts into hierarchal | abstractions (sys-| ture of elements | chical elements (package, | chical elements (package,
cal elements elements tems of systems,|and variants (subset | block, part, activity, and | component, class)

integrated soft-| of  the elements’| state)

ware and hardware | subelements)

components)
MR-4. Map-| n-to-m mapping between | Time budgets are allo-| Mapping of software | Mapping functions | Mapping between differ-| Allocation modeling
ping between | design entities at differ-| cated to design entities | onto computational | and functional clus-|ent entities using an al-
architectural ent architectural levels | at different levels hardware entities ters to the technical | locate relationship
entities infrastructure
MR-5. Sup-| Component refinement | Component refinement | Component  exten-| No explicit evolution | Subtyping,  generaliza-| Subtyping, generaliza-
port of evolu-|and realization and realization sion mechanisms tion, refinement tion, refinement
tion
MR-6. De-| Quality requirement ele-| Support of architectural | No specific mecha-| No specific mecha-| No specific mechanisms | Modeling of quality in
termining ment as part of require-| quality from timing per-| nisms of defining ar-| nisms of defining ar-| of defining architectural | use characteristics
architectural ments modeling spective. chitectural quality chitectural quality quality
quality
MR-7. Adapt-| Used in academic setting | Used in academic setting | Used in academic | Concepts available | Automotive case studies | Real-time embedded sys-
ability in the setting tems

automotive do-
main

MR-8. Usabil-
ity

Graphical notation
based on the UML
profile, which is not

favored by automotive
engineers [94]

Defined for the automo-
tive domain

Defined for the auto-
motive domain

Defined using auto-
motive concepts

UML inspired graphical
notations

UML notations

MR-9. Lan-
guage maturity

Language specification
v1.0 in 2004, v2.0 in
2008, v2.1RC in 2010

Specification v1.0 in
2007, v2.0 in 2009

Standard AS5506 in
2004, AS5506A in
2009, AS5506/2 in
2011

No open specifica-

tion

Specification v1.0 in
2006, v1.1 in 2008, v1.2
in 2010

Specification v1.0 in
2009, v1.1 in 2011

MR-10. Ma-
ture and acces-
sible tool sup-
port

UML tooling supporting
EAST-ADL profile (Pa-
pyrus UML, MagicDraw
UML, and the EAST-
ADL prototype of Men-
torGraphics VSA)

No specific tool support

OSATE,
CASED,
STOOD toolsets

TOP-
and

No specific tool sup-
port

Commercial and open
source tool support (e.g.,
IBM Rational Rhapsody,
Atego Artisan Studio,
TOPCASED)

Commercial and open
source tool support (e.g.,
MARTE profile for Mag-
icDraw 15.5, Papyrus
MARTE profile)
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mechanisms are provided for the connectors [58]. In SysML and MARTE, generalization
and refinement relationships are used to evolve a component or a system.

To define architectural quality, TADL integrates the modeling of timing aspects
in the architecture definition. EAST-ADL provides a QualityRequirement element as part
of the requirements modeling and defines a set of quality attributes such as availability,
confidentiality, performance, reliability, safety, and timing. However, there are no explicit
associated constraints and semantics. QualityRequirement element is used to represent
a non-functional or quality requirement. In SysML, quality models are not part of the
language, but supported by the tool vendors. MARTE enables modeling of quality in use
characteristics which are related to outcomes of interactions with a system [115]. This
is supported by the non-functional properties (NFPs) modeling and analysis modeling
like quantitative analysis modeling, schedulability analysis modeling, and performance
analysis modeling.

Adaptability in automotive domain of these languages takes place mostly in
academic settings, with the exception of SysML and MARTE, which have the support
of commercial tool vendors tackling automotive modeling cases. Definition of the UML
profile of the EAST-ADL enables UML tool vendors to support it, however, the support
is limited. OSATE, TOPCASED, and STOOD toolsets are available to model in AADL.
There are no specific tools available for AML and TADL. Regarding usability, the ease
of use and understandability by automotive domain experts was examined. For languages
such as EAST-ADL, TADL, SysML, and MARTE UML-inspired graphical notations are
available. It was observed that automotive engineers, in particular mechanical engineers,
hardware developers, and process experts prefer proprietary modeling approaches [94].

Regarding the language maturity, language specifications of automotive modeling
languages except AML have been adapted and revised in the past several years. The
EAST-ADL language specification v1.0 was issued in 2004 and subsequently revised
in 2008, 2010, and 2013. The latest EAST-ADL version is v2.1.2. The SAE AADL
Standard AS5506 was issued in 2004, AS5506A revised in 2009, SAE AADL Annexes
AS5506/2 issued in 2011. TADL specification version 1.0 was issued in 2007 and version
2.0 in 2009. SysML specification 1.0 was adapted in 2006, v1.1 in 2008, v1.2 was issued
in 2010. The differences between the subsequent versions of the SysML specification
significantly more limited compared to other languages, i.e. the SysML specification
remains more stable. MARTE specification version 1.0 was adapted in 2009 and version
1.1 was developed in 2011. AADL, SysML, and MARTE have mature and accessible
tool support. Specifically, SysML tool vendors provide mature tools for architecture
modeling of automotive systems.

3.3.2 Discussion

In Section 2.2.1, a number of ADLs, namely EAST-ADL, AADL, TADL, AML, SysML,
and MARTE, were discussed. In Section 3.3.1, these ADLs were evaluated based on
the automotive specific modeling requirements. The modeling requirements discussed
in Section 3.2 were defined based on a series of interviews with automotive architects.
Tracing requirements at the OEM and supplier sites is considered one of the most
important modeling features. Therefore, regarding the requirements traceability
between multiple architecture views and the requirements modeling capability of EAST-
ADL, TADL, and SysML are considered valuable by automotive architects and engineers.

Regarding the architecture modeling needs, namely integrated multi-level model-
ing, modeling hierarchical elements, mapping between architectural entities,
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all surveyed ADLs provide mechanisms to a certain extent. All ADLs except AML
have a support of evolution mechanism. Defining architectural quality is the only
requirement, which has limited support of the ADLs. Although EAST-ADL, AADL,
TADL, and AML may seem favorable with respect to adaptability in the automotive
domain and usability modeling requirements, their lack of application in real-world
automotive systems and tooling make it less usable. However, regarding graphical notation
of architecture modeling, proprietary modeling approaches are preferred compared to
UML-inspired languages. Regarding language maturity, all the ADLs except AML
have been revised in the past several years. However, AADL, SysML, and MARTE have
a mature and accessible tool support.

Based on the evaluation, SysML was selected as the language that best fit the modeling
requirements. Accessibility, applicable language specification and tool support also played
a significant role in this selection. In the next section, a case study is carried out on the
usability of SysML diagram types. In addition, the benefits and disadvantages of the
features from the perspective of automotive domain are discussed.

3.4 Modeling Automotive Systems in SysML

SysML was selected as a suitable language to model automotive systems based on the
initial evaluation of automotive ADLs in Section 3.3. In this section, a case study was
carried out to evaluate the usability of SysML diagram types for automotive architecture
modeling by analyzing the similarity to the proprietary approaches.

Although it is well-known in the software engineering world that the graphical nota-
tion of SysML is similar to UML, it is not necessarily known in the automotive world.
Furthermore, over the past few years, the usability of nine SysML diagram types has
been evaluated for the automotive architecture modeling by practitioners. Although the
number of diagram types are fewer than 15 diagram types of UML, there are still advan-
tages and disadvantages of the remaining diagram types. Therefore, in this case study,
the applicability of SysML diagram types will be shown and compared to a proprietary
architecture modeling approach. Note that every automotive company may have specific
modeling needs and approaches that have been considered valuable by one company are
not necessarily so for another company.

For this purpose, an example automo-
tive system in SysML was modeled and
the automotive domain experts, who had
been interviewed to elicit modeling require-
ments, were asked to evaluate it [53]. The
automotive system is modeled based on
the existing architectural models and docu-
ments using all nine SysML diagram types
and IBM Rational Rhapsody, a commer-
cial modeling tool. Due to confidentiality
reasons we present part of the automotive
system models. The SysML diagrams have
been reviewed by the automotive domain
experts and the suitable diagram types for
architecture modeling were selected. The

evaluation process involved five senior ar- Figure 3.2: Example cruise control switches
(the right two switches).
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chitects, who are responsible for modeling

automotive software within one OEM at different architectural levels, ranging from
functional architecture to Electrical/Electronic (E/E) architecture. All of the architects
had a Master of Science (MSc) degree in mechanical or electrical engineering and had
more than 10 years experience in the automotive domain. One architect had a PhD in
mechanical engineering. The architects evaluated the usability of the SysML diagram
types by indicating it as useful or not. The experts also provided the reasons for the scores
they gave to the modeled system. In the first phase of the evaluation, the SysML models
were selected with respect to their usability scores and rationale of the architects. The
architects also met at the end of the evaluation to discuss the purpose and applicability
of the model kinds at different architectural levels. The second iteration of the evaluation
took place using the detailed SysML models and finalized the selection of the SysML
diagram types. The result of the evaluation contributed to the pilot project, where the
architecture modeling tool was selected by the industry partner. Therefore, experts
commitment was ensured.

Note the following discussion contains the summary of both evaluation phases. In the
following subsections, the modeling is described, this is then compared to the respective
modeling requirement defined in Section 3.2. The similarity to the proprietary technique
is then discussed and finally the evaluation and decision by the experts is presented.

3.4.1 Requirement Diagram

Modeling description The SysML requirement diagram provides a modeling construct
for text based requirements, and the relationship between requirements and other key
modeling artifacts [176]. A requirement is related to other modeling artifacts via a
set of stereotyped dependency relationships (e.g., «containy, «derive», «satisfy», and
«tracen). For example, the «verify» dependency shows the link from a test case to the
requirement(s) it verifies and the «refine» dependency is used to indicate that a SysML
model element is a refinement of a textual requirement. A particular problem and a
design decision can be, respectively, captured in the «problem» and «rationale» model
elements. The requirements hierarchy and the relations between a requirement and any
model element can be modeled by graphical and tabular representations. Note that the
requirement diagram is not intended to replace external requirements management tools
such as IBM Rational DOORS!. Its main purpose is to increase traceability within SysML
models.

Relation to the modeling requirement One of the key requirements related to
modeling issues is the MR-1: requirements traceability at multiple levels. A cruise
control requirement diagram was constructed to illustrate requirements hierarchies using
containment and derivation relationships and their relationships with other model elements
at different levels using satisfaction, refinement, and trace relationships. The requirement
diagram is intended to keep the requirements synchronized with the models. This enables
traceability between requirements and system model elements, given that the requirements
and their relationships are typically stored in the requirements specification documents
or managed by the requirements management tools [85]. As discussed in the following
section, its similarity to the proprietary technique, the proprietary trace mechanisms
and requirements modeling make the requirements diagram adaptable and easy to use.

Thttp://www-03.ibm.com /software/products/en/ratidoor
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Figure 3.3: SysML Structure Diagrams.

Thus, it satisfies the MR-7: adaptability in the automotive domain and MR-8: Usability
requirements.

Similarity to the proprietary technique Although there is no equivalent modeling
of requirements in the proprietary modeling, the requirement traceability is enabled in
the proprietary setting by indicating requirements’ identifiers at the function blocks. This
is similar to the application of «trace» dependency between a requirement and the model
element.

Evaluation by the experts The graphical and tabular representations of the require-
ments hierarchy and the relationship between a requirement and any model element are
considered very beneficial by automotive experts. The graphical representation makes it
easy to trace which element satisfies and verifies the requirement and how the requirement
influences other requirements. Also ambiguity of requirement diagrams is tackled by
other models (e.g., activity and sequence diagrams) by refining it. A requirement or a
relationship between requirements can have these elements associated with them. These
were also considered valuable by the automotive architects, because important problems
and decisions tend not to be documented explicitly.

Discussion The requirement diagram was selected as an appropriate diagram. The
tool features related to the requirement diagram vary between the different SysML tools.
Hence, it is considered useful for the automotive domain experts to have the list of tool
features which bring additional values for requirement modeling.

3.4.2 Structure Diagrams

The SysML structure diagrams address the structure of systems in terms of their hierarchy
and interconnections [85]. Figure 3.3 shows the overview of the SysML structure diagrams:
Block Definition Diagram (BDD), Internal Block Diagram (IBD), package diagram, and
parametric diagram. The BDD and IDD are two different diagram types to represent
the structure by formalizing the traditional systems engineering block diagrams [85].
A package diagram is same as a UML package diagram, which addresses the model
organization. A parametric diagram is a new diagram type, which is used to create
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systems of equations. Below the modeling of cruise control in these structural diagrams is
discussed.

3.4.2.1 Block Definition Diagram

Modeling description The static structure of a system is shown in a SysML Block
Definition Diagram (BDD). The SysML BDD is derived from UML2 class diagram. BDD’s
are used to define “black-box” components called blocks with external interfaces, where the
external interfaces can support both information flows (via standard ports and interfaces)
and physical flows (via flow ports and flow specifications) [85]. The block is a basic
structural element, which represents a modular unit of structure. A block may define
a system, control function, hardware or software component, and any other conceptual
entity. A block can have a structural relationship with another block using composition,
association, and specialization relationships.

Relation to the modeling requirement For the MR-2: integrated multi-level mod-
eling requirement, different levels of proprietary architectural concepts of the system were
mapped to the BDD elements and created the respective architectures in a BDD. Since
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the block concept is generic, the architectural representation in the BDD is sufficient. The
graphical notation of a block is adjusted to be similar to the domain-specific graphical
notation of an architectural entity. Figure 3.5 illustrates the BDD of a cruise control in a
graphical notation familiar to the architects. The nature of the block concept enables
the MR-3: modeling hierarchical elements requirement. Because of its flexibility to
adjust following the proprietary graphical representations, the BDD satisfies the MR-7:
adaptability in the automotive domain and MR-8: usability requirements.

Similarity to the proprietary technique Architectural models at different architec-
tural levels are created in BDD. Figure 3.4 shows a part of the proprietary high-level
structural diagram. For readability and confidentiality reasons, the model is simplified and
only a part of the model is shown. The comparable SysML BDD model is illustrated in
Figure 3.5. MATLAB, Simulink, and Stateflow seem to have become common approaches
to develop embedded software system in the automotive industry. Hence, translating
BDD concepts originated from object-oriented programming into concepts closer to the
current software development methods, facilitates the evaluation process.

Evaluation by the experts The BDD was considered to be an appropriate structural
modeling approach by the automotive experts. However, BDD concepts such as association,
composition, and specialization, which are borrowed from the object-oriented programming
needed further elaboration during the evaluation. In addition, a major shortcoming was
the default graphical notation of a block, which shows the compartments separated by
horizontal lines containing different members of the classifier as in the UML class notation.
For example, a UML class is shown with three compartments; the first compartment
holds the name of the class, the middle compartment holds a list of attributes and the
bottom compartment holds a list of operations.
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Discussion The Block Definition Diagram is considered useful by the architects, given
that the graphical representation of the structural models can be adjusted to the automo-
tive domain in addition to modeling a structure of model entities and their interrelation-
ships.

3.4.2.2 Internal Block Diagram

Modeling Description A SysML Internal Block Diagram (IBD) describes the internal
structure of a block in terms of its constituent parts and their connections. IBD’s are used
to show the “white-box” perspective of block components, where connectors show how
internal parts are “wired” to external interfaces and each other. SysML IBD is derived
from UML2 Composite Structure diagram. The part or part property defines a set of
instances that belong to an instance of the composite block [85]. A block’s interaction
point is called a port.

Relation to the modeling requirement The composite architectural concepts of
the system were mapped to the IBD elements and the respective architecture was created
in the internal block diagram. The instantiation of the blocks in the BDD as parts of the
IBD enabled the MR-2: integrated multi-level modeling and MR-3: modeling hierarchical
elements requirements. Also, because of its flexibility to adjust the graphical representa-
tions and integrated multi-level modeling, the IBD satisfies the MR-7: adaptability in the
automotive domain and MR-8: Usability requirements.

Similarity to the proprietary technique Figure 3.6 shows a part of the proprietary
internal structural diagram. There are several representations of the internal structure.
Again for readability and confidentiality reasons, the model is simplified and only a part
of is shown. The counterpart of the proprietary model in SysML IBD is illustrated in
Figure 3.7.

Evaluation by the experts A different graphical notation for the reference part by
setting a dashed boundary in the IBD is considered valuable as it cuts across the tree

v
CC_Active
Input CC_Commands
Arbitration CC Control
Logic
CC_Setspd | CC Speed | CC_Fuel Fuel
Vehicle Data Controller Arbitration
Vehicle Data

Figure 3.6: A Part of the Proprietary Internal Structural Model for the Cruise Control
System.
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Figure 3.7: The Internal block diagram of the Cruise Control System

structure of a composition hierarchy and helps to emphasize the blocks from different
architectural levels. Any change to the block type in a BDD can be propagated to the
parts and referenced parts in the IBD. Therefore, it adds an additional value to the
consistency between different architectural levels/views.

Discussion Given that the integrated multi-level modeling and the modeling hierarchical
elements are key to enabling consistent architectures at different levels, the IBD is also
considered appropriate.

3.4.2.3 Package Diagram

Modeling Description The package is a fundamental unit of model organization [85].
A SysML package diagram is used to group modeling elements in a hierarchal structure.
Packages are both containers and namespaces [85]. A namespace enables its elements to
be uniquely identified within it. Figure 3.8 shows an example package diagram, which
organizes a cruise control model with the SysML model structure. The cruise control
model contains requirement, structural and behavioral models.

Relation to the modeling requirement The hierarchal nature of the package concept
enables the MR-3: modeling hierarchical elements requirement. Due to its similarity to
the proprietary hierarchal concepts, the package diagram satisfies the MR-7: adaptability
in the automotive domain and MR-8: usability requirements.

1

CruiseControl Model
T © T
1 1 1

Requirements Models Structure Models Behavior Models

Figure 3.8: A Cruise Control Package Diagram.
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Similarity to the proprietary technique In proprietary modeling, there is a similar
concept for a package concept. However, all the package diagram elements except
dependency relationship and rationale element do not exist in the proprietary architecture
modeling.

Evaluation by the experts This grouping of elements in a hierarchical structure can
be used for task allocation and system decomposition, therefore the package diagram was
considered useful. The similar package concept already exists in the proprietary modeling
approach, which made it easy to adapt by the domain experts.

Discussion The package diagram was selected as a beneficial diagram type.

3.4.2.4 Parametric Diagram

Modeling Description A SysML parametric diagram represents constraints or equa-
tions on property values [85]. It supports engineering analysis such as performance,
reliability, and safety analysis and enables integration of engineering analysis with design
models. IBM Rational Rhapsody [109](version 7.5.2 or later) can perform constraint-
related calculations with the Parametric Constraint Evaluator, which interfaces with
computer algebra systems such as Maxima? and MATLAB.

2http:/ /sourceforge.net /projects/maxima,/
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Figure 3.9: Defining Reusable Equations in BDD
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Relation to the modeling requirement An analysis model was built with reusable
equations in the BDD and parametric diagrams were created. See Figure 3.9 and 3.10
respectively. The parametric diagram does not however support the MR-2: integrated
multi-level modeling requirement, because it requires an independent computational engine
to carry out the analysis.

Similarity to the proprietary technique There is no counterpart proprietary mod-
eling for parametric models.

Evaluation by the experts Having a parametric model separate from the computa-
tional engine, which is provided by different analysis tool was considered not beneficial by
the automotive experts. The syntax and semantics of parametric diagrams are ambiguous,
thus it needs to be integrated with other simulation and analysis modeling tools such as
Modelica to support the execution of the parametric models [179].

Discussion The parametric diagram type was not selected by the automotive experts
because the use of the diagram was not considered beneficial. Furthermore, to execute
the parametric diagram, another tool needs to be integrated. Thus it is costly to apply
and integrate extra tools.

3.4.3 Behavior Diagrams

In this section, the behavioral diagrams of the cruise control system are discussed.
Figure 3.11 shows the behavior diagrams.
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Figure 3.10: PowerFlow Parametric Diagram
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Figure 3.11: SysML Behavior Diagrams

3.4.3.1 Use Case Diagram

Modeling Description Use case diagram is a type of behavioral diagram, which
describes the functionality of a system in terms of how its users use that system to achieve
their goal. The users are described by actors, which represent either external systems
or humans who use the system. A use case represents externally visible behavior of a
system and can be elaborated in other behavioral diagrams such as activity and sequence
diagrams to describe detailed scenarios [85].

The Rational Unified Process (RUP) is a popular methodology to develop a system in
use case-driven way [132]. It enables the development activities to be traceable back to
the use cases as defined in agreement with the user or customer.

Relation to the modeling requirement Driver’s use cases of the automotive system
were modeled. Use cases have a textual and graphical description that may be elaborated
further with detailed descriptions of their behavior using activity, interaction or state
machine diagrams. Main use cases are detailed in an activity and sequence diagrams. Note
that use cases focus on functional requirements exclusively. Use cases can be elaborated
in other behavioral diagrams, which supports MR-2: integrated multi-level modeling
requirement. Use case diagram satisfies the MR-7: adaptability in the automotive domain
requirement, because it can be adapted to elicit the functional requirements based on the
use case analysis approach.

Similarity to the proprietary technique There is no comparable use case diagram
in the proprietary architecture modeling, since functional requirements are not explicitly
captured using use case analysis. However, there are signs of a need for modeling user
interaction with the system as shown in a requirements document. It illustrates a driver
interaction with the vehicle and dependency with other functions. Use cases are captured
in textual format in the requirements document.

Evaluation by the experts Use case diagrams were created based on the driver’s use
cases and these were then detailed in activity or sequence diagrams. However, the use case
analysis approach differs from the proprietary way of functional requirements elicitation.
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Discussion The use case diagram type was not selected, although it could be useful
for traceability. The main reason was that the functional requirements are currently not
explicitly captured using use-case analysis approach.

3.4.3.2 Activity Diagram

Modeling Description Activity diagram uses an activity concept, which is a formalism
for describing behavior that specifies the transformation of inputs to outputs through
a controlled sequence of actions [85]. Actions are the building blocks of activities and
describe how activities are executed. Each action can accept inputs and produce outputs,
which are called tokens. Tokens can be information or a physical item e.g., fuel. Activity
diagrams are graphical representations of the flow of inputs/outputs and control, including
sequence and conditions for coordinating activities. The SysML activity diagram extended
the UML activity diagram with support for continuous flow i.e., the SysML activity
diagram has been extended to indicate flows among steps that convey physical matter
(e.g., gasoline) or energy (e.g., torque, pressure). SysML is aligned with an enhanced
functional flow block diagram. Additional changes allow the diagram to better support
continuous behaviors and continuous data flows.

Relation to the modeling requirement As mentioned previously, a number of
activity diagrams were built elaborating driver’s use cases. In the activity diagrams,
a set of activity nodes and actions are grouped into an activity partition to indicate
responsibility for execution of those nodes. An allocate activity partition is a special type
of partition that can be used to perform behavioral allocation.

Activity diagrams enable MR-1: requirements traceability at multiple levels, namely
requirements traceability to behavioral models. The hierarchal nature of the composite
activity concept enables the MR-3: modeling hierarchical elements requirement. Further-
more, activity partitions (i.e., swimlanes) of the activity diagram fulfill the modeling
requirement MR-4: mapping between architectural entities. When allocating functions to
ECUs, explicit allocation of behavior to structure using swimlanes can enable the modeling
requirement of the mapping between architectural entities. However, adaptability in the
automotive domain requirement is not fulfilled because its UML-based graphical notation
is considered not favorable.

Similarity to the proprietary technique There is no comparable diagram in the
proprietary modeling. Informal conceptual diagrams and textual descriptions are used for
describing control behavior.

Evaluation by the experts Activity diagrams are adapted from UML and there is
no counterpart in automotive architecture modeling. SysML activity diagram is enhanced
from UML activity diagram and lack of UML usage in automotive companies hinders the
preference of this diagram type. Furthermore, in automotive architecture analysis, the
lack of tool support to carry out simulation using activity diagram was considered not
favorable.

Discussion The activity diagram was not chosen, because the UML-based diagram was
not easy to adapt for automotive architecture modeling.
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3.4.3.3 Sequence Diagram

Modeling Description In SysML, behavior can also be represented in a sequence
diagram. A sequence diagram represents the interaction between the structural elements
of a block as a sequence of message exchanges [85]. The interaction can be between
the system and its environment or between the components of a system at any level of
a system hierarchy. A message can represent the invocation of a service on a system
component or the sending of a signal. There are different types of messages such as
synchronous messages where the sender waits for a response, and asynchronous messages
where the sender continues without waiting for a response. Structural elements of a block
are represented by lifelines (dashed vertical lines) on a sequence diagram.

Relation to the modeling requirement An a set of sequence diagrams were cre-
ated to show the interaction between the cruise control blocks. The sequence diagram
supports the requirement MR-2: integrated multi-level modeling. However, adaptability
in the automotive domain requirement is not fulfilled because its UML-based graphical
notation is considered not favorable when representing complex scenarios. Although the
sequence diagram is not used in the proprietary modeling approach, it satisfies the MR-7:
adaptability in the automotive domain and MR-8: usability requirements especially due
to its ability to model interactions.

Similarity to the proprietary technique There is no comparable diagram in the
proprietary modeling. Textual descriptions are used for describing complex scenarios.

Evaluation by the experts Modeling complex scenarios and interactions in sequence
diagrams is considered useful especially by the E/E architect, because it could be used to
model the synchronous and asynchronous communication between items such as ECUs.

Discussion The sequence diagram was selected as a useful diagram type for modeling
interactions.

3.4.3.4 State Machine Diagram

Modeling Description State machine diagram was also used to model the behavior
of a system. SysML state machine is same as UML statechart, which is an object-based
variant of Harel statechart adapted and extended by UML.

Relation to the modeling requirement A high level state machine diagram was
created for the cruise control system, which is same as the MATLAB Stateflow diagram.
MR-2: integrated multi-level modeling requirement is supported by the stateflow diagram
as other SysML diagram types. A composite state concept enables the MR-3: modeling
hierarchical elements requirement. In addition, MR-7: adaptability in the automotive
domain and MR-8: usability requirements are fulfilled because behavioral modeling in
stateflow is broadly applied in automotive industry.

Similarity to the proprietary technique State diagrams are used broadly to imple-
ment behavior in proprietary architecture modeling. Mostly MATLAB Stateflow diagrams
are used.
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Table 3.2: Modeling requirements and SysML diagram types

Modeling requirements Req.D | BDD | IBD PD |Par.D| UC AD SD SM
[3.4.1] |[3.4.2.1] | [3.4.2.2] | [3.4.2.3] | [3.4.2.4] | [3.4.3.1] | [3.4.3.2] | [3.4.3.3] | [3.4.3.4]
MR-1. Requirements trace-| v v
ability at multiple levels
MR-2. Integrated multi-level v v v v v v
modeling
MR-3. Modeling hierarchical v v v v v
elements
MR-4. Mapping between ar- v
chitectural entities
MR-5. Support of evolution v
MR-6. Determining architec-
tural quality

MR-7. Adaptability in the au-| v/ v v v v v v
tomotive domain
MR-8. Usability v v v v v v
MR-9. Language maturity v

MR-10. Mature and accessi- v

ble tool support

Evaluation by the experts Due to the popular usage of the MATLAB Stateflow,
SysML state machine diagram is considered easy to apply. However, there was a discussion
about choosing between SysML state machine diagram and MATLAB Stateflow diagram

types.

Discussion State machine diagram type was selected, because the MATLAB Stateflow
is widely used to implement behavior and is considered beneficial to enable behavioral
modeling in the architecture modeling phase. However, as the MATLAB Simulink and
Stateflow charts are broadly used in automotive industry, the selection between SysML
state machine diagram and MATLAB Stateflow charts needs further analysis.

3.4.4 Summary

Based on the evaluation of SysML modeling of the cruise control system, the following
SysML diagrams were identified as beneficial by the stakeholders: requirement diagram,
block definition diagram, internal block diagram, package diagram, sequence diagram
and state machine diagram. The main reasons for selecting these diagrams are explicit
architecture modeling needs and similarity to proprietary modeling approach. Other
reasons included usability, applicability and understandability by domain experts.

As summarized in Section 3.2, SysML diagrams satisfy the modeling requirements
(except the MR-6. Determining architectural quality requirement as other automotive
ADLs). However, the behavioral diagrams, except the state machine diagram type, need
further adjustment to make them usable in automotive domain. For MR-5. Support of
evolution requirement, SysML generalization and refinement relationships are used to
evolve a component or system. With respect to MR-9. Language maturity and MR-10.
Mature and accessible tool support modeling requirements, the SysML diagram types and
tool support for the diagram types mature as discussed in Section 3.3.1.

The selection of these diagram types are in alignment with other modeling case studies
of SysML of automotive systems e.g., driver information system [187] and [16] as discussed
in the previous section.
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3.4.5 Related Work

In an automotive industrial case study on the systems modeling for premium vehicle [187], a
driver information system was modeled in SysML version 0.9 using the OEM’s requirements
specification document. Use case diagrams, assembly diagrams (an internal block diagram
in SysML version 1.2) and sequence diagrams are selected as appropriate diagrams [187].
The developed models are evaluated based on the regular discussions with OEM system
engineers and other stakeholders. Relevant elements of SysML language for the OEM
are identified by the representatives of OEM, suppliers and the international automotive
research center, UK [187]. In addition to system modeling, the integrated usage of SysML
requirements diagram, use case diagram, and sequence diagram was considered valuable.
Specifically, requirements diagrams can specify the textual requirements, use case diagram
can depict the use cases satisfying those requirements, and the requirements and use
cases can be linked to other diagrams such as sequence diagrams which can be used to
verify those requirements. The time the tooling for requirements modeling was limited,
therefore the requirements diagram was not used. To facilitate the increasing supplier-
OEM collaboration to develop systems, SysML was considered beneficial to capture and
communicate system requirements in a systematic way [187]. However, stability and
maturity of the SysML language was required. In this case study, the main focus was
to capture and communicate effectively system requirements. The choice of diagrams
appears to be more related to system and requirements modeling.

SysML was used on pilot projects to meet the needs of an automotive supplier’s
product lines [16]. For confidentiality and understandability reasons, the selected SysML
diagrams were extracted from tutorial examples on modeling a hybrid vehicle. SysML
block definition diagrams, internal block diagrams, use case diagram, sequence diagrams,
state machine diagrams, activity diagrams, and requirements diagrams are selected based
on the pilot projects. The selected SysML diagram types were mapped to the phases of
the system engineering process [16]:

e Definition of stakeholder phase needs a Requirements Diagram (RD), a Block
Definition Diagram (BDD), a Use Case Diagram (UCD), a State Machine Diagram
(SMD), and a Sequence Diagram (SD). The RD is needed to illustrate identified
stakeholder needs and trace the requirements. The BDD is selected to model
operational context diagram. The SMD is used to model user modes identification.
The UCD and SD are used to represent use cases.

¢ Requirements analysis phase needs an Internal Block Diagram (IBD), SMD, and
SD. The IBD is used to describe the system interface. The SMD is used to describe
the identified system states. The SD is used to refine user level scenarios in order
to identify system services.

e Logical architecture design phase needs a BDD, Activity Diagram (AD), and
IBD. A BDD is used to describe a functional architecture. An IBD is used to
describe the interaction flows between the internal logical blocks. An AD illustrates
the internal behavior of system block operations.

e Physical architecture design phase needs a BDD, IBD, and SD. The BDD is
used to describe a physical architecture. The IBD is used capture the interaction
flows between the internal physical blocks.

It was concluded that using SysML in a system engineering process improved the
weak practices e.g., a use case driven approach helped understand the problem instead of
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focusing on solutions first. Since automotive software engineering is multi-disciplinary e.g.,
covering system, software, hardware, and mechanics disciplines, customizing an SysML
tool for the automotive domain is considered crucial. Interfacing with safety analysis
tools to comply with safety standards such as ISO26262, behavior simulation tools e.g.,
MATLAB Simulink and Stateflow, and AUTOSAR authoring tools are also expected from
a SysML tool. The result of the automotive supplier’s pilot projects concluded that SysML
provides a promising solution for automotive ontology, however further improvements are
needed [16].

SysML was used as one of the Architecture Description Languages (ADL) for au-
tomotive system development [215]. For detailed modeling steps, an Adaptive Cruise
Control system was modeled. The SysML Internal Block Diagram (IBD) was used to
model a system architecture. However, the other SysML diagram types are not discussed
in this case study. The objective of the study was to compare different ADLs to model
architectural aspects of automotive systems.

For prototyping an embedded automotive system, SysML was used to represent high-
level models and to integrate with other languages [20]. SysML requirements diagrams
are used to capture system requirements. SysML Block Definition Diagrams are used to
model the general structure of the system. Internal Block Diagrams are used to represent
the internal structure of the blocks in detail. The system behavior is described using
state machine, sequence, and activity diagrams. Although SysML parametric diagrams
are not directly used, it was the base of the TEPE, a property language. TEPE is used
to express properties in terms of logical and temporal relations between system events
and attributes [20]. SysML was considered useful to model system architecture and its
behavior. Different SysML profiles are developed to support the conceptual stages of the
prototyping method.

The selection of the SysML diagram types of these case studies is in alignment with
the result of our research. SysML is considered a promising solution for the automotive
domain, the support of (tool) integration with other tools (e.g., safety and security analysis
tools, AUTOSAR authoring tool, MATLAB Simulink and Stateflow, and formal analysis
tool).

3.5 Conclusion

As 50-70% of the development costs of the electronics and software systems is attributed
to software development, automotive companies recognize ADLs as one of the most
appropriate solutions to reduce development costs and increase the quality of software.
Architecture description technologies were evaluated, including EAST-ADL, TADL, AML
(automotive specific), AADL (adapted from avionics), SysML and MARTE (general-
purpose). Furthermore, the advantages and drawbacks of applying SysML for a modeling
automotive system were shared.

IBM Rational Rhapsody was used for the case study to evaluate the usability of SysML
diagram types for automotive architecture modeling by analyzing the similarity to the
proprietary approaches. Although it is well-known in the software engineering world that
the graphical notation of SysML is similar to UML, it is not necessarily known in the
automotive world. In this case study, the automotive specific modeling requirements were
checked against SysML language and tool features. The SysML diagram types which
satisfy the modeling requirements were selected as suitable for modeling automotive
architectural models, which were aligned with the selection of prior case studies on
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different automotive systems [16,20,187,215]. Although the reasons for selecting the same
diagram types were not explicitly discussed in these case studies, the diagram types used
to illustrate different automotive systems are the same except a sequence diagram type
was used in the driver information system [187].






Chapter 4:

Formalizing A Correspondence Rule for Automotive
Architecture Views

Architecture views have long been defined in the software architecture field with an intention
to systematically model complex systems by representing them from the perspective of
corresponding stakeholder concerns. Different architecture views have been defined in
the scope of automotive Architecture Frameworks (AFs) and Architecture Description
Languages (ADLs). Therefore, we defined an Architecture Framework for Automotive
Systems (AFAS) aligning the architecture viewpoints and views from existing automotive
AFs and ADLs. Currently, a correspondence rule between architecture views has not
been studied in the automotive domain. Therefore, in this chapter, we formalized a
correspondence rule between the architecture views in the automotive domain. The
formalized correspondence rule has been implemented as a Java plugin for IBM Rational
Rhapsody and evaluated in a case study based on an Adaptive Cruise Control system.

4.1 Introduction

In the automotive industry, gradually more attention is being paid to architectural
modeling to tackle the increasing complexity of automotive software systems and to
maintain the system’s quality [166]. Typically, numerous architects create multiple
models representing several views [76]. We have defined a set of architecture viewpoints
and views as part of the Architecture Framework for Automotive Systems (AFAS) in
Chapter 2. The scope of the current chapter is to formalize the refinement correspondence
between AFAS structural views, in particular between functional and software views, to
ensure consistency between the functional architecture and software architecture models.
Throughout this chapter, we refer to a functional architecture and software architecture
model as a Functional (FN) and Software (SW) model, respectively.

Functional decomposition is carried out by an Original Equipment Manufacturer
(OEM) and the functional models are delivered to a supplier, who refines the model in the
software view and returns the functionality in the Electronic Control Unit (ECU). The
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Figure 4.1: An example illustration of AFAS view correspondences

refinement is a transformation that takes a model from an abstract level to a more detailed
level [76]. The refinement of the functionality in the software view may take several
iterations e.g., the feedback to the functional model of the OEM or changes in the functional
model may need to be propagated into the supplier’s software models. This process is
currently document-centric, prone to errors, and cumbersome [92]. Documentation-centric
collaboration may, however, result in software models that do not comply with the
intention of the OEM as informally described in the functional model. A method is
required to facilitate automated consistency checking between the functional and software
models. Therefore, formalizing a correspondence rule between these views is a step
towards a consistent multi-viewpoint architecture modeling [66].

According to the ISO 42010 international standard [116], a correspondence defines a re-
lation between architecture description elements, which in the context of this thesis is called
the architecture view. An architecture relation can include e.g., refinement, composition,
consistency, and traceability [116]. Therefore, formalizing refinement correspondence rules
between functional and software views checks whether or not the restrictions expressed
by the rule are satisfied. This is also described as ensuring consistency.

In Figure 4.1, an example correspondence between structural views of the AFAS is
illustrated. A functional view consists of a functional architecture model that contains a
number of functions or subsystems realizing vehicle features. A software view consists
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of a software architecture model, which refines the functions into software components
or blocks. The relationship between software components and functions is illustrated in
Figure 4.1. The functional view is governed by the functional viewpoint and both software
and hardware views are governed by the implementation viewpoint as discussed in the
AFAS framework, Section 2.4.

Checking architectural consistency is used to ensure the information in several views
is not conflicting [165]. For the software architecture community, consistency checking
for architecture views and architectural models has been investigated vigorously [34,129,
165,196,197]. Existing techniques for architecture consistency checking can be divided
into two main categories. The first category concerns consistency checking techniques
between the static architecture and the architecture extracted from the source code
such as the software reflexion technique [164], the Bauhaus tool suite [19], and the
clustering technique [18]. The second category relates to ensuring consistency between
UML structural and behavioral diagrams (e.g., consistency between class, sequence, and
statechart models) [42,75,76,143,165,216].

Because UML is not broadly used in automotive architecture modeling and the
relation between automotive architecture views is not explicitly addressed, we formalize
the relation between structural models, namely functional and software models of the
AFAS. Regarding the relation between views, we position our work using the classification
framework in the following Section 4.1.1. Our objective is to formalize the relation by
defining the correspondence and correspondence rules between automotive architecture
views. The research question RQ, is addressed in this chapter.

RQ,: How can we formalize the correspondence rules between automotive
architecture viewpoints?

Because OEMs and suppliers may use different Architecture Description Languages
(ADLs) to represent architectural models, we apply a language-neutral consistency checking
mechanism inspired by the Relation Partition Algebra (RPA) [80,81,131]. The language-
neutral consistency checking mechanism will be discussed in more detail in Section 4.1.1.

4.1.1 Relations between views

This section positions our work using the classification framework presented in [30].
Relations between different views are crucial to ensure consistency and maintain the
consistency over time [30]. However, research on relations between views in the software
architecture field has been fragmented due to the lack of common concepts and terminol-
ogy [30]. To avoid further fragmentation, we followed the criteria of relations between
views and positioned our research as illustrated in Figure 4.2 by underlining the respective
selection.

According to Boucké et al. [30], the relations between views can be characterized
into three main dimensions, namely Usage, Scope, and Mechanism. These dimensions
further structure approaches as listed in Figure 4.2. We discuss below the mapping of our
approach to these categories:

e Usage: Relations between views can be used for four main purposes [30]: 1)
Consistency checking determines if the information in several views is consistent;
2) Composition of views enables the integration of information from several views;
3) Tracing or trace relations spans a number of different architectural elements to
enable consistency; and 4) Model transformation creates a model conforming to a
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Figure 4.2: Categories of relations between views, derived from the relation categories [30]
and extended with the mechanisms for Consistency Checking Usage.

target metamodel from a model conforming to a source metamodel. Consistency
checking is the usage that we focus on in this chapter. There can be different
types of consistency checking namely general-purpose consistency checking, design
constraint checking, and service composition consistency checking [30]. General-
purpose consistency checking approaches check inconsistencies in requirements
specifications, different views, and UML diagrams. The design constraint checking
approaches use a language to express and control design constraints to restrict the
architectural and design evolution. The service composition consistency checking
approach provides static verification of a web service composition. Our approach
falls into the category of the general-purpose consistency checking type for checking
consistency between different views.

Scope: The scope criterion defines the range of view relations: 1) Intra vs. Inter
model type. A model type or a model kind defines the conventions for one type
of architecture model [116] e.g., UML structural and behavioral diagram types.
Intra model type relations refer to relations between the same type of models. Inter
model type relations refer to relations between different types of models. 2) Level
of detail covers relations between complete views, models, and between elements
inside the same views; 3) Horizontal vs. Vertical relations. Horizontal relations refer
to relations between views at the same level of abstraction. Vertical relations are
either relations between views at different levels of abstraction (such as refinements)
or relations with other representations such as requirements, detailed design or even
implementation; 4) Metamodel vs. Model. A metamodel is an explicit model of the
constructs and rules used to build specific models within a domain of interest [30].
This scope addresses if a model in a domain of interest conforms to the metamodel.
From the four view relations, our scope falls into the combination of the first and
fourth category. Specifically, we focus on the vertical relations between the same
type of models at different abstraction levels i.e., consistency checking between
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higher-level functional model and the lower-level software model (e.g., refinement
relation).

e Mechanism: The third dimension of the framework in Figure 4.2 categorizes
mechanisms that describe relations between views: 1) Direct references mean
elements from one view can refer directly to elements of another view; 2) Tuples
are used to model relations in a form of mapping; 3) FEzpression language defines
which expressions are well-formed, and therefore can be used and meaningfully
interpreted [30]. As mentioned before, we apply a language-neutral consistency
checking mechanism inspired by the RPA.

Our approach is an application of the generalized consistency checking between
software views in [34,165]. The consistency rules are defined to take on the informal
semantics of architectural consistency and to match most closely what automotive software
architects expect. This is achieved primarily through considering examples and building a
definition of refinement correspondence based upon these rules. Then, formal definitions
for consistency and a consistency-checking algorithm is formulated which is implemented
in an automated tool. The second contribution of this research is a prototype consistency-
checking tool in the form of an IBM Rational Rhapsody plugin.

We evaluated our consistency checking method and tool by emulating an OEM and a
supplier. The “OEM” created a functional architecture model for a truck and submitted a
functional model of the Adaptive Cruise Control (ACC) to the “supplier”. The “supplier”
refined the functional model to a software model and created a running ACC prototype.
Although the ACC subsystem works correctly according to the OEM functional model,
by using our tool we identified that the ACC software model created by the “supplier”
was inconsistent with the functional model provided by the “OEM”.

4.1.2 Chapter outline

The remainder of the chapter is structured as follows. Section 4.2 introduces basic
notations. Section 4.3 presents the approach by describing the correspondence rule
between the functional and software views, the consistency semantics and definitions.
Section 4.4 covers the tool development. We evaluate the approach in Section 4.5 and
discuss related work in Section 4.6. Finally, Section 4.7 summarizes our contributions
and discusses directions for future work.

4.2 Architectural Notations

This section serves as the introduction to the main notations that are used throughout
this chapter. We use SysML as graphical notation and a textual notation inspired by
RPA to describe the architecture in textual format.

4.2.1 Graphical Notation

For the graphical notation of functional and software models, we use a block definition
diagram (BDD) of the Systems Modeling Language (SysML). SysML is a general purpose
graphical modeling language used to represent systems in system engineering [176].
Although SysML is discussed in the scope of the automotive ADL evaluation in Chapter 3,
we elaborate below on the main concepts of the BDD.
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Figure 4.3: SysML BDD example.

SysML uses the concept of blocks to specify hierarchies and interconnections within a
system design. The block is a general purpose hierarchical structuring mechanism and
can represent any level of the system hierarchy (e.g., top-level system, a subsystem, or
logical or physical component of a system or environment, and function block).

A BDD describes relationships between blocks such as composition and dependency.
A composition describes a whole-part hierarchy, where the composite is existentially
responsible for its parts [240] e.g., a system is composed of subsystems or components.
The composition relationship is illustrated by a solid diamond. In Figure 4.3, an example
BDD diagram illustrates a system S, which is composed of A and B blocks. A is
composed of A; and Ay blocks and B is composed of By and By blocks. A dependency is
a relationship between two elements e.g., blocks, which indicates that a change on one
end of the dependency may result in a change in the element on the other end of the
dependency [85]. A dependency is denoted as a dashed line with an open arrow pointing
from the dependent (called also a client) to the dependee (called also a supplier). For
example, in Figure 4.3, a block A; depends on B; and By, which indicates that a change
in By and B may result in a change in the A;. Early in the modeling phase, dependencies
are often used to specify a relationship that can be replaced or refined [85]. In the context
of this chapter, the dependency relation between functions in a functional model is the
same as a dependency relation between software blocks in a software model.

4.2.2 Textual Notation

The textual notation of functional and software models and the notation used to express
rules between architecture views is inspired by approaches based on Relation Partition Al-
gebra (RPA) [34,131,165]. RPA formalized descriptions of (parts of ) software architectures
and it is based on sets and binary relations [131].

A set is a collection of objects (elements or members) and a relation is a special sort
of set i.e., represents a set of pairs. For example, system S in Figure 4.3 can be expressed
as S ={A, B}, A={A,, A2}, and B = {By, B2}

A binary relation or a relation, from X to Y is a subset of the Cartesian product
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Figure 4.4: AD elements and correspondences [116].

X xY, a set of tuples (z,y) where x € X and y € Y. Binary relations can be used
to express the relationships between model entities. In addition to a tuple notation,
(x,y), we apply a prefix notation denoted by R(x,y) to refer to an element of a binary
relation. In the following example, we illustrate the SysML composition and dependency
relations as representatives of a binary relation. For example, compositions in Figure 4.3
can be denoted as comp(S, A), comp(S, B), comp(A, A1), comp(A, As), comp(B, By), and
comp(B, Bs) and dependency relations can be denoted as dep(A;, By), dep(A1, Ba),
dep(Bsg, As), and dep(Bi, Bs) respectively. The composition relation is the reverse of the
part-of relation and the dependency relation is the same as the uses relation of RPA [131].

In the next section, we discuss the architecture consistency process and a correspon-
dence rule between architecture views.

4.3 Architecture Correspondence

In this section we define the notion of correspondence and correspondence rules between
functional and software views with the purpose of expressing and checking consistency
among these views. We illustrate and formalize the consistency checking approach. In
the ISO-42010 standard [116], a correspondence defines a relation between architecture
description (AD) elements, which in the context of this thesis is called the architecture
view. Correspondences can be governed by correspondence rules as depicted in Figure 4.4.
Although the ISO-42010 standard does not specify a format for correspondences, they
can be defined as relations and tables [77].

We revised the architecture consistency checking approach, which separates architect
and developer roles [198]. As illustrated in Figure 4.5, the role of consistency checking is
clarified among the automotive architects to ensure architectural consistency at different
architecture views. In this approach, systematic checks of architectural consistency in the
system architecture are made explicit. In Figure 4.5, functional and software architectural
models are created and modified by the respective architects. If a violation is detected after
checking consistency rules for respective views, an action is required from the architects
to mitigate the conflicts.

4.3.1 Correspondence Rule

Consider the following example. Let S be a system and let FN(S) and SW(S) be the
functional view of S and the software view of S, respectively. Given that FN(S) includes
functional components, fnq,..., fn, and SW(S) has software components, sws, ..., sw,,
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a correspondence expressing which functional components are refined by which software
components is specified by a software architect.

Refinement is a transformation that takes a model from an abstract level to a more
detailed level [76]. Thus, the correspondence rule for the refinement correspondence
between functional and software views is:

Rule: Every functional component, fn, defined by the functional view FN(S), needs
to be refined in one or more software components, sw, as defined by the software view
SW(S) of a system S.

The correspondence rule for an example model in Figure 4.6 implies that A, B, and C'
in SWview refine A, B, and C in FN view respectively. To perform the consistency check
between these views, it suffices to lift the S model into a model with the same level
of abstraction as the FN model (cf. the lifted model (LM) in Figure 4.6). For example,
dep(A, B) is present in LM since dep(A;, By) is present in the SW, comp(A4, A1) and
comp(B, By).

Lifting abstracts from the details inserted by the refinement, leaving only information
relevant for comparison with the FN. Although the lifting notion is inspired by the lifting
of the Relation Partition Algebra (RPA) [81], the lifting notion that we define has different
semantics. To distinguish from the well-known lifting notion of the part-of relation in the
RPA, we use the term R-Lifting (Relation-Lifting) in this chapter.

In terms of static models, this requires that for every entity present in the high-level
FN model, the relationship present in the low-level SW model must be derived. The FN
model can then be directly compared with the lifted model. Possible inconsistencies are
relations which exist in the FN model but not in the lifted model, or relations which exist
in the lifted model but not in the FN model. These inconsistencies are referred to as
absences and divergences. In Figure 4.6, an example absence relation is a relation between
B and C in FN, which is absent in the lifted model and example divergence relations are
a dependency relation from B to A and A to C, which do not exist in FN.

FN Architect | Consistency Checker SW Architect
|
|
Create | Create
Architecture Architecture

Consistency check

[violations
detected]

Notify FN Notify SW
Architect Architect

Figure 4.5: Architecture consistency checking approach.
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Figure 4.6: Illustration of refinement correspondence (SW refines FN) and example
inconsistent relations (absence and divergence relations). LM denotes the Lifted Model.

4.3.2 Consistency by Example

Since both the FN and SW views are representing the same system, inconsistencies
can arise. For instance, a dependency between two components in the FN model may
be inadvertently omitted in a refined SW model. Because automotive ADLs do not
have formal semantics defined, there is ambiguity around what is actually considered
consistent [93]. Therefore, in this section we illustrate refinement examples derived from
the automotive architecture modeling practice.

Figure 4.7 depicts two similar functional models in SysML, each with two possible
software refinements. Figure 4.7a shows a functional model with a dependency relation.
In the left-hand refinement of Figure 4.7a, a wrapper entity (LightingSystem) was



64 Formalizing A Correspondence Rule for Automotive Architecture Views

L

Driveline BrakeLights
\ // <<r§fineg>> <;;efine§>> \ //
sw J SW J
Driveline LightingSystem Driveline «@—— LightingSystem
BrakeLights BrakeLights

(a) Consistent dependency refinements

FN J

Driveline @ ——= Brakelights

x « refine§>> <:i;efine§>> x
sw J sSw J

Driveline LightingSystem Driveline «@—— LightingSystem
BrakeLights BrakeLights

(b) Inconsistent composition refinements

Figure 4.7: Semantic differences between dependency and composition refinements

inserted. Semantically this still indicates that Driveline makes an (indirect) call to
BrakeLights.

Therefore the derived relationship between Driveline and BrakeLights is a
dependency relationship, and should be considered consistent with the functional model.
In the right-hand refinement, the entity DriveLine was refined to specify that in
fact a child entity LightingSystem makes a call to BrakeLights. In this case
clearly the derived relationship is again a dependency. Therefore, regardless of whether
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the dependency relationship preceded the derived relationship, when combined with
composition it was still semantically a dependency.

In Figure 4.7b, the same refinements are now refining a composition relation in the
functional model. However, an automotive architect would not consider the proposed
refinement to be consistent, because splitting up a composite entity into two entities which
communicate via function calls was not intended by the architect. Therefore, applying
the relation ordering (which again derives only implicit dependencies in the refinements),
correctly yields an inconsistency. It is essential to note however that the high-level model
must be taken into account when performing the R-Lifting operation on the low-level
model.

In the next sub-section, we formalize this consistency checking approach.

4.3.3 Consistency Definition

Let S be an automotive system, FN and SW be the functional model and the software
model of S, respectively. Since every functional component needs to be refined in one
or more software components (cf. Section 4.3), we assume FN C SW. Furthermore, we
assume that there are families of relations, namely composition (comp) and dependency
(dep), comp, dep C FN x FN and comp, dAe—]; C SWx SW such that comp or dep on the FN
view has its corresponding relation comp or dep on the SW view. The following property
should hold for the composition relation: The composition relation does not allow multiple
parent entities i.e., for any A, B,C € SW, comp(A,C) A comp(B,C) = A = B.

In Equation 4.1, we define a R-Lifting operation on the composition relation between

two model entities from FN view, denoted C/O_\'ITT])T(A, B). When R-Lifting a composition
relation, the intermediate entities in the ST view should be connected only via composition
relations.

comp' (A, B) < comp ' (A, B) (4.1)

where comp (A, B) is the transitive closure of comp(A, B). The transitive closure of a
relation rel, denoted by rel’, is defined as relt = Ui2, rel', i.e., the union of all rel’. rel’
is defined as rel' ' x rel for i > 1 and rel® = rel.

Example 1 We demonstrate the R-Lifting operation as defined by Equa-

tion 4.1, by considering the left- and right-hand refinement models of the FN

in Figure 4.7b. For both refinement models, compT (Driveline, Brakenghts)

does not hold, because of dep(Drlvellne LightingSystem) and dep(nghtlngSys—

tem, Brakenghts) in the left- and right-hand models respectively. O

In the Equation 4.2, we define a R-Lifting operation on the dependency relation between

two model entities from F'N view, denoted EE];T(A, B). When R-Lifting a dependency
relation, the intermediary entities in the SW view should be connected via at least one
dependency relation. This definition states that A and B are related, if there is an entity
C in the SW, which is contained in A or contains A, and there is an entity D in the SW,
which is contained in B or contains B such that C' and D are related with dep.

dep (A, B) & 3C, D € SW- (comp" (A, C) V @mp’ (C, A))A
(comp” (B, D) v éomp" (D, B)) A dep(C, D) (4.2)
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Figure 4.8: Inadequacy of using full transitive closure to extract relations in refinements

where comp’ (A, C) is the reflexive transitive closure of comp(A, C). The reflexive transitive
closure of a relation rel, denoted by rel*, is defined as rel* = IdU rel”, where Id is the
identity relation.

Example 2 To demonstrate the R-Lifting operation as defined by Equa-
tion 4.2, we consider the left- and right-hand refinement models of the FN in

Figure 4.7a. For the left-hand model, we have E&?}T(Driveline, BrakeLights),
since we can select C = Driveline and D = LightingSystem, because
comp” (DriveLine,DriveLine), comp (LightingSystem, BrakeLights), and
;Zgg/o(Driveline, LightingSystem). For the right-hand model, we have

%T(Driveline, BrakeLights) as well, since we can select C' = LightingSys-
tem and D = BrakeLights, because comp (DriveLine,LightingSystem),
comp” (BrakeLights, BrakeLights), and dep (LightingSystem, BrakeLights)
relations. ]

Observe that the dependency relation could not have been lifted in the same way as
the composition, i.e., Equation 4.2 could not have been simplified in the same way as
Equation 4.1. Indeed, the transitive closure in composition simply extracts all implicit
relationships between all elements in the software model, and then performs a comparison
with the functional model. For dependencies, however, this approach would yield erroneous
results as illustrated in Figure 4.8. The two software models cannot be distinguished by
the transitive closure. While it is clear that the left-hand refinement should be consistent
with the functional model, the right-hand refinement should not, because the refinement
is violating the strict layering specified by the high-level model.

In general, the R-Lifting operation should be performed on SW using all entity pairs
A, B that appear in F'N, resulting in a lifted low-level model. The lifted model can then
be directly compared to the high-level model to check for absent and divergent relations,
presented in Equations 4.3 and 4.4. R-Lifting entities present only in the SW model is
not necessary, because no comparison can be done with non-corresponding entity in the
FN model. For A, B € FN:

absence,)(A, B) < rel(A, B) A —\(;\c;lT(A, B)) (4.3)
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divergence,.,)(A, B) < —(rel(A, B)) A ;"\(;lT(A, B) (4.4)

rel
where rel refers to comp or dep and rel refers to comp or dep relations.

Example 3 Continuing the running examples from Figure 4.7, we compare
the lifted model to the high-level model using Equations 4.3 and 4.4. The
lifted models for both left- and right-hand refinement models of the FN in
Figure 4.7a have no absence relation with respect to dep. This is because the
first conjunct of the Equation 4.3, dep(Driveline, BrakeLights) holds since
there is a dependency relation between Driveline and BrakeLights in the
FN view. The second conjunct, —(dep' (Driveline, BrakeLights)) does not
hold because there is a dependency relation in the lifted model as illustrated
above. Therefore, the absencedep(Driveline, BrakeLights) evaluates to false
for both left- and right-hand models in Figure 4.7a.

The lifted models for both left- and right-hand refinement models of the FN in
Figure 4.7a have no divergence relation with respect to dep as well. The first
conjunct of the Equation 4.4, —(dep(Driveline, BrakeLights)) does not hold
since there is a dependency relation between Driveline and BrakeLights in
the FN view. Thus, the divergencedep(Driveline, BrakeLights) evaluates

to false for both left- and right-hand models in Figure 4.7a. O

Example 4 Next, we check if the lifted models for both left- and right-
hand refinement models of the FN in Figure 4.7b have absence and diver-
gence relations with respect to comp. The first conjunct of the Equation 4.3,
comp(Driveline, BrakeLights) holds since there is a composition relation
between Driveline and BrakeLights in the FN view. The second conjunct,
ﬁ(c/(;\nTpT(Driveline,BrakeLights)) holds because there is no composition
relation between Driveline and BrakeLights in the lifted model as discussed
above. Therefore, the absencecomp(Driveline,BrakeLights) evaluates to
true for both left- and right-hand models in Figure 4.7b.

The divergence relation divergencecomp(Driveline, BrakeLights) does not
hold for both left- and right-hand models in Figure 4.7b, because —(comp(Drive-
line,BrakeLights)) does not hold since there is a composition relation be-
tween Driveline and BrakeLights in the FN view. g

In the next section, we introduce the tool for automatically detecting absent and
divergent relations and demonstrate the usage of the developed tool.
4.4 Tool Development

In the following sub-sections, the algorithm to check inconsistencies based on the definitions
in the previous section, the details for the tool implementation, and a description of using
the tool are presented.

4.4.1 Checking Algorithm

The lifted model that is calculated by applying the Equations 4.1 and 4.2 on a low-level
SW software model, results in a lifted model, LM. The LM has been abstracted from
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all details not already present in the high-level model, e.g., functional model, FN. A
consistency-checking algorithm is summarized below in the algorithm CheckConsistency.

Comparing this lifted model to the high-level model then fulfills the intuition of
consistency described initially by Dijkman et al. [66]. Furthermore, calculating a lifted
model then applying consistency checks for absence and divergence, rather than working
directly on the low-level model, significantly improves the scalability and maintainability
of consistency checking algorithms in practice [74].

Algorithm CheckConsistency(FN, SW)

Input: FN is the functional model, and SW is the software model

Output: A(possibly empty) set of consistency errors

1. Encode FN and SW as directed graphs, where edges are annotated with the relation
(dependency or composition)

2.  Let LM be a new, empty graph to contain the lifted model of SW

x Populate the ST %)

3. for all elements A, B € FN

4 do

5 if dep (A, B)

6. then Add an edge from A to B to LM annotated with dependency

7 if comp' (A, B)

8. then Add an edge from A to B to LM annotated with composition

(* Check for absence x)

9. for each edge e = (4,B) € FN

10. do

11. if A¢ LM (or B ¢ LM)

12. then Report error absentBlock(A) (or

13. absentBlock(B), respectively)

14. if e € dependency N

15. absencege,(A, B)

16. then Report error absentDependency(A, B)
17. if e € composition A

18. absencecomp(A, B)

19. then Report error absentComposition(A, B)

(* Check for divergence x)
20. for each edge e = (A4,B) € LM

21. do

22. if e € dependency N

23. divergencegep(A, B)

24. then Report error

25. divergent Dependency(A, B)
26. if e € composition N

27. divergencecomp(A, B)

28. then Report error

29. divergentComposition(A, B)

The implementation of the consistency checking algorithm is described in Section 4.4.2.
The tool extends the algorithm by adding a dependency relation between high-level and
low-level models in an overview diagram. Presence of the overview diagram alleviates
the need for high-level entities to be present in low-level model. Note that in addition to



4.4. Tool Development 69

the absence and divergence checks, an additional check is run to ensure all blocks from
the high-level model exist in the low-level model; if not, an absentBlock error is reported.
While there are many parts of the algorithm which could be optimized for a faster running
time, they are omitted here to improve readability.

4.4.2 Tool Implementation

A prototype tool was implemented as a Java plugin integrated into the IBM Rational
Rhapsody for SysML Block Definition Diagram (BDD). The reason for this choice is
three-fold: Firstly, IBM Rational Rhapsody is a well-established, enterprise modeling tool
used to design complex software products including automotive software systems [109].
In addition to support for SysML, Rational Rhapsody also supports UML and some
domain-specific languages (DSLs). Therefore, a plugin developed for use with SysML is
easily convertible to a tool for other supported languages. Secondly, it is important for
the tool to be integrated directly into the development environment [73]. This not only
increases usability by allowing architects to work with a tool they already understand,
but also increases the likelihood that consistency checks are run often. This integration
is possible in Rational Rhapsody because it offers a comprehensive Java API for plugin
development. Finally, IBM Rational Rhapsody is well-documented and has an active
developer community, making it a low-risk choice for development.

In addition to the Rational Rhapsody API functions, the JUNG! (Java Universal
Network /Graph) library was used to encode the graphs required to represent the high-level,
low-level, and lifted low-level models. Using a third-party, comprehensive graph library
greatly reduced the complexity required to implement the checking algorithm. As output,
the tool notifies the user of all absences and divergences encountered inside the error pane.
Screenshots of the consistency-checking prototype developed for IBM Rational Rhapsody
during this research are presented in Figure 4.9 and 4.10. The plugin consists of five files
with total 500 lines of code. The source code of the tool is currently not publicly available,
but it is planned to be integrated with the IBM Rhapsody tool.

4.4.3 Using the Tool

The consistency checking plugin expects a project to have at least two SysML package
elements: a high-level package and a low-level package. A top-level element of package
was chosen to separate the high-level from the lower-level models because an industrial
partner of our project already organizes their models this way.

Each package should contain exactly one SysML BDD, which describes the blocks
relevant for that package together with their dependency and composition relationships.
Then there should be another diagram, which we name overview, which specifies which
packages refine which other packages. A refinement is specified by adding a dependency
relation between the packages in the overview diagram with the «refine» stereotype. The
presence of the overview diagram alleviates the need for high-level package (FN) entities
to be present in a low-level package (SW).

The consistency check tool can run on the overview diagram by selecting the
Tools > Check Model command. The plugin will then find all refinements described in the
overview diagram. For each refinement relation, it will retrieve the high-level and low-level

Thttp://jung.sourceforge.net/
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Figure 4.9: A refinement stereotype is defined between two SysML packages, each
containing a block definition diagram. The consistency check plugin is integrated into
the check model feature of the Rational Rhapsody, which runs from Tools > Check

Model menu.
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ACC Adaptive Cruise Control

Figure 4.11: Adaptive cruise control [52].

models (in this case Block Definition Diagrams) and run the plugin’s CheckConsistency
algorithm. When errors are found, a new bottom frame opens with a list of all the
errors, noting exactly which diagram, relation, and specific offending elements caused
the consistency error, according to the list of failed elements generated during plugin
execution. After performing this check, the architect can resolve the errors or alert another
architect that there are errors, and then rerun the check.

4.5 FEvaluation

In this section we evaluate the tool implemented for the consistency checking as presented
in Section 4.4. We applied the tool to an Adaptive Cruise Control (ACC) system. ACC,
Figure 4.11, is a cruise control system with enhanced functionality assisting the driver to
keep a safe distance from other traffic ahead and alerting her if manual intervention is
required [52].

In our evaluation of the prototype consistency checking tool, two teams emulated an
OEM and a supplier. The “OEM” team created a functional architecture for a truck and
submitted a functional model of the ACC (Figure 4.12a) to the “supplier” team. The
“supplier” team elaborated the ACC software model (Figure 4.12b) and created a running
ACC prototype.

In the real life automotive modeling case, at this phase the supplier software would be
integrated to the ACC by the OEM and tested thoroughly.

Although ACC subsystem works correctly according to the OEM specification, the ACC
software model created by the “supplier” team is inconsistent with the functional model
provided by the “OEM” team. Indeed, using the prototype consistency checking tool with
Tools > Check Model, the absence relation between Driveline and AdaptiveCCSystem and
the divergence relations between ACC_Controller and ACC_UI, and Driveline and Radar
are detected. These relations are missing in the functional view shown in Figure 4.12a.
The evaluation was carried out using our Java plugin integrated into the IBM Rational
Rhapsody on an Intel Core i5 CPU @2.40GHz with 4GB (3.24GB available for the IBM
Rational Rhapsody) and 32-bit Windows 7 Enterprise. Running the consistency check by
selecting the Tools > Check Model command and listing of error notification in a bottom
frame takes approximately 100 milliseconds (measured as an average over 20 runs).

Early consistency detection by the prototype tool was considered useful by both
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teams. The team members appreciated that the consistency checks are executed only
when specifically invoked by the architect (on demand). This is in sharp contrast with
a recommendation of Rosik, Buckley and Ali Babar [198] who argue that consistency
errors should be reported continuously during development. Consistency detection can be
carried out when trying to store the model in a project repository as well. It may prevent
storing inconsistent models or records the inconsistencies in the repository.

4.6 Related Work

Our approach is inspired by language-neutral mechanisms [34,131,165]. Muskens et.al [165]
describes generic consistency checking between software views compared to the approach
proposed by Romero et.al [196,197]. OCL is used to implement the correspondence rules
in this approach. However, in this approach, views are expressed as UML models which
are not widely used in the automotive architectural modeling. Our approach extends this
method by enabling a technique to specify intentional correspondences for automotive
architecture modeling.

In their overview of UML consistency management, Elaasar and Briand [76] describe
viewpoint unification to transform one UML view to another. Since different UML diagram
types contain different sorts of information, this process often resulted in information
loss in the transformed diagrams. Such transformation-based consistency approaches
are employed by many authors [42,143,216]. However, the desire of the researchers to
keep the operation generic for many domains and diagram types results in only basic
consistency rules. For example, a rule may guarantee that classes with a certain name
exists. Because we consider only the refinement correspondence, more powerful rules can
be formulated.

In the UML Analyzer tool [73], Egyed presents a rule-based approach to abstract from
entities and relations which exist in a refinement model, resulting in a scalable consistency
checking tool [74]. Furthermore it was found to be beneficial for both performance and
usability to separate the transformation (abstraction) phase from the consistency checking
phase. However, the rules are limited to UML, making them not directly applicable to
automotive ADLs. Furthermore, the rule format does not lend itself to generalization, in
contrast to a generic mathematical definition for consistency. Some authors choose to
translate architectural diagrams to an intermediate language, for example XMI [130, 246],
to take advantage of the existing power to express consistency rules available in those
languages. Such representations are however considerably less intuitive, whereas using a
graph representation can already maintain the structure and information present in most
automotive ADLs while requiring a less radical model transformation.

In the hierarchical reflexion model [129], relations that exist in a parent model are
checked to exist in a lifted model which has been derived from source code. This approach
is useful because it can equally be applied to check two hierarchical models against
each other. It is also highly intuitive and results in few false positives [125]. Previous
work in automotive ADL consistency has adapted the reflexion model to the automotive
domain [60]. There, multiple levels of automotive models are considered. Furthermore,
the research presented here extends the consistency checking approach introduced in [60]
by providing more sound consistency rules for the functional and software views.
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4.7 Conclusion and Future Work

Although consistency issues between architecture views have been tackled before in the
software industry, there is still a need to develop a method to check the consistency
between different architecture views of OEMs and suppliers. Therefore, in this chapter,
we addressed the research question RQ, by formalizing a correspondence rule between
automotive architecture views and by implementing it in a prototype tool. We focus
on the refinement correspondence between functional and software views, where the
functional models are refined by adding more details in the software view. The revised
definition for consistency proposed here requires only that an ordering be imposed on the
relations available in a given ADL, allowing it to be easily used with many automotive
ADLs. A prototype tool was then developed for IBM Rational Rhapsody which can
perform this consistency checking between functional and software views. The consistency
checking approach and the prototype tool were evaluated in the scope of an Adaptive
Cruise Control modeling among two separate teams emulating an OEM and automotive
supplier. The early consistency detection by the prototype tool was considered useful by
both teams.

Future work may consider improving the prototype tool by extending the correspon-
dence rules and carrying out a comprehensive case study in an industrial setting. Support
for consistency checking between the other automotive views identified in Chapter 2
is also needed. Furthermore, reverse engineering source code to create architectural
models at different architectural views is valuable. The reverse engineered architectural
model can be used to check consistency between other architectural models. For this
purpose, reverse engineering methods like system grokking technology [55] can be used
to extract hierarchical state machines from the source code of an embedded application.
Furthermore, model-based development using automotive ADLs is a young field, where
the language specification or metamodel of architectural models evolve in short period
of time, which causes model co-evolution problem. Syntax-driven model co-evolution
methods [231] can be used to tackle the ADL co-evolution issue.



Chapter 5

Modularity Analysis of Automotive Control Software

In this chapter, we define metrics to assess the modularity of Simulink models. The modu-
larity metrics are validated in two phases. In the first phase, the modularity measurement
is compared to the experts’ evaluation of system modularity. In the second phase, we
studied the relationship between the metric values and the number of defects recorded in
the problem report. We have observed that a high value of hierarchal levels frequently
correlates to a high number of defects. A Java tool developed to measure these metrics
interfaces with a visualization tool to facilitate the maintenance of the Simulink models.

5.1 Introduction

Modularity is a well-known concept since the introduction of the initial definition of
modular product design in 1965 [220]. It was defined as a way to design a product
consisting of reusable parts. It should allow the combinations of modular parts to create
new products [220]. Many different types of usage of modularity exist, which may have
contributed to making modularity an overloaded concept [221]. In the automotive software
engineering field, the definition of module and modularity definitions also vary. Therefore,
we elaborate these definitions below in the context of automotive software engineering.
According to the Oxford Dictionary of English, the origin of module in the senses
“allotted scale” and “plan, model” goes back to the 16th century, and may have originated
from the Latin word modulus. Although the modulus was a measure of length coming
from ancient time [202], it was associated with a building block concept during the
Bauhaus era [160]. The building blocks were functional units in buildings (e.g., kitchen,
bathroom, and living room) and were used to create buildings in more efficient way by
standardization and prefabricated materials [160]. Even though the module was only
related to the geometry of the interface and used even today as a standard measure of
length in architecture and construction, the concepts of modules and building blocks
have merged and are used as both specifications of interface and functionality in other
fields [160]. Although the concept module is more frequently applied in automotive
software engineering than building blocks, different definitions of the module concept
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Figure 5.1: Module concepts in automotive electronics system. The illustration of system
levels adapted from [208].

exist. For example, a module is defined as a group of components, physically close to each
other that are both assembled and tested outside the facilities and can be assembled into
the car [178]. A module is also defined as a software component of software functional
architecture [208]. These varying definitions are due to different stakeholders defining the
module for a specific system level illustrated by Figure 5.1: the first example definition is
for the vehicle system level, while the latter is defined for the software level. It is important
to have a common definition of the notion module to fully benefit from the advantages of
modular design, which enable growth and innovation as demonstrated in other industries



5.1. Introduction 77

e.g., computer industry which has embraced the modular-design approach.
We adapt the definition of a module from [160] for the automotive context:

Definition 1. A module is a self-contained functional unit relative to the system level of
which it is part and has interfaces to enable composition.

This definition clarifies the module used at different levels such as functional modules
are assembled to build a vehicle at the Vehicle System Level. A functional module is
composed of hardware modules in the Hardware /Electronic Control Unit (ECU) Level as
illustrated in Figure 5.1.

The activity to structure the system in modules is called modularization. In automotive
industry, the initial notion of modularization is started in 1914 when the standardized
sizes for automobiles were initiated [124]. Since the introduction of the modular product
design approach in 1965, various modularization definitions have been developed. In
automotive industry, there are four different modularization types [124]:

e Modularization-in-design is defined as the activity to decompose a vehicle into
constituent design parts. A goal of an Original Equipment Manufacturer (OEM) is
to minimize communication efforts between stakeholders, e.g., managers, designers,
and developers, and to reduce development time and cost.

e Modularization-in-production is the activity to compose predefined components into
modules with the subsequent incorporation into main assembly line. OEMs reduce
production complexity, cost, and lead-time with this process.

e Modularization-in-use is defined as decomposition of a vehicle in order to satisfy
consumers’ requirements such as ease of use, ease of maintenance, low initial and
replacement costs, and individuality.

e Modularization-in-retirement is a new modularization process to easily separate
hazardous materials. Governments drive this process to enable compliance with
environmental regulations and improve recycling and re-use efforts for used vehicles.

In this research, we focus on the modularization-in-design and will call it as modu-
larization for the remainder of the thesis. Modularization should be applied cautiously,
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Figure 5.2: Evolution of automobile industry [124].
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otherwise it may cause higher design and development costs [124]. Modularization will
become increasingly important for OEMs in their fight to stay globally competitive,
particularly as it has been predicted [124] that the structure of the automotive industry
will change from a vertically integrated structure into a horizontal structure as illustrated
in Figure 5.2. According to this trend, OEMs are expected to become brand and service
providers creating overall design and innovative concepts, while suppliers provide modules
or systems.

The modularization process creates a modular architecture instead of an integrated
architecture. In an integrated architecture, there is no clear divisions between modules.
In a modular architecture, any module can be replaced or added easily, which facilitates
the maintainability of the system. This is in alignment with the following definition of
modularity in the ISO/IEC SQuaRe quality standard [115], in which modularity is one of
the maintainability sub-characteristics.

Definition 2. Modularity is a degree to which a system is composed of modules such
that a change to one module has minimal impact on other modules.

Based on this definition, we elaborate further on the modularity concept of Simulink
in Section 5.3.1. Simulink is one of the most used languages at automotive companies
and OEMs use Simulink more than imperative programming languages and formal
languages [15]. The research objective, method, and chapter outline are presented in the
subsections below.

5.1.1 Research Objective

Our research objective is to develop a method and evaluate the modularity of automotive
software models. Although this implies that the method needs to be applicable to all
levels of automotive electronics system shown in Figure 5.1, we limit our scope to the
modularity of Simulink models for the following reasons:

e Simulink usage: Automotive control software is commonly developed using model-
based design tools like Simulink and Stateflow! together with automatic code
generation tools.

e Simulink model volume: Large automotive Simulink models can consist of up to
15,000 building blocks, 700 subsystems and 16 hierarchical levels [224]. A hierarchal
level represents a structure, where a lower layer represents the subsystem in a more
detailed way.

e Need for modularity evaluation: For automotive software, modularity is recog-
nized as being paramount since changing or reusing non-modular software is very
costly [185]. Therefore, evaluating the quality of Simulink models has become more
important for automotive manufacturers due to the increasing complexity of the
models and stricter safety-related requirements [107].

e Lack of modularity evaluation: Although there are a plethora of source code
quality analysis tools available, methods to evaluate the modularity of Simulink
models are still limited. Current quality assessment techniques such as the Math-
works Automotive Advisory Board (MAAB) guidelines and Model Advisor from

Ihttp://www.mathworks.com/
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Mathworks focus mainly on configuration settings and guideline conformance rather
than model quality [107].

Thus, in this chapter, we address the research question RQs.

RQs: How can the quality of automotive software models be defined and
evaluated?

Applying Definition 2 on modularity in practice requires identification and mapping
of notions in Simulink models. Therefore, we elaborate on the modularity concept of
Simulink models and introduce the modularity metrics in this chapter. Furthermore, to
facilitate the application of the approach by industry practitioners, we suggest visualization
of Simulink modularity metrics using the SQuAVisiT tool [232].

5.1.2 Research Method and Chapter Outline

We have followed the Goal Question Metrics (GQM) paradigm of the software measurement
field to define modularity metrics [22]. Following the six-step GQM process, we carried
out the following steps:

1.

Developed a goal and associated measurement goal for improving quality i.e., modu-
larity. Our goal was to define metrics for modularity of Simulink models for the
purpose of evaluating their indicative power of the quality of the Simulink mod-
els. The context of our research is early modularity assessment from the point of
view of stakeholders i.e., control system/software architects, designers, and control
engineers.

Generated questions that define the goal in a quantifiable way. We derive the
following question from this goal: “Which metrics can serve as indicators to assess
the modularity of Simulink models?” Posing this question to practitioners could,
however, bias their answers as they might have been tempted to give answers that
might be perceived as desirable by the researcher. Therefore, we have analyzed
general quality reviews of third-party Simulink models carried out by control system
architects and engineers of an OEM.

Specified the measures needed to be collected to answer those questions and tracked
process and product conformance to the goals. We specified metrics after analyzing
Simulink characteristics and modularity aspects of Simulink models. We conducted
a literature study related to modularity metrics for other languages e.g., object-
oriented and procedural languages, and other metrics defined for Simulink models.
The literature study is discussed in Section 5.2. Simulink modularity concept and
metrics are presented in Section 5.3.

. Developed mechanisms for data collection. We developed a tool to measure modu-

larity metrics of Simulink models.

. Collected, validated and analyzed the data in real time to provide feedback to projects

for corrective action. We carried out qualitative and quantitative analyses using
industrial applications to validate the metrics. Qualitative analysis helped assess if
the modularity metrics measure the modularity as expected by experts. Quantitative
analysis helped to assess if modularity metrics can be applied as a mechanism for a
fault prediction. Modularity metrics validation is discussed in Section 5.4.
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6. Analyzed the Simulink models in a post mortem fashion to assess conformance to
the goals and to make recommendations for future improvements. We applied visual
analytics approach to facilitate the data analysis process. Section 5.5 elaborates
this step.

5.2 Related work

A quality model based on ISO/IEC 9126 standard for assessing the internal quality of
Simulink models is introduced by W. Hu et al. [107]. Six quality sub-characteristics of
analysability, changeability, stability, testability, understandability, and adaptability are
selected for the quality model together with respective metrics. However, modularity
sub-characteristic and respective metrics are not explicitly addressed by this quality model.
A metric suite to identify the most complex and instable parts of the Simulink system is
introduced by Menkhaus and Andrich [158]. It measures McCabe cyclomatic complexity,
instability of blocks inspired by Martin’s afferent and efferent connections between blocks
(based on the interaction of blocks with other blocks), and instability of system accounting
influences of the complete system on a block. Although afferent and efferent connections
between blocks are used in the metrics of instability of blocks, it is not directly related to
modularity. The objective of this metric suite is to guide the analysis team during the risk
assessment of failure modes rather than providing an insight into improving modularity
of the system or subsystem.

Mathworks provide quality related tools like Modeling Metric Tool [4,105] and sldiag-
nostics [152] to quantitatively measure the content of Simulink models as well as Stateflow
models to improve the productivity and quality of model development, e.g., model size,
complexity, and defect densities. Quality analysis metrics to measure instability, abstract-
ness, and complexity of Simulink models are introduced by Olszewska (Plaska) [173,174].
However, the modularity metrics are not explicitly addressed by the MathWorks tools
and Olszewska’s metrics.

Modularity metrics as part of software architecture metrics have been introduced by
Ahrens et al. [10]. Architectural connectivity metric referred to as directed connectivity is
introduced to provide a unifying basis for coupling and cohesion by Bril and Postma [35].
However, validation of these architectural metrics is not provided. Existing methods
for measuring modularity are mostly intended for imperative and object-oriented (OO)
software. These include Li and Henry’s OO metrics that measure maintainability, that
is, the number of methods invocations in class’s implementation, the number of abstract
data types used in the measured class and defined in another class of the system [140].
Other methods include Chidamber and Kemerer’s metrics suite for OO design, i.e.,
weighted methods per class, depth of inheritance, number of children, coupling between
objects, response for a class, lack of cohesion of methods [47], Martin’s OO design quality
metrics [148,211], Lorenz and Kidd’s OO software metrics [144], and design quality
metrics of OO software systems of Abreu et al. [36]. Among these metrics, coupling and
cohesion are widely recognized as modularity metrics. Coupling measures the degree
of interdependence between software modules and cohesion measures the connectivity
between the software modules that are grouped together in the same cluster (subsystem).

In our work we have proposed a series of modularity metrics for Simulink subsystems.
Subsystems can be composed of larger subsystems, therefore, rather than evaluating
the larger ones directly, one could infer the metrics values of the larger subsystems by
aggregating the corresponding metric values of the smaller subsystems of which they are
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Figure 5.3: A simplified metamodel that describes the structure of Simulink models
(revised from [29]).

composed. This approach would be related to the metrics aggregation problem as known
in software maintenance. While the most common aggregation technique, the mean,
represents a central tendency and as such is unreliable for heavily skewed distributions,
typical for software metrics [235], recently applied to metrics aggregation econometric
inequality indices [163,212,236]. More profound study of metrics aggregation for Simulink
models is considered as a future work.

5.3 Modularity Metrics in Simulink

Main concepts of a Simulink model and the modularity related issues are discussed in
Section 5.3.1. Modularity metrics are presented in Section 5.3.2.

5.3.1 Simulink model

MATLAB Simulink is a visual modeling language and tool for developing, simulating and
analyzing multi-domain dynamic systems®. A metamodel of Simulink [29] is presented
in Figure 5.3. A Simulink Model contains a Diagram, which consists of a set of Blocks
(e.g., Transmission model in Figure 5.4). A block can be connected to another block
by a Signal or a Bus via its Ports. A block receives its data or control signals via its
InPorts (Input Ports) and provides its data or control signals via its OutPorts (Output
Ports). For the sake of diagram readability or understandability, (related) signals are
frequently grouped into Buses. Subsystems are blocks that contain a Simulink diagram
(e.g., TransmissionRatio subsystem is opened in a separate window in Figure 5.4). The
subsystem concept enables hierarchical modeling, i.e., subsystems can contain other
subsystems. We introduced a special kind of subsystem as a BasicSubsystem, if it does
not contain other subsystems (e.g., TransmissionRatio is also a basic subsystem). A
subsystem can be an Atomic subsystem, which means blocks within an atomic subsystem
are grouped together in the execution order. Any subsystem including a basic subsystem
can be an atomic subsystem. We revised the Simulink metamodel by adding these concepts
to it as illustrated in Figure 5.4.

2http://www.mathworks.com/products/simulink/
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Figure 5.4: Simulink example model [110].

Figure 5.4 illustrates the Transmission model, which contains the Transmission di-
agram. Blocks, basic elements of a Simulink diagram, communicate via input (InPort)
and output (OutPort) ports: e.g.,, Tin is an input port and Tout is an output port of
TransmissionRatio. Simulink blocks have respective visual representations e.g., Torque-
Converter has a circle inside to represent its behavior and Multiply operation or block
has a multiplication inside the block.

Simulink blocks are categorized into non-virtual and virtual blocks [110]. Non-virtual
blocks are active blocks which influence model’s behavior in the simulation of a system.
Virtual blocks are used to organize the model graphically e.g., BusSelector, BusCreator,
and Subsystem (if the block is not conditionally executed) as illustrated in Figure 5.5. If
a block can be both virtual and non-virtual depending on the conditions, it is called a
conditionally virtual block.

Simulink diagram contains data and control flow as illustrated in Figure 5.5. Signals
are the streams of values that appear at the outputs (OutPorts) of blocks and travel
following the arrows through the connected blocks, when a model is simulated. If a signal
is used to initiate execution of another block (e.g., a function call or Action Subsystem -
a subsystem with an Action port, which allows for block execution based on conditional
inputs from an If block or Switch Case block [110]), it is called a control signal. A
dash-dot line is used to represent the control signal in Simulink when an execution is
started. As mentioned above, a set of signals can be grouped into a Signal Bus. A Signal
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Figure 5.5: Simulink signals.
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Bus is a virtual signal. Simulink uses thicker signals to display signal buses as shown in
Figure 5.5. A virtual block, BusCreatorl, combines the input signals and a virtual block,
BusSelectorl, selects signals from an incoming bus.

Applying the modularity definition of Section 5.1 to Simulink concepts, the module
is mapped to a Simulink subsystem. Therefore, modularity for Simulink is redefined as
following:

Definition 3. Simulink modularity is defined as the degree to which a system is com-
posed of subsystems such that a change to one subsystem has minimal impact on other
subsystems.

This definition means that a modular (sub-)system should contain highly related
blocks (high cohesion) and dependencies with other subsystems should be minimal
(low coupling). These are widely recognized modularity aspects from other disciplines,
for example, object-oriented and procedural programming. To investigate additional
modularity aspects specific to Simulink models, we investigated proprietary review reports
of Simulink models from an automotive company.

From our study of proprietary review reports, we identified many issues, which hinder
modularity of Simulink models. In the review reports of the Simulink models, domain
experts (e.g., system architects, designers, engineers) identify architectural problems and
provide modeling comments. In the review report, thirty of ninety seven problems are
directly or indirectly related to modularity. In Table 5.1, we list key modularity-related
quality issues identified by the experts and the derived metrics, which are elaborated in
Section 5.3.2.

Issues Description Derived metrics
Too many nested sub-| Too many hierarchical levels of a|Depth of a Subsystem
systems subsystem (DoS)

Too many input (bus)|Extensive use of the large input bus | Number of Input Sig-
signals signals nals (NIS)
Unbalanced decompo-| Subsystems (blocks) that should be | Number of Contained
sition of Subsystems |combined into larger subsystems | Subsystems (NCS)
Model clones Similar or duplicated functionality |See Chapter 7

Table 5.1: Simulink modularity-related issues.

In the following Section 5.3.2, we define modularity metrics for Simulink models based
on the characteristics of Simulink models and elaborate the metrics defined for the issues
highlighted in the Table 5.1. The issue of similar or duplicated functionality (model
clones) is tackled in Chapter 7.

5.3.2 Metric definitions

Building on the long-standing tradition of modularity research in software engineering [47,
180,207], we have extracted metrics from Table 5.1 with those reflecting common software
engineering guidelines. These include keeping a low number of connections between
subsystems (low coupling), systems should contain similar or related functionalities (high
cohesion) and communication between subsystems should be limited (narrow interfaces).
In Table 5.2, the summary of modularity metrics for Simulink models is provided. The
interface granularity metrics are integrated into the coupling metrics. The definitions are
discussed in detail under two main categories.



84

Modularity Analysis of Automotive Control Software

Coupling metrics

CBS | Coupling Between Subsystems
DSC | Degree of Subsystem Coupling
NIP | Number of Input Ports

NOP | Number of Output Ports

NIS |Number of Input Signals

NOS | Number of Output Signals
Cohesion metrics

SCM | Subsystem Cohesion Metric
SD | Signal Density

SZ | Subsystem size metric

Nesting metrics

DoS |Depth of a Subsystem

NCS | Number of Contained Subsystems
NBS | Number of Basic Subsystems

Table 5.2: Modularity metrics for Simulink model.

Coupling metric definition Coupling is defined as the degree of interdependence
between modules [47,245]. In the context of Simulink models, two subsystems are coupled
if, and only if, at least one of them uses a signal of the other. We define the following
inter-subsystem metrics to measure the structure of the interconnections between Simulink
subsystems:

e CBS (Coupling Between Subsystems): To measure CBS for a given subsystem, .S,

we count the number of subsystems coupled to the subsystem. FanIn(S) counts
the number of subsystems providing signals to the subsystem S and FanOut(S)
counts the number of subsystems receiving (using) signals from the subsystem S.
The reason to count FanIn and FanOut subsystems instead of other operational
blocks (e.g., sum, gain, merge, inport, outport) is that the subsystems are subject
to change and influence the coupled subsystem rather than standard operational
blocks. In Figure 5.6, we highlight example Fanln and FanOut subsystems of an
EngineDynamics subsystem, which is in the sldemo_engine model [110].

CBS (S) = FanIn(S) + FanOut (S)

CBS is close in spirit to Coupling Between Object classes [47], an object-oriented
metrics referring to the total number of methods of a class, which use methods or
instance variables of another class.

DSC (Degree of Subsystem Coupling): DSC encompasses data and control flow
coupling, global coupling, and environmental coupling. We refer to data flow
coupling if the subsystems are coupled via data signals, and control flow coupling if
the signal type is control (triggers an action as explained above).

In a Simulink model, a DataStoreMemory block is used to store a global variable. It
defines a memory region usable by DataStoreRead and DataStore Write blocks that
specify the same data store name [110]. The number of DataStoreMemory blocks of
the subsystem represents the number of global variables of the subsystem. Global
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Figure 5.6: Fanln and FanOut subsystems of the subsystem Engine Dynamics.

coupling involves global variables. Environmental coupling refers to the coupled
subsystems of the subsystem of interest i.e., Fanln and FanOut subsystems.

1

DSC(S):l_dS+2ch+2xgs+es

where, ds is number of data signals, ¢, is number of control signals, g, is number
of global variables, e, refers to FanIn(S)+ FanOut (S) (same as the CBS metric).
DSC is derived from the coupling metric that encompasses data and control flow
coupling, global coupling, and environmental coupling [65]. Since CBS metric is
the same as the environmental metric, the DSC and CBS metrics are not truly
independent. However, we wanted to define the metrics first, and then select the
favorable metrics based on the metrics evaluation.

e NIP (Number of input Ports): NIP counts the number of input ports of a subsystem.
For example, in Figure 5.4, the subsystem TranmissionRatio has three input ports,
NIP(TranmissionRatio) = 3, namely Tin, Gear, and Nout.

e NOP (Number of output Ports): NOP counts the number of output ports of a
subsystem. For example, in Figure 5.4, the subsystem TranmissionRatio has two
output ports, NOP(TranmissionRatio) = 2, namely Tout and Nin.

e NIS (Number of input Signals): NIS counts the total number of input signals
including nested bus signals of a subsystem. Figure 5.7 illustrates a Simulink
subsystem, which has a single input port (NP = 1), which transfers a nested signal
bus. In this case, NIS = 6 counting all bus signals including (nested) bus signal
itself (two signals with thicker dashed lines) and bus signals (<b1>, <b2>, <al>,
<a2>).

e NOS (Number of output Signals): NOS measures the number of output signals
including nested bus signals of a subsystem. Buses can be nested to any depth using
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Figure 5.7: Simulink nested input signal [110].

a BusCreator block. For example, in Figure 5.8 the Busl signal combines the Bus2
nested bus signal and the motorb signal.

The example model in Figure 5.8 has a single output port NOP =1 and NOS =8
counting all bus signals including (nested) bus signals.

Cohesion metric definition Cohesion refers to the degree to which the elements of a
module belong together [245]. In the context of Simulink models, cohesion refers to the
inter-relation of the blocks including subsystems. Below we define these metrics.

e For the cohesion metric, we introduce Block-Signal Mapping (BSM) matrix. The
BSM is a binary n x m matrix, where n is the number of blocks and m is the
number of unique signals e.g., sl and s2 in Figure 5.9 (a). When a signal is forked
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Figure 5.8: Simulink nested input signal [110].
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(b) Subsystem B with an unrelated subsystem.

Figure 5.9: Example cohesive and in-cohesive subsystems.

and used by several blocks, we refer to only one of them as a unique signal. The
BSM matrix has rows indexed by the blocks and columns indexed by the signals,
1<e<n, 1 <y<me

o — 1 if the ith block uses the jth signal,
710 otherwise.

Figure 5.9 illustrates an example cohesive and in-cohesive subsystems. To construct
the BSM matrix, the model of interest is analyzed by tracing the signals which are
used by the subsystems or blocks of the model. The BSM matrix for the Subsystem
A is obtained in Table 5.3. The signals s1 and s2 are used by all the subsystems, p1,
p2, and p3 of Subsystem A.

Table 5.3: A BSM matrix for the (a) Subsystem A and (b) Subsystem B.

(a) (b)
sl s2 sl s2
pl 1 1 pl 0 1
p2 1 1 p2 1 0
p3 1 1 p3 0 0

We define the Subsystem Cohesion Metric (SCM) for a subsystem S:
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0 if m=0),
SCM(S)=1(1 if (0 = mn and (m > 0 and n > 0)),
-2 otherwise.

mn

m n

where, 0 = Z Z 0;j,n is the number of blocks and m is the number of unique signals.

i=1 j=1

Note that (n = 0 and m > 0) condition is not possible, because signals need to be
connected between blocks in Simulink.

We considered several Simulink patterns to define the SCM metric:

— Although it is meaningless, a subsystem S can be empty (with no signals and
blocks), n = 0 and m = 0. In this case, the subsystem is considered to be
in-cohesive, SCM(S) = 0.

— A subsystem may contain only blocks without signals connected to them, n > 0
and m = 0. In this case, the subsystem is also considered in-cohesive, thus
SCM(S) =0.

— A subsystem may contain only InPorts and OutPorts, or virtual blocks e.g.,
BusCreator, BusSelector. Then count all the ports as blocks as well and include
in the BSM.

— If a signal is used multiple times by the same block, then the BSM also contains
value 1 for the block and signal used.

— If all the subsystems are related as e.g., a Subsystem A in Figure 5.9, then the
cohesion value for such a subsystem must be the maximum value 1.

For the example Subsystem A and B, the SCM (SubsystemA) = 313 = 1 and

2x3
SCM (SubsystemB) = % ~ 0.33 respectively. According to the inter-relation
of the blocks, Subsystem A has more related blocks than Subsystem B given the
number of signal relations between subsystems. The SCM(S) values confirms that

the Subsystem A is indeed more cohesive than the Subsystem B.
SD (Signal Density): SD provides insight into the signal density of the subsystem.

sp="
n

where n is the number of blocks and k is the total number of signals.

SZ (Size): SZ measures subsystem size by calculating total number of contained
blocks (including subsystems) and the total number of signals.

SZ=n+k

where n is the number of blocks and k is the total number of signals.
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Nesting metric definition Subsystems are hierarchal, thus we measure additional
metrics to measure the subsystem size and its hierarchal depth.

e DoS (Depth of a subsystem): DoS is the maximum level the subsystem has until
its basic subsystems.

e NCS (Number of Contained Subsystems): NCS calculates the number of all the
contained subsystems at all hierarchical levels (including the intermediate subsys-
tems).

e NBS (Number of Basic Subsystems): NBS calculates the number of all the contained
basic subsystems at all hierarchical levels.

In the following section, we illustrate the tool that we have implemented to measure
the identified metrics on the Simulink models.

5.4 Metrics tool and evaluation

We implemented a tool that automatically collects the metrics defined in Section 5.3.2
from Simulink models. The tool uses a Java parser for Simulink MDL files of the ConQAT
open-source tool [49], which is an integrated toolkit for continuous monitoring quality
characteristics of software systems. Our tool reads Simulink MDL files with the standard
structural format and generates the metrics files with the list of subsystems and the
respective modularity metrics. In the following sub-sections, we discuss the results of the
evaluations that were carried out in two main phases.

5.4.1 Expert evaluation

The first part of the evaluation effort was based on an expert evaluation. To this end
we have randomly selected a number of subsystems of an industrial application and had
them evaluated by the domain experts using a scale of 1 to 10, 1 meaning worst and 10
meaning best modularity. We have opted for the 1-10 scale rather than more customary
five- or seven-point Likert scales [142], since the 1-10 scale is used in Dutch schools and
universities, and, hence, is familiar to the domain experts. The experts also provide the
reasoning for the scores they give to the subsystems.

The domain experts included one control engineer and five senior architects, who are
responsible for modeling automotive software within one OEM at different architectural
levels, ranging from functional architecture to Electrical/Electronic (E/E) architecture.
All the architects had a Master of Science (MSc) degree in mechanical or electrical
engineering and had more than 10 years experience in the automotive domain. One
architect had a PhD in mechanical engineering. The control engineer had an MSc degree
in mechanical engineering and had more than three years experience in the automotive
domain.

Results from the expert evaluation are summarized in Table 5.4 (left). For confiden-
tiality reasons we abbreviate the names of the subsystems. Similarly, for privacy reasons
we do not disclose the names of the experts. We observed, however, that for individual
subsystems the expert ratings are not always consistent with each other: e.g.,, EH is
ranked 3 by experts A and B and 7 by experts C and F. To gain a better insight into the
reasons for this discrepancy, we discussed it with the experts. Discussion revealed that
experts A, B and C interpreted modularity in terms of coupling, while experts D, E and
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F interpreted modularity in terms of cohesion. Thus as shown in Table 5.4, we grouped
the experts evaluation by coupling (A to C) and cohesion (D to F).

FExperts
Subsystem ABC [ DET
EH 337|557 DDED
ED 797|868
IDA 987|778
GS 767|768
TP 987|888
TS 371|777
BTL 987|887 ] |
CC 781|876 EH
TSCA 987| 888 e
TRC 785|783

Table 5.4: Expert review of selected subsystems of the industrial application and the
corresponding T-graph. Components missing from the T-graph are incomparable.

We start by comparing the evaluation of different subsystems. Traditionally, com-
parison of multiple groups follows a two-step approach: first, a global null hypothesis
is tested, and then multiple comparisons are used to test sub-hypotheses pertaining to
each pair of groups. The first step is commonly carried out by means of analysis of
variance (ANOVA) [99] or by using its non-parametric counterpart, the Kruskal-Wallis
one-way analysis of variance by ranks [103]. The second step uses pairwise t¢-tests or
their nonparametric counterparts, Wilcoxon-Mann-Whitney tests [242], with Bonferroni
correction [68,214]. Unfortunately, the global test null hypothesis may be rejected while
none of the sub-hypotheses are rejected, or vice versa [87]. Moreover, simulation studies
suggest that the Wilcoxon-Mann-Whitney test is not robust enough to examine unequal
population variances, particularly in the case of unequal sample size [247]. Therefore,
one-step approaches are required: such an approach should produce confidence intervals
which always lead to the same test decisions as the multiple comparisons. We have
used the recently proposed multiple contrast test procedure T [126] in combination with
a T-graph [234]. Using the T-procedure for the “all pairs” (Tukey-type) contrast and
95% confidence level and inspecting the corresponding T—graph (Table 5.4 right) we can
conclude that the experts prefer BTL, TP and TSCA over EH, and TP and TSCA over
TS. _

The T-procedure does not reveal consistent differences between the expert evaluations,
i.e., one cannot argue that one of the experts consistently gives higher/lower rankings
than another one. Therefore, we do not exclude any of the evaluations.

Figure 5.10 shows scatter plot diagrams of coupling metrics values and an average
experts’ evaluation based on coupling (Experts A to C in Table 5.4). Note that it was
discovered in the comments provided by the experts that experts (A-C) gave higher scores
to the subsystems with low coupling or lean interfaces and lower scores to subsystems
with high coupling or complicated interfaces. Therefore, high values of coupling metrics
indicate poor modularity according to experts evaluation based on coupling. In the
review comments of the domain experts, the list of subsystems with high coupling metrics
values (e.g., high values of DSC) indeed were identified as subsystems that are difficult
to maintain due to higher number of signals. Input processing subsystems, which are
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Figure 5.10: Scatter plot diagrams of expert evaluation and coupling metrics.

intended for processing input signals and providing higher number of output signals have
high DSC value as well. Therefore, it is not necessary to take the metrics as absolute
indicators of poor modularity but rather as a facilitator of the maintenance process.

Figure 5.11 shows scatter plot diagrams of cohesion and nesting metrics values and an
average experts’ evaluation based on cohesion (Experts E to F in Table 5.4). Cohesion
and nesting metrics are less relevant, therefore the lines are not necessary. Experts gave
higher scores to the subsystems with high cohesion (grouping of related blocks). Therefore,
high values of cohesion metrics indicate high modularity according to experts evaluation
based on cohesion.

Table 5.5 presents the descriptive statistics for the metrics and expert evaluations.
The minimum, maximum, mean, and standard deviation are calculated for each metric
and evaluations. N is the number of subsystems. The large standard deviation for NIS,
NOS, and SZ metrics indicate that the chance for significant relationships between these
metrics and other metrics is narrow. In the next subsection, we determine the statistically
independent metrics.

Before determining the relation between the modularity metrics and the number
of faults in Section 5.4.2, we carried out the Kendall’s 7 correlation test [83] on the
modularity metrics to detect the statistically independent metrics for measuring coupling,
cohesion and nesting aspects. CBS and NOP have a positive correlation 7 = 0.741 at the
significant level 0.010. DSC metric is related to interface metrics i.e., for NOP and NIS,
T = 0.544 (p-value = 0.042) and 7 = 0.523 (p-value = 0.038) respectively. DSC is related
to SCM, SD, and SZ metrics, 7 = —0.822 (p-value = 0.012), 7 = 0.600 (p-value = 0.016),
and 7 = 0.956 (p-value = 0.0) respectively. NIP and NOS have a negative correlation with
the expert coupling value 7 = —0.780 (p-value = 0.005), 7 = —0.709 (p-value = 0.009).
Therefore, as the statistically independent metric for measuring coupling aspect, DSC is
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Figure 5.11: Scatter plot diagrams of expert evaluation and cohesion and nesting metrics.

selected.

According to the Kendall’s 7 correlation analysis on the cohesion-related metrics to
identify the statistically independent cohesion metrics, SCM and SZ have a negative
correlation, 7 = —0.778 (p-value = 0.002). NCS and NBS have positive correlation,
7 =0.766 (p-value = 0.004). Therefore, we exclude the NBS, SD and SZ metrics. Hence,
as the statistically independent metric for measuring cohesion aspect, SCM, DoS, and
NCS are selected.

5.4.2 Metrics evaluation

In this evaluation phase, we carried out a correlation analysis to detect if there is a relation
between modularity metrics and the number of faults. A fault is an incorrect program
step, process, or data definition in a computer program [84]. We use the term fault, but
exclude “incorrect step and process” from consideration to an error in modeling or logic
that cause the system to malfunction or to produce incorrect results. It is important to
measure model defects to keep control over the maintenance [27]. As stated earlier, our
main goal was to identify modularity aspects that hinder the quality of Simulink models.
By obtaining fault information and analyzing the relation of faults to modularity metrics,
we aim to determine quality and furthermore predict the fault-proneness.

We used the fault data collected from the second industrial application consisting of
40 subsystems, of which 20 subsystems contain faults. The Kendall’s 7 correlation test is
used as in Section 5.4.1. This is because there are a number of tied values, therefore it is
important to establish if any modularity metric and the number of faults are statistically
dependent rather than simply measuring the degree of the linear relationship between
the variables. Figure 5.6 shows the correlations between the modularity metrics and the
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Table 5.5: Descriptive statistics.

] Minimurm | Maximum Mean Stel. Deviation

CES 10 0 3 1,60 1,35
DsC 10 89 99 o6 04
MIP 10 0 g 2,50 2,37
MOFP 10 1 12 3,50 412
MIS 10 i 76 16,00 2234
MOS 10 a 32 8,20 10,18
SCM 10 03 20 08 05
DoS 10 1 i 2,80 1,81
MCS 10 0 15 5,20 514
MES 10 0 11 3,60 403
sD 10 89 2,76 1,57 58
s5Z 10 17 217 68,30 5983
ExpCP 10 4 8 6,70 1,70
ExpCH 10 G 8 710 73
Yalid N (listwise) 10

number of faults (NrDef).

The correlation coefficient calculates the strength and direction of the correlation. A
positive correlation coefficient indicates a positive relation between the metrics and defects,
while a negative correlation coefficient indicates a negative relation. The significance level
indicates the probability of such a result occurring due to a coincidence. We accept a
common significance level of 0.010.

As presented in Table 5.6, the DoS and NCS metrics are positively correlated with the
number of faults. Based on this preliminary analysis, we can conclude that the high value
of higher hierarchal levels and complex models may imply a more fault-prone system.
This is in line with the studies from other programming paradigms, which show that there
is a strong correlation between software maintenance effort and software metrics in the
procedural and object-oriented paradigms [140,195].

As the preliminary analyses concluded that the degree of a subsystem coupling (DSC),
subsystem cohesion metric (SCM), depth of a subsystem (DoS), and number of contained
subsystems (NCS) are statistically independent metrics to evaluate modularity of Simulink
models, it is important to visualize these metrics in an efficient manner.

5.4.3 Threats to Validity

Modularity metrics are developed in a proprietary setting. Therefore, applying this model
to a generic automotive system needs further investigation. A quality model and more
than 80 metrics are introduced in Scheible’s research [209], therefore in recent years there
is active research on the development of a quality model for automotive industry. This
also requires further collaboration between OEMSs, suppliers, and tool vendors.

In addition, the selection of metrics can be too practical, since the metrics were defined
based on the literature and inputs from domain experts. The domain experts involved in
the qualitative analysis evaluated the models based on a 1-10 scale and we used the mean
of the evaluations for each of the quality attributes. Further empirical studies are needed
to validate the selection and application of metrics.

The number of domain experts involved in the evaluation is limited due to their
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Table 5.6: Kendall’s 7 correlation analysis.

DscC SCM Dos MNCS MrDef
DsC Correlation Coefficient 1,000
Sig. (2-tailed) .
SCM Correlation Coefficient - 578 1,000
Sig. (2-tailed) ,aoo .
Dos Correlation Coefficient 049 - 476 1,000
Sig. (2-tailed) 364 ,aoo .
MCS Correlation Coefficient -021 - 460 a7z 1,000
Sig. (2-tailed) 878 001 ,aoo .
MrDef  Correlation Coefficient -,00g9 -,234 391 346 1,000
Sig. (2-tailed) 943 073 005 027

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant atthe 0.05 level (2-tailed).

restricted time and availability for the evaluation of the software quality. This is a
potential threat to the validity. However, to increase the number of participants for
the evaluation task by involving students or engineers with less expertise may not be
representative for practical model engineering tasks.

5.5 Visualization tool

To visualize metrics, we selected SQuAVisiT (Software Quality Assessment and Visu-
alization Toolset) [232] as it is a flexible tool for visual software analytics of multiple
programming languages. SQuAVisiT is intended to support a software development team
(including developers and maintainers) carrying out quality assurance and maintenance
tasks. Our metrics tool interfaces with the SQuAVisiT toolset.

In Figure 5.12, SQuAVisiT visualizes the modularity and dependency of an industrial
application that we studied in Section 5.4.1. (The subsystem names here and elsewhere
are blurred up for confidentiality reasons.) The radial view was first introduced by
Holten [104] and extended in SolidSX [192] and the SQuAVisiT toolset [201]. In this
view, subsystems are placed in concentric circles according to their depth in the Simulink
model i.e., subsystems are illustrated as nested rectangles in the outer rings of the radial
view. The relations between (basic) subsystems, such as input and output signals, are
shown as curved arrows in blue color. The tool allows for zooming into the subsystems for
more detailed views. The colors on subsystems are used to visualize values of modularity
metrics. The green subsystems show the modular and red ones show subsystems which
require attention to improve their modularity.

Figure 5.12 demonstrates the visualization of software with DSC (Degree of Subsystem
Coupling) metric, where DSC is selected in the right panel and DSC values for the
subsystems are illustrated with respective coloring. The grey rectangles represent Bus
Selectors and Bus Creators. Figure 5.12 highlights not only subsystems with high
coupling, but also shows subsystems upon which they depend, so that the developer can
easily navigate and zoom into the dependencies of a particular unusual subsystem. This
facilitates the signal tracing activity in Simulink and decreases the analysis time to detect

3http:/ /www.solidsourceit.com/
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Figure 5.12: Visualization of system modularity with the help of SQuAVisiT tool. SQuA-
VisiT extended quality radial view of SolidSX tool3.

Figure 5.13: SQuAVisiT quality treemap view.

coupled subsystems. This tool gives early feedback about system modularity, making it
cheaper and easier to reuse and maintain than traditional techniques.
An example treemap view of our industrial application illustrated in Figure 5.13, shows
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Figure 5.14: SQuAVisiT quality table view.

its structural nesting highlighted with the selected modularity measurements (green—
modular, red—nonmodular). The advantage of this view is all the subsystems and their
sub-components are shown simultaneously and it is easy for the architect to identify the
subsystems, which may require further inspection [192].

Figure 5.14 illustrates another example of quality visualization. We illustrate all the
metric values of the subsystems including the excluded metrics (NiP, NoP, NIS, NOS,
and NBS). The table contains cells as pixel bars scaled and colored by metric values as
first introduced by Rao et al. [188]. The first column displays the list of subsystems and
the rest of the columns list all the metric values and last column lists the number of
faults of the subsystems. Subsystems are sorted by descending number of fault value.
This can help the domain experts easily locate the most problematic subsystems and
their respective metric values. However, evaluating the effectiveness of using different
visualizations of Simulink model quality is a possible area of a future work.
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5.6 Conclusion and future work

It is important to assess automotive software quality because of the increasing complexity
and size of Simulink models [86]. In this chapter, we focused on the modularity aspects
of Simulink models and defined modularity metrics for Simulink models following the
Goal-Question-Metrics (GQM) approach. We defined a modularity metrics suit consisting
of nine coupling and cohesion-related metrics and evaluated it with experts’ reviews
and preliminary statistical analysis. We identified three independent metrics (degree of
subsystem coupling, number of contained subsystems, and depth of a subsystem) based
on the statistical analysis and identified a correlation between modularity metrics and
number of errors. We developed a tool to measure modularity of the Simulink models
and visualized the quality aspects with SQuAVisiT toolset.

Although we carried out a preliminary analysis to define a relation between modularity
metrics and number of faults, this needs to be explored further if the moderate correlation
is satisfactory. This investigation can be compared to source code or other graphical
modeling languages. Modularity metrics in combination with other quality metrics may
provide useful insight on fault prediction of automotive software [14]. Modularity metrics
can be also used to detect bad smells that indicate the need of refactoring. Tool support for
refactoring Simulink models is limited compare to the established refactoring techniques
from Object-Oriented programming [230]. The benefit of visualizing modularity metrics
using SQuAVisit also needs to be investigated further.

As identified in our previous research [58], which showed that connectors (signals or
dependencies) are not modeled as first-class objects in automotive architecture description
languages (ADLs), this also holds for MATLAB/Simulink modeling. Therefore, the
modularity metrics related to connectors e.g., number of subsystems using a signal,
unused signals of a bus needs to be refined further. We believe that the metrics we defined
here can be applied or extended to modularity metrics of automotive architectural models.
In addition, the modularity metrics should take into account the increasing number of
subsystems and dependencies when the system evolves, which has been identified in the
analysis of high-cohesion/low-coupling metrics [17].

Modularity is added as a sub-characteristics of ISO/IEC SQuaRE quality standard and
it is related to other quality (sub-)characteristics e.g., reusability, modifiability, and stability.
In the expert evaluation, understandability is considered by the automotive domain experts
as one of the key related quality characteristic as well due to the Simulink visual modeling.
In Section 6, we identified that complexity is closely related to the understandability and
analysability. Therefore, in the next chapter, we designed a complexity metrics suite
addressing different attributes of complexity. Once the modularity and complexity metrics
for the Simulink models in the automotive domain are thoroughly evaluated, they can be
modified or extended further for other embedded domains.

As stated in Section 5.2, future work may also investigate the viability of metrics
aggregation techniques for use in Simulink models. Finally, while in the current chapter
we have focused on one Simulink model, we intend to study changes in modularity
metrics during the system evolution, and investigate the applicability of Lehman’s general
software evolution laws [138] to evolution of Simulink models (cf. [43,117]). Should model
repositories become available, we can augment the evolutionary studies by repository
mining techniques [183].






Chapter 6

Complexity Metrics Suite for Simulink Models

Due to the increasing size and complexity of Simulink models, it is beneficial to monitor
these factors early in the development cycle, even as early at the design phase, in order to
manage the issues at early development phase. The current complexity metric for Simulink
1s tightly coupled to the size metric. Other attributes contribute to complexity besides
size. Therefore we designed a complexity metrics suite to address different attributes of
complexity. Furthermore, complexity is an overloaded term with different interpretations.
To tackle the conflicting definition of what constitutes complexity, we related our complexity
metrics to the quality attributes based on qualitative analysis. The evaluation is based on
the analysis of the Simulink models performed by experts from the automotive domain.
Preliminary analysis suggests that complexity is closely related to analysability and under-
standability. It was also observed that due to the visual representation of Simulink models,
a broader view on complexity is needed. We support our claims with a case study from
the automotive domain.

6.1 Introduction

Since 90% of the innovation in the automotive industry is driven by electronics and
software [37,217], ensuring software quality has become a necessity. In automotive
software engineering, MATLAB/Simulink is one of the most popular graphical modeling
languages and a simulation tool for modeling and simulating automotive software systems.
Since 85% of bugs are introduced in the early development phase, it is crucial to develop
techniques to detect bugs early instead of causing costly field recalls [57]. Automated
source code analysis methods and tools e.g., Klockwork’s SCA [123], Model-Engineering
Solutions” M-XRAY [162], and CQSE’s ConQAT [49], have been developed to perform
quality analysis at the early development phase. However, these tools are commercial,
therefore the metrics defined for the source code and Simulink models are not publicly
available. This makes it difficult to reproduce the complexity evaluation and makes it
necessary to define publicly available complexity metrics for Simulink models.

To evaluate software complexity, different metrics have been defined. The cyclomatic
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complexity metric designed by McCabe in 1976 to indicate system’s testability and
understandability is one of the most popular complexity metrics. Mathworks Verification
and Validation software tool approximates the resulting McCabe complexity of generated
code out of Simulink models [151]. Scheible applies Halstead mapping out of the M-XRAY
tool to measure average local complexity and global complexity to manage testability and
maintainability respectively [209]. However, the Halstead mapping is not described due
to the commercial nature of the tool. Olszewska (Plaska) [173,174] defined structural
and data flow complexity metrics inspired by Card and Glass metrics [45], as well as
instability and abstractness metrics based on object oriented concepts [148]. However, the
evaluation of these metrics has not been carried out. The existing measurement techniques
have been in use for some time now, but utilized for different contexts, including various
programming languages, module-based systems, or object oriented designs [46,168]. .

We define and implement a complexity metrics suite for Simulink models. We analyse
the results and cross-reference the complexity measurements with the defect data we have
for the case study. We also explore the possible validity issues for the metrics and the
case study, separately, so that it is possible to replicate the study and to enable other
researchers and developers to employ the Complexity Metric Suite in their setting. The
remainder of the chapter is structured as follows. Section 6.2 presents the background of
the complexity definition, describes the existing complexity metrics. Section 6.3 discusses
further why complexity evaluation in the automotive industry is important. Section 6.4
presents a complexity metrics suite for Simulink models and Section 6.5 discusses the
evaluation of the metrics suite. The metrics suite discussion and threats to validity are
provided in Section 6.6. Related work is elaborated in Section 6.7. Finally, Section 6.8
concludes the paper and discusses future work.

6.2 Background

We discuss variations of complexity definitions and complexity metrics in this section.

6.2.1 Complexity Definition and Metrics

There has been a lack of consensus on the definition of complexity [9]. According to
IEEE Standard Computer Dictionary [88], complexity is defined as “the degree to which a
system or component has a design or implementation that is difficult to understand and
verify”, thus making complexity a characteristic addressing the design, implementation
and the effort needed to understand and verify the design or implementation. According
to Evans and Marciniak [79] complexity is “the degree of complication of a system or
system component, determined by such factors as: the number and intricacy of interfaces,
the number and intricacy of conditional branches, the degree of nesting, the types of
data structures”. Yet another proposed definition of complexity, embracing various
aspects, was given by Whitmire [241], where computational complexity is defined in
terms of “hardware resources required to execute the software”, psychological complezity
consists of “complexity problem solved by the software”, structural complezity includes
“characteristics of software (size, cohesion, coupling, etc.)” and programmer complezity
refers to “programmer’s knowledge and experience of the problem and solution domain”.
While the IEEE definition of complexity regards process and product, the Evans and
Marciniak’s definition focuses on the structure of a system. Finally, Whitmire’s definition
includes computational, psychological, and representational complexity. There is, however,



6.2. Background 101

no explicit definition of complexity in the ISO 25010 international standard also known
as SQuARE model.

Kan [120] related the design and code implementation metrics to software quality. He
identified the Lines of Code (LOC), Halstead’s software science metrics [96], and McCabe’s
cyclomatic complexity [153] as key metrics for code implementation. He indicated that
each program module is treated as a separate entity in these code metrics, hence the
structure metrics are presented as useful metrics capturing interactions between modules
in a software system.

6.2.2 Establishing Complexity Metrics

We refer to Section 5.3.1 for the description of main concepts of a Simulink model. In this
section, we discuss existing Simulink measurement mechanisms and establish complexity
metrics prior to introducing the metrics in the following section.

There are several measurement tools built in Simulink, one of them being sldiagnos-
tics [152]. It displays diagnostic information associated with the model or subsystem,
providing measurements on number of each type of block, number of each type of Stateflow
object, number of states, outputs, inputs, and sample times of the root model, names of
libraries referenced and instances of the referenced blocks, as well as time and additional
memory used for each compilation phase of the root model [152].

In the Simulink Verification and Validation toolbox, cyclomatic complexity is defined
as a measure of the complexity of a software module based on the number of nodes, edges
and components within a diagram [151]. For analysis purposes, each chart counts as a
single component.

Finally, as one of the mechanism for reducing the complexity of models Mathworks pro-
vided the MAAB guidelines [145]. However, these contribute to creating an aesthetically
pleasing design, rather than serve evaluation purposes.

It is essential to clearly define the attribute or property that is to be measured, since
the design of a measurement method and metric heavily depends on it. In our work we
define the complezity of a Simulink model as the property of a system showing the degree
to which the (sub)system or its part(s) has a design that is difficult to create, understand,
learn, analyse and test the system on a model level, as well as it is numerically challenging
to simulate. Therefore, our definition encapsulates the human and machine aspects of
complexity of Simulink models, respectively.

The aforementioned definition considers aspects related to design complexity and
testability of a system, as well as some views on the system related to how it is perceived
by humans (visual representation of the models in Simulink). Our goal is not only to
include the structure of the system and data flow view, but also the interrelations between
(sub)systems (meaning subsystems and signals).

Due to its visual representation and multiple Simulink-specific factors to consider,
complexity of Simulink models embraces more facets than the complexity of written code.
Therefore, our goal is to evaluate the complexity property with a collection of metrics.
We consider structural, data complexity, as well as the stability of a system as indicators
of complexity of (sub)systems.
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6.3 Motivation

Car buyers expect the product they own to be a safe and reliable operation. Particularly
for safety critical systems it is important to prevent failures, which demands a very
high level of testing, some of which is already mandatory by standards, e.g., ISO 26262.
Fixing a software bug is inexpensive during an early development phase, but can rise
up to millions of euros if a vendor needs to recall his cars to a dealers workshop for a
simple software update. Some studies have shown, e.g., Curtis et al. [51], that complexity
influences the time necessary to understand the code, and highly complex systems are
more prone to error. Automotive software testing relies on “In the loop” methods, which
test models before code before hardware before prototype cars. If defects can be detected
early, it is cheaper, because after fixing the defect, all the preceding test steps need to be
repeated, which costs money and time. The later in the process the defect is found, the
more expensive this becomes.

As the automotive industry is using model driven development, mainly with MATLAB
Simulink, it is interesting to gain knowledge about complexity during the modeling phase.
As Rakesh et al. [186] addresses, there are a lot of defect prediction methods to work on
source code, but none at model level. It is possible to automatically generate code from
models, but this is a time consuming step due to the various optimization imperatives.
Logical errors may be introduced during design and not during code generation, hence
test cases can be targeted at design. From a survey [15], we learned that software testers
are dedicated personnel, who could benefit during design phase if they could address error
prone (i.e., higher complex) parts in the earlier stages of design.

As Curtis states [51], the design of methods has an influence on the ability of developers
to understand a program. If a complexity metric can show which parts of a Simulink
architecture are too complex, the model can be redesigned, therefore complexity metrics
can be fundamental. The complexity metrics can be furthermore applied to the system
and software architectural models. Since early 2000, a number of automotive Architecture
Description Languages (ADLs) has been defined in the automotive industry. However,
there is still a lack of quality evaluation of the models represented in these ADLs [60].

6.4 Simulink Complexity Metrics Suite

Since a modeler is basically working on a one-level-at-a-time basis, our metrics are defined
per hierarchical level. In the following sub-sections, we first present the original metric
as found in the software engineering literature and then the Simulink-specific metric we
established. This is done in an iterative manner for each metric. However, the Halstead
mapping is not described due to the commercial nature of the tool. Although McCabe
and Halstead-based complexity metrics are mentioned by other researchers, the mapping
to Simulink model is not publicly provided in the literature (in English). We include the
structural and data flow complexity metrics by Olszewska (Plaska) [173,174] inspired
by Card and Glass metrics [45], as well as instability and abstractness metrics based on
object oriented concepts [148], since the evaluation of these metrics has not been carried
out.

6.4.1 Cyclomatic Complexity

McCabe’s cyclomatic complexity calculates the number of linearly independent
execution paths of the code [153]. Seeing a program as a control graph, G, the cyclomatic
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complexity is calculated as the number of different paths the program can take.
V(G)=E-N+P

where V(G) is the cyclomatic complexity of a control graph G, E is the number of edges,
N is the number of nodes, and P is the number of connected components or parts.

For programs containing only binary decision nodes, we can apply the following
calculation of cyclomatic complexity, which the number of decision nodes are counted [91,
154].

V(G) = number of decision nodes+ 1

where, V(G) is the cyclomatic number of decision nodes, called predicates, including e.g.,
if, for, while, and switch.

Simulink Verification and Validation software from Mathworks determines
cyclomatic complexity metric, which approximates the McCabe complexity measure of
the generated code from Simulink model. It uses the following equation for calculating
cyclomatic complexity:

N
mCMX = (0; — 1)

=1

where mC' M X is the Mathworks complexity, IV is the number of decision points that the
object (such as a block, chart, or state) represents, and o,, is the number of outcomes for
the nth decision point. One is added as a complexity number for atomic subsystems and
Stateflow charts [151].

Cyclomatic complexity for Simulink is defined based on McCabe’s design com-
plexity calculation. We extend the mapping between the C statements and Simulink
control logic blocks [150] as shown in the Table 6.1.

Table 6.1: Mapping between C and Simulink concepts.

C statement |Simulink blocks

if-else If block, If Action Subsystem

for For Tterator block, For Iterator
Subsystem

while, do-| While Iterator block, While Iter-

while ator Subsystem

switch Switch Case block, Switch Case
Action Subsystem

In addition, For FEach Subsystem, Atomic Subsystem, and the number of case statements
of the MultiPortSwitch block are also counted as decision statements. Hence the following
equation is defined:

mcCMX =P +1

where, mcC M X is cyclomatic complexity and P is the total number of decision nodes
(including atomic subsystems).
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6.4.2 Static Syntactical Complexity

Halstead introduced a set of software science metrics to measure computational complex-
ity based on the operators (e.g., +, —, *, =) and operands (e.g., variables, constants) of a
module. The following metrics are defined as part of the computation complexity [96]:

n=mni+ny

N =N;+ Ny
V = N x loga(n)
2 )

where, n; is the number of distinct operators appearing in a program (+, ++, > etc.
and return, if, continue etc.), ne is the number of distinct operands appearing in a
program (identifiers, constants), N; and N is the total number of operators and operands,
respectively. In the formulas, n represents the Program vocabulary metric, i.e., distinct
operators and operands, IV stands for the Program length giving the size of the program,
V describes Volume, i.e., information contents of a program, D describes Difficulty, which
corresponds to complexity.

Halstead metrics for Simulink is represented in the same manner as in the original
version. We, however, map the concepts to Simulink concepts as illustrated in Figure 6.1:

Operator

Operand

Divide

Figure 6.1: Halstead concepts for Simulink.

ny is the number of distinct Simulink block types e.g., Divide, Gain, Product;
e 1 is the number of distinct input signals;
e Nj is the total number of Simulink blocks;

e N5 is the total number of input and output signals.

We use hCM X_D for D and hCMX_V for V respectively.

6.4.3 Information Flow Complexity

Henry-Kafura defined complexity as a function of fan-in and fan-out to determine the
information flow between different modules! as a formula:

Cp = length * (fanin * fanout)?

IThere are some hybrid versions of the formula, see e.g., [213] and [101].
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where, (), is complexity of module p, length is measured as the lines of code, the fan-in
of procedure p is the number of local flows into procedure p plus the number of data
structures from which procedure p retrieves information, and the fan-out of procedure p
is the number of local flows from procedure p plus the number of data structures which
procedure p updates [100].

For the Simulink information flow complexity, we defined the following metrics
based on the Henry-Kafura’s metrics.

hkCMX = size * (fanin * fanout)?

where, hkC'M X is the information flow complexity of a subsystem, S, size is the number
of contained blocks (including subsystem blocks), fanin represents the number of source
blocks of a subsystem, S and fanout represents the number of target blocks of a subsystem,
S. We use hkC M X notation for the hkCM X .

6.4.4 Structural and Data Complexity

Card and Glass defined structural, data, and total complexity metrics for systems:

5o3- 20
V)

D_ f(zil—i-l

T=S5+D

where, Structural complexity, S, is the mean of squared values of fan-out per number of
modules, f(7) is fan-out of module 7 and n is a number of modules in the system; Data
complexity, D, is a function that is dependent on the sum of Input/Output variables and
inversely dependent on the number of fan-out in the module; 7' is the Total complexity [45].
This is a theoretically sound metric set, however empirical investigation of the validation
of the metrics is needed.

For structural and data complexity of Simulink models, the Card and Glass
metrics are used as it is and modules are changed into subsystem blocks, I/O variables
are mapped to the arrows (signals) entering and exiting the subsystem block for input
and output, respectively. The metrics are reformulated as:

o Structural complexity (CMX_S) is related to coupling of a system, and measures
the mean of squared values of fan-out per number of subsystem blocks, where f (i) is
fan-out of subsystem block ¢ and n is a number of subsystem blocks in the system.

e Data complexity (CMX_D) is related to cohesion of a system, and it is a function
that is dependent on the sum of Input/Output variables and inversely dependent
on the number of fan-out in the subsystem block.

o Total complexity (CMX_T) is defined as the sum of the structural and data
complexity.
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6.4.5 Dependency Metrics

The dependency metrics of (in)stability, abstractness, and distance indicate how easily the
system (or a block or subsystem) can be changed in terms of dependency and abstractness
of the system. They are an indicator of a good design, where “goodness” of the design is
inversely proportional to complexity.

Scheible’s instability metric calculates the average stability of the blocks of a
Simulink model. It is based on the work of Menkhaus and Andrich [158] and calculated
as following:

5 fanin(v)
beblocks fanin(v)+fanout(v)
size

Sch_Inst =

where, fanin(b) is the number of fan-in blocks of a block b, fanout(b) is the number of
fan-out blocks of a block b, and size is the number of contained blocks. In Scheible’s metric,
the fan-in and fan-out blocks are called predecessor and successor blocks, respectively.

It is indicated that a block with more fan-in blocks as fan-out blocks has a higher
probability of change (the more fan-in blocks for a block, the more likely that it has to be
changed to adapt the fan-in blocks) [209].

We define the instability metric for Simulink models as the number of efferent
couplings between blocks (CeB) divided by the sum of efferent (CeB) and afferent
couplings between blocks (CaB), which is given by the equation:

CeB

dCMXT = BT CaB

where, Instability of a (subsystem) block is dCM X _I, the number of efferent couplings
between blocks is C'e B, the number of afferent couplings between blocks is CaB. Afferent
coupling between blocks (CaB) is measure of the total number of external blocks linked
to a given block due to incoming signal within one layer. In other words, it is the number
of destination blocks for the block under analysis.

Efferent coupling between blocks (CeB) is defined as the number of blocks that are
linked to a given block due to outgoing signal within one layer, i.e., it is the number of
source blocks for the given block. Values range from 0 (no incoming signals), dCMX_I = 0
denotes a completely stable (subsystem) block to 1 (only incoming signals), dCMX T =1
signifies a maximally instable (subsystem) block.

We define the abstractness metric for Simulink Models as a ratio of the number of
subsystem blocks to the total number of blocks:

NaB
NB

where, dCM X _A is the abstractness, NaB is the number of subsystem blocks, and N B is
the total number of blocks. Values range from 0 (denotes a concrete block) to 1 (represents
a completely abstract block).

We define the distance metric for Simulink models as the relationship between
instability and abstractness. It is computed as a normalised sum of these values decreased
by one:

dCMX_A =

dCMX_D = |dCMX_A+dCMX_I — 1|
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Figure 6.2: Fault-Tolerant Fuel Control System [3].

where, dCM X_D is distance, dCM X_A is abstractness, and dCM X _I is instability. Val-
ues range from O (desirable: blocks are either totally stable and abstract (scenario
dCMX_ T = 0 and dCMX_A = 1)) to 1 (or entirely instable and concrete block
(dACMX_I=1and dCMX_A=0).

6.5 FEvaluation

We developed a complexity analysis tool to automatically measure the complexity metrics
defined in Section 6.4.

6.5.1 Fuel Control System Evaluation

We applied the complexity metric suite to a Fault-Tolerant Fuel Control System (FCS)
from Mathworks Simulink Example Library [3] which represents a fuel control system
for a gasoline engine. Figure 6.2 shows the top level of the FCS system. The subsystem
fuel_rate_control uses signals from the system’s sensors to determine the fuel rate. The
fuel rate combines with the actual air flow in the engine gas dynamics model to determine
the resulting mixture ratio as sensed at the exhaust [3]. The purpose of the evaluation of
the FCS system is to compare the complexity metric suite measurement to Mathworks’
complexity evaluation of the FCS system. The FCS system consists of 25 subsystems and
the maximum hierarchical depth is 5.

The complexity measurement of the FCS is provided in Table 6.2. The first column
lists the subsystems contained in all hierarchical levels of the FCS. The second column
(CMX_M) contains the Mathworks complexity metric values. The third column (NC'S)
lists the number of contained subsystems. The other columns contain the complexity
metrics values defined in Section 6.4.

We carried out the Kendall’s 7 correlation analysis [83] on the complexity metric
suite and Mathworks’ cyclomatic complexity metric. According to the Mathworks’
complexity analysis, sldemo_fuelsys, fuel_rate_control, and control_logic subsystems are
considered the most complex and To Controller, To Plant, and validate_sample_time
subsystems are considered the least complex subsystems. We identified that the Mathworks
complexity metric (CM X_M) is strongly correlated to the size metric, number of contained



108 Complexity Metrics Suite for Simulink Models

Table 6.2: Complexity Measurement of Fault Tolerant Fuel Control System.

Subsystem CMX_M| NCS mecCMX hCMX V. hCMX D hkCMX CMX S CMX D CMX T Sch_Inst dCMX | dCMX A dCMX D
fuel_rate_control 62.0 | 13.0 3.0 39.0 0.6 6.0 1.3 2.2 3.5 0.5 0.5 1.0 0.5
control_logic 36.0 4.0 1.0 95.1 1.5 0.0 0.0 4.0 4.0 0.33 0.0 0.6 0.4
Engine Gas Dynamics 13.0 9.0 1.0 27.0 0.5 0.0 0.5 3.0 3.5 0.5 1.0 1.0 1.0
Throttle & Manifold 10.0 6.0 1.0 349 2k 0.0 1.0 2.0 3.0 0.5 0.0 0.7 0.3
Throttle 6.0 3.0 6.0 114.7 4.2 14.0 0.0 2.0 2.0 0.75 0.5 0.2 0.3
fuel_cale 4.0 6.0 1.0 20.7 0.6 0.0 0.5 2.8 3.3 0.67 1.0 1.0 1.0
Mixing & Combustion 3.0 2.0 3.0 41.5 2.3 0.0 0.0 2.0 2.0 0.5 1.0 0.3 0.3
Speed.speed_estimate 3.0 1.0 1.0 1.7 1.5 0.0 0.0 0.0 0.0 0.67 0.0 0.0 1.0
EGO Sensor 2.0 1.0 1.0 19.7 1.5 0.0 0.0 0.0 0.0 0.5 0.0 0.0 1.0
f(theta) 2.0 1.0 1.0 19.7 1.5 0.0 0.0 0.0 0.0 0.5 0.0 0.0 1.0
feedforward_fuel_rate 2.0 1.0 4.0 28.5 1.0 0.0 0.0 0.0 0.0 0.67 0.0 0.0 1.0
glpratio) 2.0 1.0 1.0 19.7 1.5 0.0 0.0 0.0 0.0 0.5 0.0 0.0 1.0
Intake Manifold 2.0 2.0 2.0 39.9 2.7 8.0 0.0 3.0 3.0 04 0.5 0.3 0.3
MATLAB Function 2.0 1.0 1.0 24.0 1.5 0.0 0.0 0.0 0.0 0.5 0.0 0.0 1.0
switchable_compensation| 2.0 4.0 4.0 80.0 3.0 0.0 0.0 3.3 3.3 0.75 1.0 0.4 0.4
airflow_calc 1.0 1.0 3.0 225.7 5.8 24.0 0.0 0.0 0.0 0.5 0.5 0.0 0.5
Pressure.map_estimate 1.0 1.0 1.0 11.6 1.0 0.0 0.0 0.0 0.0 0.67 0.0 0.0 1.0
Throttle.throttle_estimate| 1.0 1.0 1.0 11.6 1.0 0.0 0.0 0.0 0.0 0.67 0.0 0.0 1.0
disabled_mode 0.0 1.0 1.0 2.0 0.5 0.0 0.0 0.0 0.0 0.5 0.0 0.0 1.0
low_mode 0.0 1.0 1.0 19.7 1.5 0.0 0.0 0.0 0.0 0.75 0.0 0.0 1.0
rich_mode 0.0 1.0 1.0 19.7 1.5 0.0 0.0 0.0 0.0 0.75 0.0 0.0 1.0
To Controller 0.0 1.0 1.0 59.2 1.5 0.0 0.0 0.0 0.0 0.8 0.0 0.0 1.0
To Plant 0.0 1.0 1.0 11.6 1.0 4.0 0.0 0.0 0.0 0.33 0.5 0.0 0.5
validate_sample_time 0.0 1.0 1.0 53.3 3.0 0.0 0.0 0.0 0.0 1 0.0 0.0 1.0

subsystems (NCS) i.e., it has a strong correlation (r = 0.734). We accept a common
significance level of 0.05. The three most complex subsystems identified by the Mathworks’
metric are in fact composite subsystems. The three least complex subsystems have less
complexity according to our metric suite.

In addition, we identified that the other complexity metrics provide more insight into
the complexity analysis. The cyclomatic complexity (mcC M X) metric identifies that the
subsystem Throttle is the most complex, which is complemented by the higher values of
Halstead, Henry-Kafura, and instability metrics.

6.5.2 Expert Evaluation

We have compared expert evaluation of the complexity metrics. The evaluation process
involved five senior architects, who are responsible for modeling automotive software
within one vehicle manufacturer at different architectural levels, ranging from functional
architecture to Electrical/Electronic (E/E) architecture. All the architects had a Master
of Science (MSc) degree in mechanical or electrical engineering and had more than 10
years experience in the automotive domain. One architect had a PhD in mechanical
engineering.

Domain experts evaluated a number of randomly selected subsystems of an automotive
application using a scale of 1 to 10, 1 meaning the least complex and 10 meaning the
most complex. The 1-10 scale was chosen due to expert’s familiarity with the scale. The
expert group consisted of five experts with a role of a functional architect, a developer,
and a tester. Although there are in general no major inconsistencies between the experts,
the developer and tester would provide lower complexity score given their familiarity with
the system under review. The following complexity characteristics were recognized from
the experts’ feedback.

e Complexity vs. Analysability: If difficult blocks (e.g., flip flop, unit delay, hit
crossing) and many feedback loops are used, then the model is considered complex
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Figure 6.3: Expert’s evaluation: Complexity vs. Quality attributes

and difficult to analyze.

e Complexity vs. Understandability: Too many input/output signals, hierarchical
levels, parameters, and unclear naming of subsystems make it complex and difficult
to understand. Whenever the number of input signals are high, used algorithms are
not complex then the model is considered not complex.

e Complexity vs. Testability: Too many parameters make the model complex and
difficult to configure correctly. Many dependencies with other modules make the
model complex as well.

Besides the complexity ("ExpCmx’), domain experts evaluated understandability ("Ex-
pUnd’), analysability ("ExpAnz’), and testability ("ExpTst’) of the system also using the
scale of 1 to 10. According to the expert’s evaluation as illustrated in Figure 6.3, all three
quality attributes are related to complexity. In the expert evaluation, however, analysabil-
ity and understandability are referred to further details when providing comments for the
complexity grading.

6.5.3 Correlation Analysis

We carried out a correlation analysis on the second automotive application to detect
a relation between complexity metrics and the number of defects. We used the data
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collected from the second automotive application consisting of 40 subsystems, from which
half of the subsystems contain defects because of proprietary library subsystems. Since
there are a number of tied values and we aim to establish if any complexity metric and
the number of faults are statistically correlated rather than measuring the degree of the
linear relationship between variables, we use the Kendall’s 7 correlation test as used in
our modularity assessment of Simulink models [61].

The correlation coefficient infers the strength and direction of the correlation meaning a
positive correlation coeflicient indicates a positive relation between the metrics and defects
and a negative correlation coeflicient indicates a negative relation. The significance points
to a probability for a coincidence. We accept a common significance level of 0.05. According
to the correlation analysis, the structural complexity CM X_S, data complexity CM X _D,
total complexity C M X _T', abstractness dC' M X _A and block instability dC' M X _I metrics
are positively correlated with the number of faults. This may imply that the subsystems
with higher number of fan-out subsystems and instability can be more prone to faults.

6.6 Discussion and Threats to Validity

We have defined and implemented a complexity metric suite based on the well-known
complexity metrics from the software engineering field. Although Mathworks provides a
cyclomatic complexity metric, we identified that it has a strong correlation with the size of
the subsystem. Although the novelty of the definition of the Simulink complexity metric
suite could be argued, the mapping of the complexity metrics from code to Simulink
models is not publicly shared. It could be due to the competitive nature of the automotive
industry. Furthermore, the tools available to analyze the complexity models do not share
the description of the metrics explicitly. Therefore, the lack of descriptions makes the
application of the metrics extremely challenging.

Complexity metrics are developed in a proprietary setting. Therefore, applying this
model to a generic automotive system needs further investigation. Also the selection of
metrics can be too practical, since the metrics were defined based on the literature and
inputs from domain experts. The domain experts involved in the qualitative analysis
evaluated the models based on 1-10 scale and we used the mean of the evaluations for
each of the quality attributes.

Another potential threat to validity stems from the limited number of domain experts
involved in the evaluation, which is due to their restricted time and availability for the
evaluation of the software quality. However, to increase the number of participants for
the evaluation task by involving students or engineers with less expertise may not be
representative of practical model engineering tasks. Furthermore empirical studies are
needed to validate the selection and application of complexity metrics on larger scale
data.

6.7 Related Work

Metrics for Simulink have already been used to evaluate the impact of changes to the
complexity and coupling properties of automotive software systems [69]. The authors
used two metrics: structural (Henry-Kafura) and coupling (Gupta and Chhabra) in
order to verify that certain quality attributes have not deteriorated. They also used
metrics to implicitly increase the product quality with respect to stability, reliability and
maintainability. In our work we use several complexity metrics, which tackle different
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perspectives of the Simulink model complexity. Furthermore, we focus on other quality
sub-attributes, defined by the experts as the ones the most impacted by the complexity
characteristic, ¢.e., understandability, analysability and testability.

The authors [107] build their quality model based on ISO/IEC 9126 and specify it for
the MATLAB/Simulink/Stateflow environment. A package of metrics for the assessment
of complexity was used, i.e., Halstead, McCabe, Henry and Kafura metrics. The authors
claim that it gives an overall assessment for a whole model or a specific subsystem.
However, the mapping of these metrics for Simulink models is not presented in the paper.
Moreover, Hu et. al tackled the stability quality attribute by computing average slice
per input signal, yet no description of this metric was given. This lack of descriptions
is also the case for other metrics, which makes the application of the metrics extremely
challenging. Furthermore, the tools e.g., Klockwork’s SCA [123], Model-Engineering
Solutions’ M-XRAY [162], and CQSE’s ConQAT [49] are commercial, therefore the metrics
defined for the source code and Simulink models are not publicly available. This makes it
difficult to reproduce the complexity evaluation and makes it necessary to define publicly
available complexity metrics for Simulink models.

Simulink models have been investigated quantitatively [174], where the authors pro-
posed a list of direct measurements, in addition to metrics based on Card and Glass
complexity model. Later work [172] extended the Simulink metrics with instability and ab-
stractness, as well as the distance metrics, which were described as indicators of “goodness”
of a design.

6.8 Conclusions and Future Work

Complexity of produced software systems is an issue regardless of the application domain,
as it is closely linked to the cost of the development. In particular, in safety-critical
domains, like automotive, quality, and thus complexity, is of utmost importance. In
addition, lower complex systems are easier to fulfill 100% coverage by a finite number of
test cases, which decreases the development cost and increases the quality. Nowadays, cars
can be seen essentially as big computer systems consisting of multiple components running
various software. There is a need for mechanisms to efficiently monitor the complexity of
the automotive software systems, particularly in the early stages of development cycle,
for example at the modeling stage, as it is more economical and beneficial.

A plethora of commercial tools are able to perform tests and verification at the source
code level, e.g., Astrée [111] or Polyspace [149], but generating the code from Simulink
models increases the likelihood of failure due to no optimal code generator settings or
even bugs in the code generator. Furthermore, it would decrease the development time
and cost if complexity analysis at model level can be performed.

In this chapter, we defined the complexity metrics suite for the Simulink modeling
language. Furthermore, we identified the relation between complexity characteristic
and other quality attributes, e.g., understandability, analysability and testability. A
preliminary analysis provided a strong correlation between some of the complexity metrics
and the number of errors.

Future work may consider continuing this research on two levels: (a) refining the
established metrics and (b) linking them to standards and architectural complexity models,
e.g., Software Architecture Complexity Model (SACM) [31]. The former refers to including
the factors that additionally impact the complexity of Simulink models, to the existing
Simulink complexity metrics suite. The preliminary discussions with experts showed



112 Complexity Metrics Suite for Simulink Models

that apart from the number of incoming signals (single signal or a bus) or depth of a
(sub)system, there are also other elements that need to be addressed. These include
loops in the model (also empty loops), algorithms and computations, number of GoTo
statements, number of parameters of the models or documentation and model description.
For some of these factors it is not sufficient to have metrics based on simple count; rather,
some further cognitive analysis may be needed. Furthermore, we need to determine if
Simulink operations can be weighted based on the difficulty and complexity level.

Complexity metrics can be evaluated further in the specific functional domains of au-
tomotive embedded systems. These include vehicle-centric functional domains (including
powertrain control, chassis control, and active/passive safety systems) and passenger-
centric functional domains (covering multimedia/telematics, body/comfort, and Human
Machine Interface (HMI)) [166]. In addition, the relationship between the complexity
metrics suite and standards specific to a functional domain such as ITEC 51508, ISO 26262
and modeling guidelines e.g., MISRA can be explored further. Moreover, an architectural
complexity model can be built comprising of quality attributes originating from the ISO
25010 standard and linking them to the metrics suite we established. For that purpose
the existing quality and architectural complexity models need to be examined in more
detail and associate the metrics and quality attributes to the role of the person in the
development (tester, calibrator, developer, and maintenance staff). Operationalization
(e.g., interpretation models, aggregation method, and defining weights) is considered useful
to improve the understandability and applicability of quality attributes [238], therefore
operationalization of complexity needs to be carried out to make it easy to understand by
the stakeholders.



Chapter 7

Managing Clone Mutations in Simulink Models

Like any software system, real life Simulink models contain a considerable amount of
cloning. These clones are not always identical copies of each other, but actually show a
variety of differences from each other despite the overall similarities. Insufficient variability
mechanisms provided by the platform make it difficult to create gemeric structures to
represent these clones. Also, complete elimination of clones from the systems may not
always be practical, feasible, or cost-effective. In this chapter we propose a mechanism
for clone management based on Variant Configuration Language (VCL) which provides a
variability handling mechanism. In this mechanism, the clones are managed separate from
the models in a non-intrusive way and the original models will not be polluted with extra
complexity to manage clone instances. The proposed technique is validated by creating
generic solutions for Simulink clones with a variety of differences present between them.

7.1 Introduction

Software clone detection is a well established and mature field with continually increasing
research and tool development [128,190,203]. In software development, copying code
fragments and pasting them with or without modifications in other code sections are
common practice. This process is called software cloning and the copied code is called
software clone [190]. Maintaining software clones can lead to high maintenance costs [39],
because a bug detected in one section of code needs to be fixed in all related code
fragments [190].

The majority of existing software clone detection techniques are code based, which
means the clones are detected in the source code written in different programming
languages. Compare to code clone detection field, model clone detection is a new and
not well-researched field [203]. In the model clone detection field, clones are identified in
higher-level software models instead of source code. Our need for model clone detection
techniques stem firstly from the prominence of the model-driven development in many
domains and secondly detecting clones (redundancies) earlier in the models have higher
impact on the lower levels [203].
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In recent years, model clone detection techniques have been developed for Simulink
models [12,48,63,64,119,181,203]. Simulink models can be comprised of thousand of
elements and are maintained over long periods by organizations. In these situations,
cloning becomes a relevant problem [12]. Similar to the code clones, separately maintaining
multiple similar parts of models could increase costs, and inconsistent changes to cloned
parts could lead to incorrect or undesired system behavior.

Completely eliminating clones from the systems may not always be necessary, practical,
feasible, or cost-effective. A viable alternative is to perform clone management. This is
especially relevant for product line based development of similar systems, where clones
represent reusable pieces of functionality, and their integration in a central repository is a
basic task for the development of product lines.

To be viable, clone management techniques require a representation of the clones that
could provide a powerful parameterization mechanism to capture all kinds of variations
that could possibly exist between clone instances, and is robust to evolutionary changes.
Model variants exhibit a range of differences. Similar to code clones, Type-1 (exact),
Type-2 (renamed), and Type-3 (near-miss) model clones have also been identified [12].
These clone types are demonstrated for Simulink models in Section 7.2. Model clones
can also occur across multiple layers [12]. A challenge is to unify all types of possible
differences between model clones with a single variability management technique, which
can facilitate the maintenance effort for a large model set.

To date, no clone management technique has been proposed for Simulink models. A
basic requirement for clone management is a powerful variability management technique.
Simulink provides a basic variability mechanism with its Variant Subsystems but this
mechanism is only meant for simulation and increases the size and complexity of the
models. A Variant Subsystem contains two or more child subsystems, from which only
one child subsystem is active during model execution [110]. Another option is to model
variability with general-purpose blocks like Switch blocks or if-action blocks for the
selection of alternative variants [95,210]. Another problem here is that it is not obvious
if a Switch block is for the selection of variants or to control the signal flow. There is
no possibility to remove unnecessary variability information and reduce a variant-rich
model to a specific system model [139]. This results in the intermixing of functionality
and variability handling mechanisms in the models, violating the principle of separation
of concerns [210].

We propose a clone management framework for Simulink models based on Variant
Configuration Language (VCL) [7]. VCL provides unrestricted parameterization of text-
based artifacts. As Simulink also provides an equivalent textual representation of its
models, this does not pose a limitation for the proposed solution. VCL based solution
is non-obstructive as the variability handling concern is addressed separately from the
functionality concern. Because of the powerful parameterization of VCL, we can define
variants capturing any kind of differences that could be present in clones. Finally, with
VCL we can also define new variation points to a generic structure without affecting the
existing variants.

In our proposal, we define separate roles for model developers and model managers with
regard to clone management to clarify the description of the process, although the same
person can fulfil these roles at different times. VCL based generic clone representations
are developed by model managers and stored in a clone repository. Colors are used to tag
the different parts of the Simulink models for cloning status and these tags are updated
when the cloning status is changed. Finally, we validate our technique by creating generic
representations of a number of clones exhibiting a variety of differences.
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Figure 7.1: A Type-1 model clone.

The rest of the chapter is organized as follows. In Section 7.2, we provide the
background information about the Simulink model clones and VCL. In Section 7.3,
we describe the details of our proposed approach for model clone management and
in Section 7.4, we validate our approach. Section 7.5 discusses the related work and
Section 7.6 concludes the chapter and discusses the future work.

7.2 Background

In the following sections we present the main concepts for Simulink model clones and
Variant Configuration Language (VCL), which are used in the Simulink clone management
approach that we propose in Section 7.3.

7.2.1 Simulink Model Clones

Simulink model clones are categorized into the following three types [13], which are similar
to the categorization used in the code clones:

e Type-1 (exact) model clones: Identical model fragments except for variations in
whitespace, comments, layout and formatting. Figure 7.1 illustrates an example of a
Type-1 model clone (Engine Dynamics subsystem), which is included in both engine
timing models, namely sldemo_engine (with a triggered subsystem) in Figure 7.7a
and the sldemo_enginewc (with a closed-loop control) in Figure 7.7b. The Engine
Dynamics subsystem is identical in both engine models except for a slight variation
in layout (positions of some blocks and signals vary slightly). However, it is still
considered an exact model clone in Simulink models.
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(b) A Friction Calc subsystem of the sldemo_clutch_if example model [110].

Figure 7.2: A Type-2 model clone.

o Type-2 (renamed) model clones: Structurally identical model fragments except

for variations in labels, values, and types, in addition to variations in Type-1 i.e.,
whitespace, comments, layout and formatting. Figure 7.2 illustrates an example
Type-2 model clone between different subsystems, namely the Requisite Friction in
Figure 7.2a and the Friction Calc subsystem contained in the same sldemo_clutch_if
example model as shown in Figure 7.2b. Blocks (inports and outports) have different
names in addition to variation in layout.

Type-3 (near/miss) model clones: Model fragments with further modifications such
as changed, added or removed blocks or lines, in addition to the variations from
Type-1 and Type-2 clones. Figure 7.3 shows an example Type-3 model clone between
Rich Mode and Low Mode subsystems contained in the same sldemo_fuelsys example
model, shown in Figure 7.3a and 7.3b respectively. The Discrete Filter block is
moved to another location in addition to variations in block names and layout.

7.2.2 VCL

Variant Configuration Language (VCL) [7] is a variability management technique with a
syntax inspired by C preprocessor (cpp). It is an enhanced version of XVCL, which is
a dialect of XML and uses XML trees, a parser for processing [118,171]. VCL does not
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(b) A Low Mode subsystem of the sldemo_fuelsys example model [110].

Figure 7.3: A Type-3 model clone.

use XML syntax and processing, instead it extends the capabilities of the basic cpp to
better manage software variability, including the product line scenario [7]. VCL organizes
and instruments the base code for ease of adaptation and reuse during development and
evolution of system variants. VCL allows instrumenting the source code for customization
at any level of details. VCL Processor goes through the base code, executing VCL
commands to generate a required system variant. VCL parameters exercise control over
the VCL processing separately from the base code.

VCL offers a flexible and user-defined syntax. The VCL default syntax is based on
cpp, but full support is provided to modify this syntax. If VCL hashtags conflict with
reserved hashtags in a program, a VCL user can easily change the syntax of some or all
of the VCL commands.

The overall scheme of operation of VCL is similar to that of cpp. However, compared
to cpp, VCL gives better control over the process of synthesizing system variants from
the base code, leading to more generic and reusable base code components. VCL’s ability
to organize base code in a way that replaces any significant pattern of repetition with
a generic, adaptable VCL representation, leads to significantly smaller base code and is
much simpler to work with.

In Figure 7.4, we illustrate an example of VCL. A VCL Processor starts processing
with the specification (SPC) file (in blue). The SPC file contains a set of VCL commands.
The VCL values assigned in #set commands are the same as the cpp variables assigned in
#define commands, except that the VCL variable values propagate to all adapted source
files (#adapt links) [7,62]. Single and multi-value variables can be declared in the VCL
#set command. VCL #adapt file command is same as cpp #include, except that the
source file can be modified in different contexts in which it is adapted [7,62]. In the SPC
file example in Figure 7.4, “SavingsAccount” value is assigned to the classname variable
and two different message values are assigned to the messages variable. Since only one
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file is configured to be adapted in the SPC file, the VCL Processor starts processing the
“Account.vel” file (in yellow) when it encounters the #adapt “Account.vcl” command.

The VCL Processor generates any source code found in the visited files [7,62]. Therefore,
when the VCL Processor encounters the #output?@className?”.java” command in
the “Account.vcl” file, it emits the output to “SavingsAccount.java” file (in green) as
shown in Figure 7.4. In a loop command (#while command ) of the “Account.vcl” file,
the variable messages is iterated over. Therefore, both messages are generated in the
“SavingsAccount.java” file.

7.3 Approach

In our proposal, we differentiate between the roles of model developers and model managers
(similar to the role of frame engineers proposed by Bassett [24]). The same person could
be playing both roles, but for the sake of identifying relevant responsibilities, we describe
the proposal in terms of these distinct roles.

We start with a given set of clones identified in a Simulink model or a group of models.
There are tools available for detecting clones in Simulink models [12] [64]. SIMONE [12]
works with the textual representation of Simulink models and reports clones in the form
of clone classes and clone pairs. It detects not only type-1 and type-2 clones but also
reports type-3 clones. SIMONE reports only similar subsystems as clones. ConQAT [64]
detects clones using a graph matching technique and also reports clones at the block level.
However, it only detects type-1 and type-2 clones. Our proposed technique can work
with the output from any of these tools, but subsystem level clones gives a more crisp
boundary for a reusable element in Simulink, and therefore is preferred by our approach.

The responsibility of clone detection lies with the model manager role. From the
detected clones, the model manager will decide which clones need to be managed. Various

#setclassName = "SavingsAccount'
#setmessages ="This is a bank account’, "Savings Account'

__— #Fadapt"Accountvel
SPC file

<adapts> #Foutput ?@className?” java"

class ?@className? {
public static void main(String[] args) {

#Fwhile messages ——»  VCL Processar
System.out.printinl"?@messages?’);

#endwhile

/ l

; Accountyel

class SavingsAccount {
public static void main(Stringl args) {
System.out.printin(*This is a bank account™);
System.out.printin{*Savings Account®);
}
I

SavingsAccountjava

Figure 7.4: VCL Example [7].



7.3. Approach 119

Select a clone class for
unification

Any clone classes left
for unification?

Run clone detection

A,

Identify variation points and
variants

Create VCL representation All clone instances are
and store in repository colored green

Figure 7.5: Flow of activities for the Model Manager.

clone related metrics can be used to identify clones that are of importance to the developers
and should be consistently maintained [63]. These selected clones are manually converted
into VCL representation and placed in a clone repository. In the actual Simulink models,
we mark each subsystem that is generated from a VCL managed clone by a unique color,
as in [139].

As discussed in [223] and [12], blocks, lines, ports and branches could be reordered
in the textual representation of type-1 model clones. For SIMONE, these elements are
sorted before clone detection [12]. For our proposed solution, we can safely sort these
elements in the generic representation with VCL. Although we can generate the exact
ordering of these elements for each clone instance, as it was before sorting, but we do
not need this extra complexity in the generic representation as the sorted and unsorted
subsystems would be functionally and graphically equivalent in the resulting Simulink
model. Figure 7.5 shows the workflow for the model manager role.

When a model developer (Figure 7.6) needs to reuse a subsystem from another part of
the model or from another model, there could be two possibilities. Either this subsystem
is an existing clone that has a VCL representation in the repository or it is the first
cloning of a subsystem. In the former case, the developer would generate the configured
clone from the VCL representation of the managed clone in the repository for the new
use, while marking this new copy accordingly. For the latter case, the developer will clone

Customize clone Concrete subsystem is
from repository generated

Copy, paste, and modify the The two copies of the
subsystem in the new context subsystem are clored red

Locate subsystem to

Subsystem is Green
clone

Figure 7.6: Flow of activities for Model Developer.
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Figure 7.7: Two subsystem clones differing in positions only.

the existing subsystem and reuse it in the new place. In this case also, the two copies will
be marked with another unique color indicating the presence of a clone that has not yet
been stored in the repository. This marking will act as a signal for the model manager to
create a VCL representation of this new emerging clone with suitable variation points
and variants.

When the developer selects a clone from the repository for reuse, she will be presented
with a list of variation points for the selected clone, and a list of previously existing
variants to choose from for each variation point. The developer can only configure the
new clone instance by selecting from these predefined variants for a variation point and
is not allowed to create new variants or new variation points. For every variation point,
there will be a default variant. When the developer has completed the configuration, a
concrete subsystem is generated based on the developer’s selection of variants and the
developer can now use this block where required.

If the developer modifies a generated copy of a clone in ways other than those captured
by the VCL representation, the block is marked with a third unique color. The model
manager will later analyze these clones to examine the extent of changes made to them.
If the changes are few, this instance could be merged with the generic version in the
repository by defining new variation points or new variants for the existing variation
points. Because of the flexibility provided by VCL, there are almost no restrictions on
the variants that could be provided at a variation point. However, if the new changes
have made this copy significantly different from the original clone, the model manager
can also choose to remove this particular instance from the clone class completely.

7.4 Validation

The most important aspect of the proposed mechanism is to effectively handle the wide
range of variability that could possibly be present in the clones. To validate the feasibility
of VCL for capturing all kinds of variations, we created numerous Simulink subsystems
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System {

Name "Subsystem"

Location ?@subsystem_location?
Open on

ModelBrowserVisibility on

ModelBrowserWidth 200

ScreenColor "white"

PaperOrientation "landscape"

PaperPositionMode "auto"

PaperType "usletter"

PaperUnits "inches"

TiledPaperMargins [0.500000, 0.500000, 0.500000, 0.500000]
TiledPageScale 1

ShowPageBoundaries off

ZoomFactor "1o0"

Block {

BlockType Sum

Name "Add"

SID "

Ports (2, 1]

Position ?@sum_position?

ZOrder 2

InputSameDT off

OutDataTypeStr "Inherit: Inherit via internal rule"

SaturateOnIntegerOverflow off

}

Block {

BlockType

Name "Outl"
SID

Position

ZOrder -2
IconDisplay

}

Line {

SrcBlock

SrcPort 1

#break linel_points

DstBlock

DstPort 2
}

Line {

SrcBlock

SrcPort 1

#break line2_points

DstBlock

DstPort 1
}

}

Outport

ll4"
?@outport_position?

"Port number"

"Tpl"

"Add"

"Add"

"Outl"

Listing 7.1: Annotating the subsystem with VCL commands.

forming clone pairs. Each clone pair captures only one form of variation. Using VCL
commands, we created generic solutions for each of these clone pairs.
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#set subsystem_location = "[596, 16, 1412, 554]1"
#set sum_position = "[240, 80, 270, 1201"
#set outport_position = "[355, 93, 385, 107]"

#output "Layout2a_Position.mdl"
#adapt "Layout2a_Position"

#set subsystem_location = "[3, 15, 819, 553]1"
#set sum_position = "[245, 135, 275, 175]1"
#set outport_position = "[360, 103, 390, 117]1"

#output "Layout2b_Position.mdl"
#adapt: "Layout2b_Position"

#insert linel_points
Points [47, 0; 0, 55]
fendinsert

#insert line2_points
Points [37, 0; 0, —-45]

#endinsert

#endadapt

Listing 7.2: Configuring the two subsystems with VCL.

Overall, we captured all possible forms of variations listed by Stephan et. al [223].
These include:

e different layout (color, position, size, other attributes) of elements;
e different ordering of elements (blocks, lines, ports, branches);

e different names of elements (blocks, lines);

different values of elements (blocks);

added or deleted block;

changed block type.

A concrete example of a clone pair, its corresponding generic subsystem annotated
with VCL, and its configuration to regenerate the original subsystems, are shown in
Figure 7.7, Listing 7.1 and 7.2 respectively.

7.5 Related work

Leitner et. al. [139] uses pure::variants Connector for Simulink to handle structural
variability in Simulink models. They identify common variability scenarios from the
industry, and propose a 3-layered template based mechanism to abstract the variability
implementation. Like our approach, they also hide variability mechanism from the
developers. However, we do not need any extra blocks to achieve this goal.

A variety of clone management techniques have been proposed for code-based software
systems. Toomim et al. [229] attempted to keep consistency among clone members by
linked editing of the clone members. Baxter et al. [25] eliminate clones automatically
using macros. Recently, solutions are being sought for manual clone management instead
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of a fully automatic refactoring tool, as the elimination of clones may not always be viable.
Duala-Ekoko et al. [67] use a descriptive language to help track of clones over software
evolution. However, this description language is specific to object-oriented languages like
Java and C++.

7.6 Conclusion and Future Work

In this chapter we have proposed a clone management framework for managing Simulink
model clones. The benefits of using VCL as the variability technique includes separating
the variability concern from the functionality concern. The variability mechanism has
been validated by converting a number of clone pairs with a varied set of differences into
generic representations of VCL. Furthermore, empirical evaluation of the approach can
be carried out in the future.

In addition to the clone detection tool for Simulink models, we also need a clone-
matching tool whereby we can search for other copies of a known clone in the newly
developed parts of a model. For future work the use of parameterized contracts to software
components [193] can be investigated to enhance the reusability of the VCL representation.
Visual rendering to VCL frames would be beneficial. In this manner, cloned subsystems
will have extra property pages at configuration time to concretize the block/subsystem
before using it.






Chapter 8

Conclusions

This chapter summarizes the contributions of this thesis and discusses the directions for
future research. The main results and conclusions of this research are provided for each
of the research questions stated in Chapter 1.

8.1 Contributions

As software becomes more and more important for automotive systems, the new discipline
called automotive software engineering has emerged as an intriguing field which introduces
new solutions or adopts existing methods for automotive software and electronics systems
from the software engineering discipline. More than a decade ago a list of emerging
challenges and research directions were presented in the scope of the automotive software
engineering field [37]. However the amount and complexity of technical and research
challenges that automotive companies face today are even higher due to the increasing
role of software for automotive innovations. The software work package for the Hybrid
Innovations for Trucks (HIT) multi-disciplinary project needed to tackle two main issues,
namely a suitable architecture modeling method and a quality technique to enable the
development of more efficient control software. These issues are considered vital in the
automotive software engineering field in general [37,166,208].

The first research question was formulated to address the automotive software archi-
tecture issue.

RQ,: What architecture description mechanisms can be employed to support
automotive architectural modeling at different architecture viewpoints?

To address this question, in Chapter 2 we evaluated the existing architecture descrip-
tion mechanisms for the automotive industry, as well as their benefits and gaps. Based
on this literature review we have proposed an Architecture Framework for Automotive
Systems (AFAS). The AFAS fills a gap that was identified during the evaluation, namely
the lack of the consistency between the Architecture Description (AD) elements in the



126 Conclusions

existing architecture description mechanisms, Architecture Frameworks (AFs) on the one
hand and Architecture Description Languages (ADLs) on the other hand.

Therefore, in Chapter 3, we presented the results of the comparison between
automotive-related ADLs based on the automotive architecture modeling requirements,
which were elicited from interviews with automotive domain experts. SysML was selected
as an ADL which satisfies the main modeling requirements, from the options of EAST-
ADL, TADL, AML, SysML, and MARTE. We then evaluated the usability of SysML
diagram types for automotive architecture modeling. While similar case studies can be
found in the literature [16,20,187,215], they gloss over the reasons why a certain diagram
type has been selected. Therefore, the conclusions from these case studies are not a priori
applicable to the specifics of the HIT project. Therefore, we have conducted a separate
case study using IBM Rational Rhapsody supporting SysML and compared the SysML
diagrams with those created by an OEM using proprietary approaches. The resulting
selection of the SysML diagram types concurs with the earlier results [16,20,187,215] and
provided further a rationale for the selection or de-selection of a certain diagram type.

The main conclusion was that SysML satisfies the main requirements of architecture
modeling at all abstraction levels from functional to Electrical /Electronic (E/E) architec-
ture. However, SysML and its supporting tool need further improvement or extension
on modeling architectural elements e.g., mapping signals between different architectural
levels, and interfacing with complex Simulink models. The key problem seems not to be
SysML’s inability to model the desired architectures, but rather its flexibility to enable
too many different solutions. Based on the conclusion of the SysML case study, we recom-
mended the OEM to start a pilot project with IBM Rhapsody within its industrial setting.
After the successful completion of the pilot project by the OEM, they have decided to
apply SysML and IBM Rational Rhapsody in an advanced modeling project [108].

The second research question was derived during the process of defining the AFAS
framework. It was formulated to address the consistency between automotive architecture
views.

RQy: How can we formalize the correspondence rules between automotive
architecture viewpoints?

It is crucial to define correspondence and correspondence rules for an automotive AF
and ADL, which consist of multiple architecture viewpoints. Indeed, correspondence and
correspondence rules would facilitate the communication between different automotive
architects and domain experts, since a model is typically incrementally constructed in
close cooperation between (multi-disciplinary) domain experts. We have observed that
without the explicit correspondence rule enforcing relations within an AD or between ADs,
the communication between architects can be cumbersome and require ad hoc descriptions
to the refinements made at the architectural models at different architectural views. For
example, a functional architecture model is delivered to the software architect, who would
refine the given model. However, without the formal definition of the correspondence
between functional and software viewpoints, architects need to explain why certain
refinements are made to the given model. In Chapter 4 we addressed a similar issue
which discusses the situation whereby the functional model is developed by an OEM
and refined by a supplier. Therefore, facilitating communication between an OEM and a
supplier would save not only time, but also cost.

To address this practical problem, we investigated the consistency checking approaches
in the software architecture field and developed an inconsistency detection approach based
on the correspondence rule between automotive architecture views. Existing approaches
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for architecture consistency checking generally cover the issues related to the consistency
between the software architecture model and its counterpart model (sometimes called
an implementation model) that is reverse engineered or reconstructed from the source
code. Specifically, consistency checking for UML diagram types (between structural and
behavioral diagrams) is a well-researched area. Our approach is inspired by language-
neutral mechanisms [34, 80,81, 131, 165].

We focused on the refinement correspondence between functional and software views,
where the functional models are refined by adding more details to the software view. A
prototype tool was developed for IBM Rational Rhapsody. The prototype can perform
consistency checking between functional and software views. The inconsistency checking
approach and the prototype tool were evaluated in the scope of Adaptive Cruise Control
functional and software models which were created by two separate student teams
emulating an OEM and an automotive supplier.

In addition to the architectural consistency checking, in the evaluation of automotive
ADLs in Chapter 3 we identified that the automotive ADLs lack the capability to ensure
architectural quality. Although it is not an explicit requirement of automotive ADLs,
improving architectural quality clearly gives an advantage to the quality of architectural
modeling. This is particularly important because ensuring internal quality, as measured
by looking inside the product, (e.g., by analyzing the static model or source code [159])
of the system influences the external quality, as measured by execution of the product,
(e.g., by performing testing [159]). This enables quality improvement at an earlier stage
of the software development cycle, i.e., the architectural and design phase. The following
research question was formulated to address the architectural quality issue. Answering
this question also addresses the second main issue required by the HIT project.

RQ,: How can the quality of automotive software models be defined and
evaluated?

To address this research question, we first clarified what the quality of architectural
models is. The software quality can be generally defined as a conformance to the
characteristics of software product with specified requirements. Therefore, we defined
an automotive quality model [56] based on the ISO/IEC 25010 international standard
for system/software product quality [115]. In addition, we reviewed automotive-specific
design quality frameworks and recent software quality modeling literature. The (sub-)
characteristics of quality model and respective metrics are defined together with an OEM
following the Goal-Question-Metric (GQM) approach. In this thesis, we focused on the
results of modularity and complexity metrics of Simulink models in Chapter 5 and
in Chapter 6, respectively. Modularity and complexity metrics were selected because
they were considered sub-sub-characteristics of several sub-characteristics e.g., reusability,
modifiability, and analysability, which are part of maintainability characteristic in our
quality model. The quality metrics are evaluated in the industrial setting. Simulink
models are selected because they are used broadly to develop automotive embedded
software and may consist of hundreds of building blocks and several hierarchal levels.

We evaluated the modularity of Simulink models based on the cohesion, coupling,
and control metrics for improving quality of Simulink models. During the evaluation of
the quality of control software, we identified that 40% of prototype control models were
clones (type I-III). Therefore, in Chapter 7, we introduced a novel method for clone
management based on Variant Configuration Language (VCL). This method provides a
variability handling mechanism for Simulink models. In this mechanism, the clones are
managed separately from the models in a non-intrusive way and the original models are
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not polluted with extra complexity to manage clone instances. The proposed technique
was validated by creating generic solutions for Simulink clones with a variety of differences
present between them.

8.2 Directions for Further Research

In this thesis, we presented the research results on automotive architecture modeling and
automotive architectural quality. This section discusses the possible directions for further
research in these areas.

8.2.1 Automotive architecture modeling

For the definition of AFAS in Chapter 2, we aimed to integrate the main viewpoints
necessary for the automotive architecture modeling by investigating existing automotive
AFs and ADLs. The main purpose of AFAS is to use the results of the evaluation of
automotive ADLs and to contribute to the thought process in the automotive industry
as the Automotive Architecture Framework (AAF) and Architecture Design Framework
(ADF). During the definition of AFAS, we identified a number of further research directions:

e Eliciting the viewpoints for vehicle functional domains (i.e., powertrain control,
chassis control, active/passive safety systems, multimedia/telematics, body/comfort,
and human machine interface (HMI)). In each functional domain, stakeholders may
have varying concerns.

e Comparing the AFAS views with the views generated by the MEGAF approach [102],
since the MEGAF is built upon the ISO 42010 international standard and enables
the definition of a reusable and open architecture framework. Due to the limited
availability of the metamodels for the automotive ADLs (except EAST-ADL, SysML,
MARTE), the views were not generated using the MEGAF approach.

e Mapping the diagram types of the selected language, which was discussed in Chap-
ter 3, to the AFAS viewpoints. After the refinement of the AFAS, the SysML
diagram types can be mapped to the viewpoints together with the guidelines.

e Bridging a gap between architectural model and code by aligning the architectural
concepts and programming languages, which was considered one of the new challenges
in [41].

Besides an architecture framework, we studied automotive ADLs to answer the RQ1
more thoroughly. Instead of defining yet another ADL, we investigated existing automotive
ADLs and identified a generic ADL as a suitable language for representing an automotive
architecture. Industrial applicability of the chosen ADL was investigated by an OEM in a
pilot project. Valuable future work regarding automotive ADL, could focus on reverse
engineering source code to create architectures at different architectural levels. To do
this, reverse engineering methods like system grokking technology [55] can be used to
extract hierarchical state machines from the source code of an embedded application.
Reconstruction of SysML sequence and activity diagrams from the source code can be
considered similarly to UML [127,199,200]. Furthermore, model-based development using
automotive ADLs is a young field, where the language specification or metamodel of
architectural models evolve in short period of time, which causes a model co-evolution
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problem. A syntax-driven model co-evolution method [231] can be used to address the
ADL co-evolution issue.

A relation between automotive ADLs and AUTOSAR needs to be investigated further.
Since AUTOSAR is intended for automotive E/E architectures, the question remains if
the AFAS hardware view is consistent with the AUTOSAR. One of the criticisms that
the AUTOSAR received was that unnecessary or redundant functions and elements were
lobbied into the standard by many participant OEMs as well as tier-one suppliers [97].
Therefore, a detailed analysis of the relation between automotive ADLs (specifically its
E/E or hardware view) and AUTOSAR needs to be carried out.

8.2.2 Automotive architectural quality

Although the RQ2 was formulated during the case study for automotive architecture
modeling, architectural consistency is a part of the architectural quality issue. Due to the
lack of tool support for checking consistency between automotive architecture views, we
formalized the correspondence rule between automotive structural views and developed
a prototype tool to check the consistency. Because we solely focused on the refinement
correspondence, other correspondence and correspondence rules need to be defined and
formalized within or between architectural views such as conformance, obligation, and
traceability correspondence. The prototype tool can be improved by carrying out a
comprehensive case study in an industrial setting by extending the consistency rules
and overall usability of the tool. Support for consistency checking between the other
automotive views of AFAS is also needed. Furthermore, reverse engineering source
code to create architectural models at different architectural views is valuable. The
reverse engineering architectural model can be used to check inconsistency between other
architectural models.

Modularity and complexity metrics defined to address the RQ3 have been implemented
as part of a quality framework and evaluated using the automotive control software
in Simulink. However, further evaluation should be carried out on different type of
automotive architectural and design models. A preliminary analysis on defining a relation
between modularity/complexity metrics and number of faults (presence of faults) is
carried out. It requires further analysis on bigger dataset. Modularity and complexity
metrics may provide useful insight on fault prediction of automotive software [14]. These
metrics can be also used to detect bad smells that indicate the need of refactoring. Tool
support for refactoring Simulink models is limited compare to the established refactoring
techniques from Object-Oriented programming [230]. Furthermore, operationalization of
modularity and complexity needs to be carried out to make them easy to understand by
the stakeholders.

Visualizations of metrics were considered valuable by the domain experts to facilitate
the architecture review process. Extending visualizations for these metrics are also a
necessary step. For this purpose, a task-oriented view approach on a set of visualizations
of UML models and related metrics data can be applied [135,136].

The work on complexity metrics can be continued on two levels: (a) refining the
established metrics and (b) linking them to standards and complexity models. The former
involves including the factors that additionally impact the complexity of Simulink models,
to the existing Simulink complexity metric suite. Preliminary discussions with experts
showed that apart from the number of incoming signals (single signal or a bus) or depth of
a (sub)system, there are also other elements that need to be addressed, e.g. loops in the
model, algorithms and computations, number of GoTo statements, number of parameters
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of the models or documentation and model description. For some of these factors it is not
sufficient to have metrics based on simple count; rather, some more cognitive analysis
might be needed. Furthermore, it needs to be determined if Simulink operations can be
weighted based on the difficulty and complexity level. Factor analysis [98] can be utilized
to investigate if any other operations contribute to different complexity metrics.

The complexity metrics can be evaluated further in the specific functional domains. In
addition, the relation of the complexity metrics suite and standards specific to a functional
domain such as TEC 51508, ISO 26262 and modeling guidelines e.g., MISRA can be
explored further. A complexity model can be built to comprise of quality attributes
originating from the ISO SQuARe standard and linking them to the metrics suite we
established.

In addition, metrics aggregation techniques for Simulink models can be investigated.
Changes in quality metrics during the system evolution can be studied and the applicability
of Lehman’s general software evolution laws [138] to evolution of Simulink models (cf. [43,
117]) also can be investigated. Should model repositories become available, the evolutionary
studies can be augmented by repository mining techniques [183]. Furthermore, these
metrics can be modified or extended further for other embedded domains.

Regarding the clone detection tool for Simulink models, a clone-matching tool needs to
be developed whereby other copies of a known clone can be searched for in the newly devel-
oped parts of a model. Visual rendering to VCL frames like pure:variants VAR_Multiport
Switch and VAR_Const [139] can also be developed. In this manner, cloned subsystems
will have extra property pages at configuration time to concretize the block/subsystem
before using it. Further, empirical evaluation of the approach is considered important
future work. The use of parameterized contracts to software components [193] can also
be investigated to enhance the reusability of the VCL representation.
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Summary

On the Design of an Architecture Framework and
Quality Evaluation for Automotive Software Systems

Nowadays, 90 percent of the innovation in vehicles is enabled by software. Over the past
thirty years different methods have been developed to tackle the increasing complexity
and to decrease the development costs of the automotive software systems. In the scope
of this thesis, automotive architectural modeling and quality evaluation methods have
been addressed. According to the ISO 42010 standard, an Architecture Description
language (ADL) and an Architecture Framework (AF) are the key mechanisms used
in architecture descriptions. ADLs can exist without respective AFs. However, the
successful application of an ADL can depend on the proper definition of an AF, since
an AF enables better organization and application of an ADL with clear separation of
concerns. Although automotive ADLs have been developed over the last decade, only in
recent years, automotive companies started to take initiative in defining an architecture
framework for automotive systems, e.g., the Architecture Design Framework by Renault.
The first draft of the Automotive Architecture Framework (AAF) was already proposed
half a decade ago by Broy. The first contribution of this thesis is the definition of an
Architecture Framework for Automotive Systems (AFAS), which fills a major gap between
existing automotive AFs and ADLs that was identified during the literature review and
the evaluation of automotive ADLs.

During the evaluation of automotive ADLs, we identified the lack of the capability
to ensure the architectural quality. Even though quality models based on the ISO/TEC
SQuaRe quality standard have been specified for MATLAB Simulink design models, the
quality framework for automotive architectural models has not been defined. Based on a
series of structured interviews with architects (from one automotive company) responsible
for modeling automotive software at different architectural viewpoints, we identified
consistency, modularity, and complexity as the three main pillars of quality for automotive
architectures. Modeling hierarchal elements consistently from different architectural
viewpoints, and handling data and control complexity are the key needs of automotive
architecture modeling. Therefore, the second contribution of this thesis is the definition
and development of the quality evaluation framework for automotive software systems.

Ensuring consistency between the different architectural viewpoints is one of the
key issues regarding architectural quality of automotive systems. Correspondence rules
between architectural viewpoints are not formally defined in the scope of the automotive
architecture description mechanisms. Therefore, we propose a consistency detection
mechanism based on correspondence rules between automotive architectural viewpoints
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and developed a prototype tool to perform this consistency checking between different
architectural viewpoints. The consistency checking approach and the prototype tool were
evaluated in the scope of an Adaptive Cruise Control modeling between two separate
teams emulating OEM and automotive supplier.

To evaluate modularity and complexity, we follow the Goal-Question-Metric (GQM)
approach. By conducting a series of interviews with automotive architects and reviewing
relevant standards, we have identified complexity and modularity aspects serving as goals
in GQM. Then based on the academic and industrial publications, we have identified
a series of questions that need to be answered to achieve the aforementioned goals.
Automotive architects have again reviewed these questions. Finally, we have defined
metrics required to answer the questions, and identified /implemented tools capable
of measuring and presenting these metrics. The quality framework has been applied
to industrial automotive architectural and design models. Results of the framework
application have been evaluated by means of qualitative and quantitative analyses. By
applying the framework to three subsequent releases of an architectural model and
the corresponding design models, we have observed, for example, that addition of new
functionality or bug fixing in design models often come at a price of increased complexity
at the design level, and sometimes compromise modularity of the architectural model.

To facilitate the quality evaluation process, the framework applies visual analytics
approach for the visualization of modularity and complexity with the help of SQuAVisiT
toolset. This approach enables early feedback about software quality making it cheaper and
easier to reuse and maintain than traditional techniques. In addition to the visualizations,
a mechanism for clone management based on Variant Configuration Language (VCL)
is developed to manage model clones and variants. The benefits of using VCL as the
variability technique includes separating the variability concern from the functionality
concern. The variability mechanism has been validated by converting a number of clone
pairs with a varied set of differences into generic representations of VCL.

To summarize, we defined an architecture framework for automotive software systems
with a coherent set of viewpoints and views for automotive ADLs. Having a coherent set of
architecture viewpoints and views and analyzing automotive specific needs for architecture
description mechanisms, we identified consistency, modularity, and complexity as the three
main quality attributes for automotive software systems. We developed a correspondence
rule based method for ensuring consistency between different architectural viewpoints
and defined metric sets for assessing modularity and complexity as part of the quality
framework. The quality framework is also extended by the quality visualization and clone
detection mechanisms to improve software quality.
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