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Stochastics and Stochastics Reports 61 (1997) 297{321
On the Di�erentiation of Heat Semigroups andPoisson IntegralsANTON THALMAIER

Abstract: We give a version of integration by parts on the level of local martingales;combined with the optional sampling theorem, this method allows us to obtain di�eren-tiation formulae for Poisson integrals in the same way as for heat semigroups involvingboundary conditions. In particular, our results yield Bismut type representations for thelogarithmic derivative of the Poisson kernel on regular domains in Riemannian mani-folds corresponding to elliptic PDOs of H�ormander type. Such formulae provide a directapproach to gradient estimates for harmonic functions on Riemannian manifolds.1. IntroductionLet M be an n-dimensional smooth manifold and, for some m 2 N , letA: M � Rm ! TM ; (x; e) 7! A(x)e ;be a homomorphism of vector bundles over M . Thus, A 2 �(Rm 
 TM), i.e., themap A(x): Rm ! TxM is linear for x 2 M , and A( . )e 2 �(TM) is a smoothvector �eld on M for e 2 Rm . Consider the Stratonovich stochastic di�erentialequation dX = A(X) � dB +A0(X) dt (1.1)where A0 2 �(TM) is an additional vector �eld, and B an Rm -valued Brownianmotion on a �ltered probability space �
;F ;P; (Ft)t2R+� satisfying the usualcompleteness conditions. There is a partial ow Xt( . ); �( . ) associated to (1.1)(see [12] for details) such that for each x 2 M the process Xt(x), 0 � t < �(x),is the maximal strong solution to (1.1) with starting point X0(x) = x, de�ned upto the explosion time �(x); moreover, using the notation Xt(x; !) = Xt(x)(!) and�(x; !) = �(x)(!), if Mt(!) = fx 2M : t < �(x; !)gthen there exists a set 
0 � 
 of full measure such that for all ! 2 
0:1991 Mathematics Subject Classi�cation. 58G32, 60H10, 60H30.Key words and phrases. Di�usion, heat semigroup, integration by parts, heat kernel, Poisson kernel.{ 1 {



(i) Mt(!) is open in M for each t � 0, i.e. �( . ; !) is lower semicontinuous onM .(ii) Xt( . ; !): Mt(!)!M is a di�eomorphism onto an open subset of M .(iii) The map s 7! Xs( . ; !) is continuous from [0; t] into C1�Mt(!);M� with itsC1-topology, for each t > 0.The solution processes X = X(x) to (1.1) are di�usions on M with generatorL = A0 + 12 mPi=1A2iwhere Ai = A( . )ei 2 �(TM), i = 1; : : : ;m. Throughout this paper we assumethat the system (1.1) is non-degenerate, i.e., A(x): Rm ! TxM is surjective foreach x, or equivalently that L is elliptic. This non-degeneracy provides a Rieman-nian metric on M such that A(x)A(x)�: TxM ! TxM is the identity on TxM forx 2M . In other words, A(x)�: TxM ! Rm de�nes an isometric inclusion for eachx 2M , i.e., hu; viTxM = hA(x)�u;A(x)�viRm for all u; v 2 TxM :With respect to this Riemannian metric, L = 12�M + Z where Z is of �rst order,i.e. a vector �eld on M . Standard examples are the gradient Brownian systemswhen M is immersed into some Euclidean space Rm , and A(x): Rm ! TxM is theorthogonal projection; for A0 = 0 this construction gives Brownian motion on Mwith respect to the induced metric, see [5].For x 2 M , let TxXt: TxM ! TXt(x)M be the di�erential of Xt( . ) at x (well-de�ned for all ! 2 
 such that x 2 Mt(!)) and Vt = Vt(v) = (TxXt)v thederivative process to Xt( . ) at x in the direction v 2 TxM . It is well-known thatV on TM solves the formally di�erentiated SDE (1.1), i.e.,dV = (TXA)V � dB + (TXA0)V dt ; V0 = v ; (1.2)with the same lifetime as X(x), if v 6= 0. Using the metric and the correspond-ing Levi-Civita connection on M , equation (1.2) is most concisely written as acovariant equation along XDV = (rA)V � dB + (rA0)V dt (1.3)(see [5]); by de�nition, (1.3) meansd~V = ==�10;t (rA) ==0;t ~V � dB + ==�10;t (rA0) ==0;t ~V dtfor ~Vt = ==�10;t Vt where ==0;t: TX0M ! TXtM is parallel transport along the pathsof X.We �rst assume completeness in (1.1), i.e. �(x) = 1 a.s. for each x 2 M . Notethat this does not necessarily imply the existence of a sample continuous versionof the ow R+�M !M , (t; x) 7! Xt(x). For f 2 bC1(M) (bounded C1 functionswith bounded �rst derivative) let(Ptf)(x) = E ��f �Xt(x)�� ; x 2M; (1.4)be the semigroup associated to (1.1), andP (1)t (df)xv = E�(df)Xt(x) (TxXt) v� ; v 2 TxM ; (1.5)its formal derivative whenever the right-hand side exists. More generally, for a(bounded) di�erential form � 2 �(T �M) letP (1)t (�) = E [X�t �] ; (1.6){ 2 {



provided the right-hand side of (1.6) is well-de�ned; here X�t � is the pullback of� under the (random) map Xt: M !M .Further, for x 2M and I = [0; t] or I = R+ letH (I; TxM) = �: I ! TxM absolutely continuous, k _k 2 L2(I; ds)	be the Cameron-Martin space and H 0(I; TxM) = f 2 H (I; TxM) : (0) = 0g.The following version of an integration by parts formula is a slight variation ofa formula obtained by Elworthy-Li [6] (see also [3]); we use it to exemplify ourapproach to derivative formulae.Theorem 1.1 (Integration by parts formula) Assume (1.1) to be complete andnon-degenerate. Let f 2 bC1(M). ThenEh(df)Xt(x) (TxXt)hti = Eh�f �Xt(x)�Z t0 
(TxXs) _hs; A�Xs(x)� dBs�i (1.7)for each bounded adapted process h with sample paths in H 0([0; t]; TxM) such thatE�sup0�s�t��d(Pt�sf)Xs(x) (TxXs)hs��� <1, and with the additional property thatR r0 
(TxXs) _hs; A�Xs(x)�dBs�, 0 � r � t, is a martingale.Proof Let h be an adapted bounded process with h.(!) 2 H ([0; t]; TxM), almostall !. It will be shown in Lemma 2.1 below thatNr = d(Pt�rf)Xr(x) (TxXr)hr� �Pt�rf��Xr(x)� Z r0 
(TxXs) _hs; A�Xs(x)� dBs� (1.8)provides a local martingale for 0 � r � t. The additional assumptions assure thatN is even a martingale; the claim follows upon taking expectation.Remark 1.2 A canonical choice for h in equation (1.7) is hs = (s=t) v, v 2 TxM ,or more generally, hs = (s^ "=") v with some constant 0 < " � t. Then, under theassumptions of Theorem 1.1,Eh(df)Xt(x) (TxXt) vi = Eh�f �Xt(x)�1" Z "0 
(TxXs) v; A�Xs(x)�dBs�i : (1.9)In general, if h in Theorem 1.1 has the property that ht = v, then we get P (1)t (df)xvfor the left-hand side in (1.7) while the right-hand side represents d(Ptf)xv as willbe shown in Theorem 2.4 below. Thus, in this case, d(Ptf)x = P (1)t (df)x is alreadya consequence of (1.7).Note that di�erentiating (1.4) by taking derivatives under the expectation requiresdi�erentiability of f . However, due to the smoothing property of the semigroup,Ptf is already di�erentiable even if f is only measurable | a fact which is explainedby formula (1.7) where the right-hand side does not involve any derivatives of f .In case system (1.1) is explosive, the minimal heat semigroup associated to (1.1)is given by (Ptf)(x) = E��f �Xt(x)�1ft<�(x)g� (1.10)where di�erentiation under the integral is no longer possible even for smooth f .An appropriate generalization of (1.5) isP (1)t (df)xv = E�(df)Xt(x) (TxXt) v 1ft<�(x)g� ; v 2 TxM : (1.11){ 3 {



From a stochastic point of view, there seems to be no obvious reason why (1.11)should be the derivative of (1.10) in the direction v, i.e.,dPtf = P (1)t (df) : (1.12)Of course, formula (1.12) cannot hold for f � 1 unless the system (1.1) is complete(non-explosive).Even more fundamental problems occur when dealing with boundaries where theprocess needs to be stopped when exiting a given domain. The situation is bestillustrated in the case of the Dirichlet problem. Suppose that D is an open (rela-tively compact) domain in M with �D 6= M . Letu(x) = E [f �X�(x)(x)] (1.13)where �(x) denotes the �rst exit time ofX(x) fromD. Then u is di�erentiable (andL-harmonic) on D whereas x 7! X�(x)(x) is not even continuous with probabilityone. The non-continuity follows from purely topological reasons, since there is nocontinuous retraction of D to the boundary @D. Thus, there is de�nitely no wayof di�erentiating (1.13) by taking derivatives under the integral.In this paper we shall extend integration by parts and derivative formulae in var-ious directions to cover situations where �nite lifetime or stopping times resultingfrom boundary conditions are involved. Speci�cally, we develop formulae for thedi�erentiation of (1.10) and (1.13) not involving any derivatives of f . Analogouslyto Bismut type formulae for the logarithmic derivative of the heat kernel, we getsimilar formulae for the Poisson kernel.Our methods are inspired by the notion of quasiderivatives in the sense of Krylov[11]. The following fact is elementary but crucial for our approach: If a local mar-tingale depends on a parameter and is di�erentiable with respect to this parameterin probability uniformly on compact time intervals, then its derivative is also alocal martingale.2. A basic formula for the derivative of a heat semigroupWe start by explaining our basic strategy for proving integration by parts andderivative formulae; see also [7]. Let X be again the partial ow associated to thenon-degenerate system (1.1). Suppose that, for some x 2M , a process of the formY (x): Yr(x) = a�r;Xr(x)� provides a local martingale. We assume that Y (x) isde�ned on a stochastic interval [�; � [ such that��r;Xr(x; !)� : �(!) � r < �(!)	 � I �M0 ; almost all !,where a: I �M0 ! R such that a(t; . ) 2 C1(M0) for t 2 I with jointly continuousderivative (t; x) 7! da(t; . )x; here I � R+ is an interval and M0 �M open.Such a situation is typically given when a is some C2 time-space harmonic functionso that @ra+ La = 0. In this paper we have mainly two cases in mind, namely(i) � � t, and a(r; y) = (Pt�rf)(y), for some bounded measurable f on M ,(ii) � � �(x), where �(x) is the �rst exit time of X(x) from a bounded domain D,a(r; y) = u(y) with u 2 C2(D) and Lu = 0.{ 4 {



Lemma 2.1 (Integration by parts on the local martingale level) Let a�r;Xr(x)�,� � r < � (with � < � predictable stopping times) be a local martingale for somefunction a having the above properties. ThenNr = �da(r; . )�Xr(x) (TxXr)hr�a�r;Xr(x)�Z r0 
(TxXs) _hs; A�Xs(x)�dBs� (2.1)(� � r < �) is also a local martingale for any bounded adapted process h withsample paths h.(!) 2 H (I; TxM) for almost all !.Proof For r � 0, let H"r : M !M be the pathwise de�ned solution to( @@"H"r (x) = A�H"r (x)�A(x)�hrH0r (x) = x : (2.2)Set X"r (x) = Xr�H"r (x)�; then in particular X0r (x) = Xr(x). The perturbedprocess X" satis�esdX" = A(X") � dB + A0(X") dr + (TXr) dH"rwith dH"r = � @@rH"r � dr = _H"rdr, see [12]. HencedX"(x) = A�X"(x)� � �dB +A�X"(x)��(TH"r (x)Xr) dH"r (x)�+A0�X"(x)� dr :We observe that this is an SDE of the same type as (1.1) but with the perturbeddriving process dB"(x) = dB + A�X"(x)��(TH"r (x)Xr) dH"r (x). Roughly speak-ing, the next step is to compensate this perturbation by changing the measureaccording to Girsanov-Maruyama. More precisely, setM"r = � Z r0 
A(X"s)�(TH"sXs) _H"s ; dBs� (2.3)and G"r = exp�M"r� 12 [M"]r�. Then, for any stopping time � < � with the propertythat the exponential �G"r^�(x)�r�0 is a martingale, B"(x)j[0; �] is a Brownian mo-tion on [0; �] with respect to the measure G"�(x)�P . Hence, by pathwise uniquenessof solutions to (1.1), if Yr(x) = a�r;Xr(x)� is a (local) martingale on [�; � [ thenalso Y "r (x) := a(r;X"r(x))G"r(x) is a local martingale on [�; � [, both with respectto the measure P. Consequently, also@@" ���"=0Y "r (x) = �da(r; . )�Xr(x) (TxXr)hr + a�r;Xr(x)� @@" ���"=0G"r(x) ;for � � r < � , is a local martingale. Using _H0s = 0 and @@s @@" ��"=0H"s = _hs, we get@@" ���"=0G"r(x) = � @@" ���"=0 Z r0 
(TH"s (x)Xs) _H"s (x); A�X"s (x)� dBs�= � Z r0 
(TxXs) @@" ���"=0 _H"s (x); A�Xs(x)� dBs�= � Z r0 
(TxXs) _hs; A�Xs(x)� dBs� : (2.4)Thus Nr = @@" ��"=0Y "r (x) where Nr is de�ned by (2.1). This shows that N is alocal martingale on [�; � [.We shall exploit Lemma 2.1 for various choices of transformations a and proces-ses h. An essential observation is that (before taking expectations in (2.1) with anappropriate h) there is still the possibility of applying the optional sampling theo-rem to the local martingale (2.1). This fact allows one to deal with stopping timesin the derivative formulae which take into account given boundary conditions.{ 5 {



Remark 2.2 In the notation of Krylov [11] the local martingale property of (2.1)means that �r := (TxXr)hr is a quasiderivative of Xr(x) in the direction h0 = v,and �0r := � R r0 
(TxXs) _hs; A�Xs(x)�dBs� its adjoint process.Now, let f 2 B(M) (bounded measurable functions on M), and suppose that thelocal martingaleNr, 0 � r � t, as given by (1.8), is already a martingale; moreoversuppose that h0 = v 2 TxM and ht = 0. Then E N0 = E Nt , in other words,d(Ptf)xv = �Eh�f �Xt(x)� Z t0 
(TxXs) _hs; A�Xs(x)� dBs�i :For instance, choosing hr = �1� r ^ "="�v (where 0 � " � t), we getd(Ptf)xv = Eh�f �Xt(x)�1" Z "0 
(TxXs) v; A�Xs(x)� dBs�iprovided (1.8) is actually a martingale for this choice of h. The latter question canbe reduced to integrability conditions on the derivative process TxXr (see [6]). Ob-viously also an appropriate choice for h may be helpful to make (1.8) a martingale.We follow this idea in the next theorem.Theorem 2.3 Assume that (1.1) is complete and non-degenerate. Let f 2 B(M),t > 0. Thend(Ptf)xv = �Eh�f �Xt(x)� Z t0 
(TxXs) _hs; A�Xs(x)� dBs�i (2.5)holds for any bounded adapted process h with sample paths in H (R+ ; TxM) suchthat �R �(x)^t0 k _hsk2 ds�1=2 2 L1+" for some " > 0, and the property that h0 = v,hs = 0 for all s � �(x) ^ t; here �(x) is the �rst exit time of X(x) from an(arbitrarily chosen) relatively compact neighbourhood D of x.Proof 1) We �rst assume f 2 C1(M). In this case kd(Psf)xk is bounded for(s; x) 2 [0; t] � D. Now, let N�0 be the local martingale (1.8) stopped at �0 =�(x) ^ t, i.e. N�0r := N�0^r, r � 0. It su�ces to show that N�0 is already amartingale. Namely, thend(Ptf)xv = E N�0 = �Eh(Pt��0f)�X�0(x)� Z �00 
(TxXs) _hs; A�Xs(x)� dBs�i;and (2.5) follows from the Markov property (Pt��0f)�X�0(x)� = EF�0 [f �Xt(x)].To check the martingale property ofN�0 , we �rst note that sup0�s��0 kTxXsk 2 Lpfor any 1 � p < 1: for this we may assume that M is already compact, sinceotherwise M can be modi�ed outside of D without changing TxXs for s � �0; oncompact manifolds the above integrability of the derivative process is well-known,e.g. [14]. Using this integrability of the derivative process the stochastic integralin (1.8) can be estimated by means of Burkholder-Davis-Gundy and H�older's in-equality:E ���Z �0 
A�Xs(x)�� (TxXs) _hs; dBs���� � c E�Z �00 (TxXs) _hs2ds�1=2� c hE � sup0�s��0 kTxXsk� 1+"" i "1+" � hE �Z �00 k _hsk2 ds� 1+"2 i 11+" � const <1for any stopping time � � �0. This veri�es that N�0 is indeed a martingale.{ 6 {



2) In case f 2 B(M) only, we use that kd(Psf)xk is bounded for (s; x) 2 ["; t]�Dif " > 0. However, depending on ", the process h may be modi�ed such thath"s = hs for s � �(x) ^ (t � ") and h"s = 0 for s � �(x) ^ (t � "=2), and cuttingo� appropriately between. Then the arguments used in 1) carry over to give (2.5)with h replaced by h". Finally, the claimed formula follows by "! 0.Note that in Theorem 2.3 the condition �R t0 k _hsk2 ds�1=2 2 L1+" guarantees thatR �(x)^r0 
(TxXs) _hs; A�Xs(x)� dBs�, 0 � r � t, is a martingale, i.e. it assures theuniform integrability of�R �0 
(TxXs) _hs; A�Xs(x)� dBs� : 0 � � � �(x) ^ t; � stopping time	 :The same strategy as above can be applied to get derivative formulae for the heatsemigroup in cases when (1.1) is explosive. More precisely, we have the followingresult.Theorem 2.4 Let (Ptf)(x) = E��f �Xt(x)� 1ft<�(x)g� be the minimal semigroupassociated to (1.1) acting on bounded measurable functions f : M ! R. Thend(Ptf)xv = �Eh�f �Xt(x)� 1ft<�(x)g Z �(x)^t0 
(TxXs) _hs; A�Xs(x)� dBs�i (2.6)for any bounded adapted process h with sample paths in H (R+ ; TxM) such that�R �(x)^t0 k _hsk2 ds�1=2 2 L1+" for some " > 0, and the property that h0 = v, hs = 0for all s � �(x) ^ t; here �(x) is again the �rst exit time of X(x) from somerelatively compact neighbourhood D of x.Proof If �0 = �(x) ^ t, then (Pt��0f)�X�0(x)� = EF�0 ��f � Xt(x)� 1ft<�(x)g� bythe Markov property. The rest of the proof of Theorem 2.3 carries over verbatimto give (2.6).From (2.6) a Bismut type formula can be derived for the transition kernel associ-ated to (1.1).Corollary 2.5 Let p(t; . ; . ): M �M ! R+ , t > 0, be the (smooth) heat kernel(with respect to the Riemannian volume) associated to (1.1) such that(Ptf)(x) = E��f �Xt(x)�1ft<�(x)g� = ZM p(t; x; y) f(y) vol(dy)for any f 2 B(M). Thend�log p(t; . ; y)�xv = �EhZ �(x)^t0 
(TxXs) _hs; A�Xs(x)�dBs����Xt(x) = yi (2.7)with h and �(x) as in Theorem 2.4.Proof Let f 2 C(M) of compact support. By the smoothness of p(t; . ; . ) fort > 0, we can di�erentiate under the integral to obtaind(Ptf)xv = Z dp(t; . ; y)xv f(y) vol(dy) :{ 7 {



On the other hand, (2.6) may be rewritten asd(Ptf)xv = �Z p(t; x; y) f(y) EhZ �00 
(TxXs) _hs; A�Xs(x)�dBs����Xt(x)=yivol(dy)with �0 = �(x) ^ t. Comparing the last two equations proves formula (2.7).We conclude this section with some remarks on di�erentiation under the expecta-tion, more precisely, for instance, on the question under which conditionsdPtf = P (1)t (df) (2.8)holds for f 2 bC1(M). As above, let (Ptf)( . ) = E��f �Xt( . )� 1ft<�( . )g� be theminimal semigroup associated to our (possibly explosive) system (1.1), whereasP (1)t (df) is given by (1.11). To make P (1)t (df) well-de�ned we assume that(df)Xt(x) (TxXt) v 1ft<�(x)g 2 L1(P) :Fixing a bounded adapted process h such that h.(!) 2 H ([0; t]; TxM) for almostall !, we know thatNr � N (h)r = d(Pt�rf)Xr(x) (TxXr)hr� �Pt�rf��Xr(x)� Z r0 
(TxXs) _hs; A�Xs(x)� dBs� (2.9)de�nes a local martingale on the stochastic interval [0; t^�(x)[ . Crucial for formula(2.8) to hold are basically two things: �rstly, N (h) is required to be a uniformlyintegrable martingale for certain choices of h, and secondly, we need to know thatd(Ptf)x ! 0 su�ciently fast, as x!1 in the one-point-compacti�cationM[f1gof M .Theorem 2.6 Let h be a bounded adapted process with paths in H 0([0; t]; TxM)such that ht = v. Given the above setting, suppose that a.s.d(Pt�rf)Xr(x) (TxXr) v! 0 on f�(x) � tg as r% �(x). (2.10)If N (h) de�nes a martingale, thenP (1)t (df)v = Eh�f �Xt(x)� 1ft<�(x)g Z t0 
(TxXs) _hs; A�Xs(x)�dBs�i :If N (h0) de�nes a martingale where h0s = v � hs, thend(Ptf)xv = Eh�f �Xt(x)�1ft<�(x)g Z t0 
(TxXs) _hs; A�Xs(x)� dBs�i :Proof The assertions follow from evaluating E [N0 ] = E [ limr%t^�(x)Nr], �rst forN = N (h), and then for N = N (h0).Remark 2.7 Keeping the notations of Theorem 2.6, we get the following criterionfor d(Ptf) = P (1)t (df). Suppose that assumption (2.10) holds (which is void forconservative systems). Moreover, suppose thatNr � N (v)r = d(Pt�rf)Xr(x) (TxXr) v ; 0 � r � t ^ �(x) ;is already a martingale. Note that N (v) � N (h) for h � v. Thend(Ptf)xv = P (1)t (df)v ;which is seen again by taking expectations of N (v).{ 8 {



We want to stress that for explosive systems the domain of P (1)t on 1-forms, i.e.(P (1)t �)xv = E��Xt(x) (TxXt) v 1ft<�(x)g� ; (2.11)generally does not include bounded forms � 2 �(T �M), since k(TxXt)vk 1ft<�(x)gwill not be integrable in this case [13]. More precisely, we have the following.Remark 2.8 Suppose that on a complete Riemannian manifold M relation (2.8)holds for all f 2 C1(M) with compact support. If the derivative process has�rst moments, e.g., E k(TxXt) 1ft<�(x)gk <1 for all x in some open set U and allt � t0 where t0 > 0, then the system (1.1) is already non-explosive [13]. Indeed,on any (geodesically) complete Riemannian manifold M one can construct anincreasing sequence (fn) of nonnegative smooth functions of compact support suchthat fn % 1 and kdfnk1 � 1=n for each n. Then d(Ptfn) ! d(Pt1) on M , bystandard Schauder type estimates. However, for x 2 U and t � t0,d(Ptfn)x = P (1)t (dfn)x � dfn1 E (TxXt) 1ft<�(x)g! 0 :Thus, if u(t; x) = (Pt1)(x) = Pft < �(x)g then u � 1 on [0; t0] � U , and �nallyPt1 � 1.3. The di�erentiation of Poisson integralsWe consider again a non-degenerate SDE of the type (1.1). Let D � M be anonvoid relatively compact open subset with �D 6= M , and�(x) = infft � 0 : Xt(x) 62 Dgthe �rst exit time of X from D when started at x 2 D. For ' 2 C(@D) letu(x) = E [' �X�(x)(x)]. Then Lu = 0 on D.Theorem 3.1 Assume that (1.1) is non-degenerate. Let u(x) = E �' �X�(x)(x)�.Then (du)xv = �Eh�' �X�(x)(x)�Z �(x)0 
(TxXs) _hs; A�Xs(x)� dBs�i (3.1)for any bounded adapted process h such that h. 2 H (R+ ; TxM), h0 = v, andhs � 0 for s � �(x), almost surely, provided R �(x)^r0 
(TxXs) _hs; A�Xs(x)�dBs�,r � 0, is a uniformly integrable martingale.Proof Note that u�X(x) is a martingale on [0; �(x)], in particular a local martin-gale on [0; �(x)[ . By Lemma 2.1, alsoNr = (du)Xr(x) (TxXr)hr � u �Xr(x) Z r0 
(TxXs) _hs; A�Xs(x)�dBs�(0 � r < �(x)) is a local martingale. Since �D is compact, both u and du arebounded; moreover sup0�s��(x) kTxXsk 2 Lp for any 1 � p < 1. Using theseproperties it is easily checked that N is already a martingale on [0; �(x)]. Theassertion follows then by taking expectations.Note that, in the situation of Theorem 3.1, the processR �(x)^t0 
(TxXs) _hs; A�Xs(x)�dBs� ; t � 0 ; (3.2)is a uniformly martingale if for instance �R �(x)0 k _hsk2 ds�1=2 2 L1+" for some " > 0.Using sup0�s��(x) kTxXsk 2 Lp for any 1 � p <1, the stochastic integrals in (3.2){ 9 {



can be estimated by means of Burkholder-Davis-Gundy and H�older's inequality,as in the proof of Theorem 2.3.Corollary 3.2 Assume that D � M is a nonvoid relatively compact open do-main with �D 6= M and with smooth boundary. Let p: D � @D ! R+ be the(smooth) Poisson kernel (with respect to the induced surface measure � on @D)so that PfX�(x)(x) 2 dzg = p(x; z)�(dz) :Thend�log p( . ; z)�xv = �EhZ �(x)0 
(TxXs) _hs; A�Xs(x)�dBs����X�(x)(x) = zi (3.3)where h with sample paths in the Cameron-Martin space is as in Theorem 3.1.Proof For ' 2 C(@M), let u(x) = E�' �X�(x)(x)�. We di�erentiate u under theintegral to obtain (du)xv = Z@M dp( . ; z)xv '(z)�(dz) :On the other hand, by rewriting (3.1) we get(du)xv = �Z p(x; z)'(z) EhZ �(x)0 
(TxXs) _hs; A�Xs(x)� dBs����X�(x)(x) = zi�(dz) :Comparing the last two equations gives formula (3.3).4. Remarks on the choice of the process hLet D be an open (relatively compact) domain in M . Given x 2 D and v 2 TxM ,most of our formulae require the choice of a bounded adapted process h withsample paths in H (R+ ; TxM) such that, e.g., h0 = 0 and hs = v for s � �(x), andthe property that �R �(x)0 k _hsk2 ds�1=2 2 L1+" for some " > 0; here �(x) is the �rstexit time of X from D when starting at x. We describe a method of constructingsuch processes; see [15] for more details.Suppose that D has smooth boundary. We take f 2 C2( �D) with f j@D = 0 andf > 0 in D. Further �x x 2 D and write � instead of �(x). Consider the increasingprocess T (t) = Z t0 f�2�Xs(x)� ds ; t � � ;and �(t) = inffs � 0 : T (s) > tg ; t � T (�) :Obviously T ��(t)� = t for t � T (�), and ��T (t)� = t for t � � . Since X.(x) is anL-di�usion with generator L = 12�+Z, the time-changed process ~Xt(x) = X�(t)(x)is an ~L-di�usion where ~L = f2L. The following lemma shows that ~L-di�usionson D have in�nite lifetime. As a consequence, we get T (�) =1 a.s.{ 10 {



Lemma 4.1 Let ~X be an ~L-di�usion on D with ~X0 = x 2 D. Then~� � inffs � 0 : ~Xs 2 @Dg =1 ; a.s.Proof Recall that ~X is a ~L-di�usion if, for any ' 2 C2(D),' � ~Xt � '(x)� Z t0 ~L'( ~Xs) ds ; 0 � t � ~� ;is local martingale. For n � 1, let �n = inffs � 0 : f( ~Xs) � 1=ng, and choosen0 � 1 such that f(x) � 1=n0. Note that ~Lf�1 = �Lf + f�1k grad fk2 � c f�1for some constant c = c(f). ThusExf�1( ~Xt^�n) � f�1(x) ect ; t � 0; n � n0 :But E�f�1( ~Xt^�n)� � nPf�n < tg, hencePf�n < tg � n�1f�1(x) ect :Therefore, Pf~� < tg = 0 for any t � 0. This proves the Lemma.Now, for �xed t0 > 0, leths = v 1t0 Z s0 f�2�Xr(x)� 1fr<�(t0)gdr : (4.1)Then, for s � �(t0),hs = h��(t0)� = v 1t0 Z �(t0)0 f�2�Xr(x)�dr = v :It remains to verify that �R �(t0)0 k _hsk2 ds�1=2 2 L1+" for some " > 0. For instance,we may take " = 1. Obviously,Z �(t0)0 k _hsk2 ds = kvk2 1t20 Z �(t0)0 f�4�Xs(x)� ds = kvk2 1t20 Z t00 f�2�X�(s)(x)� ds :Recall that X�(s)(x) = ~Xs(x) and d f�2( ~Xs) = dNs + ~Lf�2( ~Xs) ds where (Ns) isa local martingale. But ~Lf�2 = f2Lf�2 = f2 �3f�4k grad fk2 � 2f�3Lf� � cf�2for some constant c = c(f), henceE �f�2� ~Xs(x)�� � f�2(x) ecs ;and thus, as claimed,EhZ �(t0)0 f�4�Xs(x)� dsi = EhZ t00 f�2� ~Xs(x)� dsi � f�2(x) ect0 � 1t0 <1 :Note that the process h, as de�ned in (4.1), depends on t0 and f . For any t0 > 0and any f 2 C2( �D) with f j@D = 0 and f > 0 in D, formula (4.1) gives a processwith the required properties.5. Extensions to closed di�erential formsFor the sake of simplicity we restrict ourselves to the case when the system (1.1)de�nes Brownian motion on (M; g); generalizations to h-Brownian motion (see [6]){ 11 {



for instance are straightforward. Let (M; g) be a complete Riemannian manifoldand ::: d�! �(�pT �M) d�! �(�p+1T �M) d�! :::its deRham complex. Denote by � the deRham-Hodge-Laplace operator de�nedas the L2-closure of the operator �(d + �)2 on compactly supported elementsof �(�.T �M) = Lp�0 �(�pT �M). Let dom� � L2-�(�.T �M) be the domainof �, and �1 = �j dom� \ L2-�(T �M) the restriction of � to 1-forms; notethat L2-�(�.T �M) are the L2-sections of �.T �M , in contrast to �(�.T �M) whichdenotes the smooth sections. By the spectral theorem, there is a smooth semigroupPt = e(1=2)t�1 on L2-�(T �M) solving the heat equation@@tPt� = 12�Pt� : (5.1)Note that Pt� 2 �(T �M) for � 2 L2-�(T �M) due to elliptic regularity. For adi�erential form � 2 �(T �M), let RX � be the Stratonovich integral, and R (I)X �the Itô integral of � along X = X(x) (see [10]). Recall thatRX � = R (I)X �+ 12 R r�(dX; dX) = R (I)X �� 12 R ���Xs(x)� ds :In our situation, we have �RX ��r = R r0 �X(�dX) = R r0 �Xs(x)�A(Xs(x)) � dBs�,and �R (I)X ��r = R r0 �Xs(x)�A(Xs(x)) dBs�. Analogously, for the \time-dependent"differential forms Pt� .�, we set �RX Pt� .��r = R r0 (Pt�s�)Xs(x)�A(Xs(x)) � dBs�,and �R (I)X Pt� .��r = R r0 (Pt�s�)Xs(x)�A(Xs(x)) dBs�. The following theorem isalong the lines of Elworthy-Li [6].Theorem 5.1 Suppose that the system (1.1) de�nes Brownian motion on (M; g),possibly with �nite lifetime. Let � 2 L2-�(T �M) \ dom� with d� = 0. ThenNr = (Pt�r�)Xr(x) TxXr hr��Z (I)X Pt� .��r Z r0 
TxXs _hs; A�Xs(x)� dBs� ; (5.2)r 2 [0; t]\ [0; �(x)[ , is a local martingale for any adapted bounded process h suchthat h.(!) 2 H ([0; t]; TxM), almost all !.Proof Again the situation is reduced to Lemma 2.1. By a standard localization ar-gument, e.g., [10], Lemma (3.5), it is enough to check the local martingale propertyof N on stochastic intervals contained in sets of the form fX 2 Vig where (Vi)i2Iforms an open covering of M . First, since � is closed, we get dPr� = Prd� = 0.Hence, for each r0 2 [0; t] and x0 2 M there is an open neighbourhood V of x0such that Pr� = dar on V for all r in some open interval I about t� r0; moreoverar can be chosen such that � @@r + 12�M�ar = 0 on I � V . We may assume that(r; x) 7! ar(x) is bounded on I � V . Now, let [�; � [ � I be a stochastic intervalsuch that Xj[�; � [ takes values in V , then on [�; � [d�R (I)X Pt� .�� = (dat�r)Xr(x) � dXr + 12 (�at�r)�Xr(x)�dr= (dat�r)Xr(x) � dXr + (@rat�r)�Xr(x)� dr = d�at�r �Xr(x)� :Thus, N j[�; � [ is a local martingale by Lemma 2.1.Corollary 5.2 For any harmonic 1-form � 2 �(T �M) \ L2 the processNr = �Xr(x) (TxXr hr)� �ZX ��r Z r0 
TxXs _hs; A�Xs(x)� dBs� (5.3)de�nes a local martingale, 0 � r < �(x).{ 12 {



Proof Obviously RX � = R (I)X � for harmonic 1-forms �.Remark 5.3 Let Qr� = � 12 R r0 Ps(��) ds. Then, if �(x) =1 a.s., we get�Z (I)X Pt� .��t = �ZX ��t � (Qt�)(x) ; (5.4)as can be seen by applying Itô's formula to (Qt�s�)�Xs(x)�, 0 � s � t. With thehelp of identity (5.4) it is straightforward to recover the corresponding formulaefor 1-forms in [7] from Theorem 5.1.6. Some variations of the di�erentiation formulaeIn this section we rewrite our basic di�erentiation formulae (2.6) and (3.1) interms of the conditional derivative process, as de�ned by Elworthy-Yor [9]. Theresulting formulae will be intrinsic in the sense that, for �xed x, the right-handsides are given entirely in terms of the di�usion X(x), starting at x; they involveno longer the derivative ow which depends on the SDE (1.1), used to obtain thedi�usion X(x).The idea is to �lter out extraneous noise of the local martingale (2.1) by condi-tioning with respect to the smaller �ltration generated by X(x). More precisely,for x 2M , let Fr(x) := FX(x)r � ��Xs(x) : 0 � s � r	 : (6.1)For some given v 2 TxM consider again the derivative process Vr(v) = (TxXr) v.Fix an F.(x)-stopping time � such that V (v) is integrable on [0; � ], i.e.,kVr(v) 1fr��gk 2 L1(P)for each r � 0, and de�ne a TM -valued process W (v) along X(x) byWr(v) := EFr (x)�(TxXr) v 1fr��g� � ==0;r EFr (x)==�10;r �(TxXr) v 1fr��g� (6.2)where ==0;r: TxM ! TXr(x)M denotes parallel transport along X(x). Note that,instead of conditioning with respect to Fr(x) in (6.2), we may equivalently takeexpectations with respect to F� (x), or F1(x). Recall that L = 12�M + Z whereZ 2 �(TM). Then, as in [9], it can be shown that W (v) satis�es the covariantequation 8<: DdrWr(v) = � 12 Ric�Wr(v); . �# +rZ�Wr(v)�W0(v) = v (6.3)along X(x) for r � � . (Without loss of generality we may assume that the Levi-Civita on M coincides with the Le Jan-Watanabe connection associated to (1.1),see [8]). Note that DdrWr(v) = ==0;r ddr ==�10;r Wr(v) by de�nition; moreover, if w 2TyM , then Ric(w; . )# 2 TyM is determined by hRic(w; . )#; zi = Ric(w; z) for allz 2 TyM .Let U be a horizontal lift of X(x) to the orthonormal frame bundle �: O(M)!M ,and Z = U0 RU # the anti-development of X(x) in TxM with respect to the Levi-Civita connection, see [10]; here # 2 ��T �O(M)
 Rn�, #u = u�1d�u, u 2 O(M),{ 13 {



is the canonical 1-form of the connection. Thus Zr = R r0 ==�10;s � dXs(x). Let~Br = Z r0 ==�10;sA�Xs(x)�dBs (6.4)be the martingale part of Z; then A�Xs(x)�dBs = ==0;s d ~Bs. On the other hand,it is easily seen that ~B is a Brownian motion on TxM , stopped at the lifetime �(x)of X(x). The point is that by construction ~B is adapted to the �ltration F.(x)generated by X(x).We return to the general situation of Lemma 2.1 and consider the local martingaleNr = �da(r; . )�Xr(x) (TxXr)hr�a�r;Xr(x)�Z r0 
(TxXs) _hs; A�Xs(x)�dBs� (6.5)on a stochastic interval [�; � [. Here a: I �M0 ! R (with I � R+ an interval andM0 �M open) is again a transformation such that the process �r;Xr(x)� on [�; � [takes its values almost surely in I�M0, and a� . ; X.(x)� de�nes a local martingale;for the required technical properties of a see the beginning of section 2.Lemma 6.1 Let a�r;Xr(x)�, � � r < � (with � < � predictable stopping times)be a local martingale for some function a as above. Suppose that h is a boundedprocess with sample paths h.(!) 2 H (I; TxM), almost all !, which is alreadyadapted to F.(x). Then~Nr = �da(r; . )�Xr(x)Wr(hr)� a�r;Xr(x)�Z r0 
Ws( _hs); ==0;s d ~Bs� (6.6)is a local martingale on [�; � [ ; here W ( . ) is de�ned by (6.3) and the Brownianmotion ~B is given by (6.4).Proof By Lemma 2.1, the process N , as de�ned in (6.5), is a local martingale.Conditioning of N with respect to F.(x) gives the claim.With the help of Lemma 6.1, i.e., by working with ~N instead of N , we can rewriteour basic formulae in an obvious way. For instance, given the assumptions ofTheorem 2.4, formula (2.6) reads asd(Ptf)xv = �E h�f �Xt(x)� 1ft<�(x)g Z �(x)^t0 
Ws( _hs); ==0;s d ~Bs�i : (6.7)Analogous considerations apply to formula (3.1).Brownian motions on manifolds are often constructed via stochastic developmentof Euclidean Brownian motion, see [5], [10]. We conclude this section with somecomments how our results are easily adapted to this situation.For a Riemannian manifold (M; g) denote by L1; : : : ; Lm the canonical horizontalvector �elds on the orthonormal base bundle �: O(M) ! M over M , given byLi(u) = hu(uei) where h: ��TM ! TO(M) is the horizontal lift induced by theLevi-Civita connection on M . Let H � TO(M) be the horizontal subbundle ofTO(M). Note that hu(u . ): Rm ��! Hu is an isomorphism for each u 2 O(M).We give H a Riemannian metric gH via gH = ��g, i.e., gHu = g�(u)(d�u . ; d�u . ).Then dU = mPi=1Li(U) � dBi; U0 = u0; (6.8)de�nes horizontal Brownian motion on O(M), and the projection X = � �U of Udown to M is a BM(M; g), started at x0 = � � u0. We write X(x) if � � u0 = x.{ 14 {



If U0 = u 2 O(M), it has notational advantage to identify B and uB such thatthe driving Brownian motion B takes its values in T�(u)M = TxM instead of Rn ;the SDE (6.8) then reads asdU = mPi=1Li(Uu�1ei) � dBi; U0 = u; (6.9)or equivalently dU = hU (==0;t � dB); U0 = u : (6.10)Using these notations an equivalent to Lemma 2.1 can be formulated as follows.Lemma 6.2 Let X = � � U be a BM(M; g) where U is constructed as (strong)solution of (6.8). Let a(r; . ) be a transformation as in Lemma 2.1, and supposethat Yr = a�r;Xr(x)� is a local martingale on some stochastic interval. ThenNr = �da(r; . )�Xr(x) (TxXr)hr � a�r;Xr(x)�Z r0 
(TxXs) _hs; ==0;s dBs� :is a local martingale on this stochastic interval; h denotes an arbitrary boundedadapted process with sample paths h.(!) 2 H (R+ ; TxM), a.a. !.Proof Let u 2 O(M) with �(u) = x, and think of h taking its values in Hu �= TxM .By assumption, Yr = a�r; � � Ur(u)� = ~a�r; Ur(u)� (6.11)is a local martingale on some interval [�; � [. The proof of Lemma 2.1 applies to(6.11) and shows thatNr = �d~a(r; . )�Ur(u) (TuUr)hr � ~a�r; Ur(u)�Z r0 
(TuUs) _hs; hUs(==0;s dBs)�H= �da(r; . )�Xr(x) (TxXr)hr � a�r;Xr(x)�Z r0 
(TxXs) _hs; ==0;s dBs�TM ;is a local martingale on [�; � [ which gives the claim.7. Gradient estimates for harmonic functionsCranston [4] used coupling methods to give gradient estimates for harmonic func-tions. Exploiting directly derivative formulae, like formula (3.1), provides an al-ternative approach. Based on Lemma 6.1 we may start with the following repre-sentation for the gradient of a harmonic function.Theorem 7.1 Let D � M be a nonvoid relatively compact open subset withsmooth boundary @D 6= �, and �(x) = infft � 0 : Xt(x) 62 Dg the �rst exit timeof X from D when started at x 2 D. Let u 2 C( �D) be L-harmonic on D. Then
(gradu)x; v� = �E��u �X�(x)(x)�Z �(x)0 
Ws( _hs); ==0;s d ~Bs�� (7.1)for any bounded F.(x)-adapted process h such that h. 2 H (R+ ; TxM), h0 = v,and hs � 0 for s � �(x), a.s., with the property that �R �(x)0 k _hsk2 ds�1=2 2 L1+"for some " > 0. { 15 {



Using the covariant equation (6.3) it is easy to get norm estimates forWr = Wr(v).For instance, let c � 0 be such that the following estimate holds:�Ric (w;w) + 2rZ(w;w) � c kwk2 ; w 2 TyM; y 2 �D ; (7.2)where rZ(w;w) = hrwZ;wi. Thenddr==�10;r Wr2TxM = 2D ddr ==�10;r Wr ; ==�10;r WrE= 2D==�10;r �� 12 Ric�Wr; . �# +rZ�Wr(v)�� ; ==�10;r WrE= �Ric (Wr;Wr) + 2rZ(Wr;Wr) :In other words,Wr2 = kW0k2 + Z r0 ��Ric (Ws;Ws) + 2rZ(Ws;Ws)� ds :Thus, if kW0k = kvk 6= 0, we getkWrk2 = kW0k2 exp�Z r0 ��Ric (Ŵs; Ŵs) + 2rZ(Ŵs; Ŵs)� ds� (7.3)where Ŵr = Wr=kWrk. Together with (7.2), the last equation giveskWrk2 � kvk2 ecr : (7.4)Example 7.2 Let Z � 0, and suppose that Ric � �Cg on D for some C � 0,where g is the Riemannian metric on M . Then, for r � �(x),kWr(v)k � kvk e1=2Cr :Given the situation of Theorem 7.1, we get a straightforward estimate for anynonnegative function u 2 C( �D) which is L-harmonic on D as follows:��
(gradu)x; v���2 � Ehu�X�(x)(x)�2i E ��Z �(x)0 
Ws( _hs); ==0;s d ~Bs��2 �� u(x)�sup@D juj� E �Z �(x)0 Ws( _hs)2ds �� u(x)�sup@D juj� E �Z �(x)0 k _hsk2ecs ds � :Summarizing this argument, we veri�ed the following general estimate for thegradient of harmonic functions on regular domains in a Riemannian manifolds.Corollary 7.3 Let u 2 C( �D) be a nonnegative function which is L-harmonicon D. Let KZ be the smallest constant such that (7.2) holds. Then��
(gradu)x; v��� � u(x)1=2 �sup@D juj�1=2�infh E �Z �(x)0 k _hsk2eKZs ds��1=2 (7.5)where the in�mum is taken over all bounded F.(x)-adapted processes h such thath. 2 H (R+ ; TxM), h0 = v, and hs � 0 for s � �(x), a.s.We are not going to exploit formula (7.5) here further. For explicit estimates,using the described method, the reader is referred to [15].{ 16 {



8. Concluding remarksThe assumptions of Theorem 2.4 can be slightly weakened when combined with theestimates for the covariant equation (6.3) as given in the previous section. Moreprecisely, we have the following result for heat semigroups associated to (1.1).Now, we assume that M with the induced Riemannian metric is complete.Theorem 8.1 Let f : M ! R bounded measurable, x 2M , and v 2 TxM . Then,for any bounded F.(x)-adapted process h with sample paths in H (R+ ; TxM) suchthat �R �D(x)^t0 k _h(s)k2 ds�1=2 2 L1, and the property that h(0) = v, h(s) = 0 forall s � �D ^ t, the following formula holds:hd(Ptf)x; vi = �Ehf �Xt(x) 1ft<�(x)g Z �D(x)^t0 
(TxXs) _h(s); A�Xs(x)� dBs�i:(8.1)Here �D(x) is the �rst exit time of X(x) from some open neighbourhood D of xsuch that KZ = supf�Ric(w;w) + 2rZ(w;w) : y 2 D; w 2 TyM; jwj = 1g is�nite, and kTxXrk 1fr��D(x)g 2 L1 for each r.Proof We may assume f 2 bC1(M). Otherwise, we use Ptf = Pt�"(P"f) to get(8.1) with f replaced by P"f for small " > 0 and with h replaced by h", see part 2)in the proof of Theorem 2.3. The desired formula then follows as "! 0. Next, byLemma 6.1,Nr = d(Pt�rf)Xr(x)Wr(hr)� �Pt�rf��Xr(x)�Z r0 
Ws( _hs); ==0;s d ~Bs�is a local martingale for 0 � r < �D(x) ^ t. Since kWr(v)k � kvk eKZr=2 forr � �D(x), we conclude that (Nr^�D(x)), r 2 [0; t], is already a martingale underthe given assumptions; on a complete Riemannian manifold d(Psf)x is boundedfor s � t, x 2M , e.g. [2] or [15]. This implieshd(Ptf)x; vi = �Ehf�Xt(x)� 1ft<�(x)g Z �D(x)^t0 
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