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#### Abstract

The nonlinear congruential method is an attractive alternative to the classical linear congruential method for pseudorandom number generation. In this paper we present new discrepancy bounds for sequences of $s$-tuples of successive nonlinear congruential pseudorandom numbers of higher orders modulo a composite integer $M$.


## 1 Background

For an integer $M>1$, we denote by $\mathbb{Z}_{M}$ the residue ring modulo $M$. In this paper we present some distribution properties of a generalization of pseudorandom number generators, first introduced in [7], defined by a recurrence

$$
\begin{equation*}
u_{n+1} \equiv f\left(g_{1}\left(u_{n}, \ldots, u_{n-r+1}\right), \ldots, g_{r}\left(u_{n}, \ldots, u_{n-r+1}\right)\right) \quad(\bmod M) \tag{1}
\end{equation*}
$$

where

$$
f\left(X_{1}, \ldots, X_{r}\right), g_{1}\left(X_{1}, \ldots, X_{r}\right), \ldots, g_{r}\left(X_{1}, \ldots, X_{r}\right) \in \mathbb{Z}_{M}\left[X_{1}, \ldots, X_{r}\right]
$$

for $n \geq r-1$ with some initial values $u_{0}, \ldots, u_{r-1}$.
To study this pseudorandom number generator, we define the sequence of polynomials $f_{k}(\mathbf{X}) \in \mathbb{Z}_{M}[\mathbf{X}]$, with $\mathbf{X}=X_{1}, \ldots, X_{r}$ by the recurrence relation

$$
\begin{equation*}
f_{k}(\mathbf{X}) \equiv f_{k-1}\left(g_{1}(\mathbf{X}), \ldots, g_{r}(\mathbf{X})\right) \quad(\bmod M), \quad k \geq 1 \tag{2}
\end{equation*}
$$

where $f_{0}(\mathbf{X})=f(\mathbf{X})$.
It is obvious that (1) becomes periodic with some period $t \leq M^{r}$. Throughout this paper we assume that this sequence is purely periodic, i.e. $u_{n}=u_{n+t}$ beginning with $n=0$, otherwise we consider a shift of the original sequence.

[^0]Although the distribution of nonlinear congruential generators has been studied extensively, see [5169] for instance, much less is known for its higher orders analogue. A result for a class of polynomials for prime moduli was established in [7], where this was later extended to a larger family of polynomials in [8]. In this paper we show a generalization of this result to a larger class of pseudorandom number generators.

### 1.1 Notation and First Results

This section begins with some notation. It will be assumed that $N, A_{i}, B_{i}$ and $b_{i}$ represent integer positive numbers and $\mathbf{0}$ is the $r$-dimensional 0 vector. The elements of $\mathbb{Z}_{M}$ will be identified with the integers $\{0, \ldots, M-1\}$. For this reason, we can define $\mathbf{e}_{M}(z)=\exp (2 \pi i z / M)$ for any element $z \in \mathbb{Z}_{M}$.

For a polynomial $f, G$ is the gcd of the coefficients of nonconstant monomials with $M$.

We will denote $f^{(p)}(\mathbf{X}) \equiv f(\mathbf{X}) \quad(\bmod p)$ of total degree $d^{\prime}$ for a polynomial $f$ with integer coefficients and total degree $d$. Finally, we define $\operatorname{deg}_{X_{r}} f$, the degree of the coefficient $X_{r}$ of the polynomial $f$, to be $\operatorname{deg}_{X_{r}}$ modulo every prime factor $p$ of $M$.

Lemma 1. Given a polynomial in the ring $\mathbb{Z}_{M}[\mathbf{X}]$,

$$
f(\mathbf{X}) \equiv \sum_{i_{1}=0}^{d_{1}} \ldots \sum_{i_{r}=0}^{d_{r}} b_{i_{1}, \ldots, i_{r}} X_{1}^{i_{1}} \ldots X_{r}^{i_{r}} \quad(\bmod M)
$$

with $\operatorname{deg}_{X_{r}} f \geq 1$, total degree $d$, then exist polynomials
$h_{1}\left(X_{r}\right), \ldots, h_{r-1}\left(X_{r}\right)$ of degree less than $d(\lceil\log d\rceil+1)$ such that

$$
\begin{equation*}
g^{(p)}\left(X_{r}\right)=f^{(p)}\left(a_{1}+h_{1}^{(p)}\left(X_{r}\right), \ldots, a_{r-1}+h_{r-1}^{(p)}\left(X_{r}\right), X_{r}\right) \tag{3}
\end{equation*}
$$

is a nonconstant polynomial for any $p \mid M, p \nmid G$ and any values $a_{1}, \ldots, a_{r-1} \in \mathbb{Z}_{M}$.

Proof. Let $p \mid M$ be a prime number not dividing $G$ and $D=\lceil\log d\rceil+1$. By the definition of $G$, we note that $f^{(p)}(\mathbf{X})$ is not a constant polynomial and it can be expressed as $f^{(p)}(\mathbf{X})=h\left(X_{1}, \ldots, X_{r-1}\right) X_{r}^{d^{\prime}}+f^{\prime}(\mathbf{X})$ where $f^{\prime}(\mathbf{X})$ is a polynomial of degree stricly less than $d^{\prime}$ in $X_{r}$. If $d^{\prime}=0$ then $f^{(p)}(\mathbf{X})=h\left(X_{1}, \ldots, X_{r-1}\right)$, but in any case $h$ is a not a constant polynomial.

Let $\mathbb{F}$ be an extension field of degree $D$ over $\mathbb{Z}_{p}$. By the cardinality of $\mathbb{F}$, there exist $\xi_{1}, \ldots, \xi_{r-1} \in \mathbb{F}$ such as $h\left(\xi_{1}, \ldots, \xi_{r-1}\right) \neq 0$.

It is easy to check that

$$
\begin{equation*}
f^{(p)}\left(X_{1}+\xi_{1} X_{r}, \ldots, X_{r-1}+\xi_{r-1} X_{r}, X_{r}\right)=h\left(\xi_{1}, \ldots, \xi_{r-1}\right) X_{r}^{d^{\prime \prime}}+f^{\prime \prime}(\mathbf{X}) \tag{4}
\end{equation*}
$$

where $d \geq d^{\prime \prime}>0$ and $f^{\prime \prime}(\mathbf{X})$ is a polynomial with total degree less than $d^{\prime \prime}-1$ in $X_{r}$. Let $\mathbf{E}$ be a extension field of degree $d+1$ over $\mathbb{F}$ and let $\theta$ be a defining element of $\mathbf{E}$ over both $\mathbb{Z}_{p}$ and $\mathbf{E}$, i.e. $\mathbf{E} \equiv \mathbb{Z}_{p}(\theta) \equiv \mathbb{F}(\theta)$.

The evaluation of the polynomial in (4)

$$
\begin{equation*}
f^{(p)}\left(a_{1}+\xi_{1} \theta, \ldots, a_{r-1}+\xi_{r-1} \theta, \theta\right) \neq 0, \quad a_{1}, \ldots, a_{r-1} \in \mathbb{Z}_{p} \tag{5}
\end{equation*}
$$

because the degree of the minimal polynomial of $\theta$ over $\mathbb{F}$ is $d+1$.
For $i=1, \ldots, r-1$, each element $\xi_{i} \theta$ can be expressed as $h_{i}^{(p)}(\theta)$, where $h_{i}^{(p)}\left(X_{r}\right) \in$ $\mathbb{Z}_{p}\left[X_{r}\right]$. Applying the Chinese Remainder Theorem to the different polynomials $h_{i}^{(p)}\left(X_{r}\right)$ for each prime $p \mid M$, we find the corresponding $h_{i}\left(X_{r}\right)$. By construction, $f^{(p)}\left(a_{1}+h_{1}^{(p)}\left(X_{r}\right), \ldots, a_{r-1}+h_{r-1}^{(p)}\left(X_{r}\right), X_{r}\right)$ is not the zero polynomial by (5) for any integer values $a_{1}, \ldots, a_{r-1}$.

Now, we proceed to define a family of polynomials depending on $g_{1}(\mathbf{X}), \ldots, g_{r}(\mathbf{X})$ which will be the main subject of the article.

Let $\mathbb{K}$ be a field. We denote by $\mathcal{T}$ as the set of polynomials, $f$, such that $\sum_{j=0}^{s-1} a_{j}\left(f_{k+j}(\mathbf{X})-f_{l+j}(\mathbf{X})\right)$ is nonconstant, where $f_{i}(\mathbf{X})$ are defined by (2) and $a_{j} \in \mathbb{K}$, with at least one $a_{j} \neq 0$ and $k \neq l$.

Here is a sufficient condition for a certain polynomial to be in class $\mathcal{T}$. To prove the result, we need some background.

We start defining a homomorphism of polynomial rings $\phi: \mathbb{K}\left[X_{1}, \ldots, X_{r}\right] \rightarrow$ $\mathbb{K}\left[X_{1}, \ldots, X_{r}\right]$ with $\phi\left(X_{i}\right)=g_{i}(\mathbf{X})$.

Polynomials $g_{1}(\mathbf{X}), \ldots, g_{r}(\mathbf{X})$ are said to be algebraically independent if the application $\phi$ is injective. $\phi^{k}$ denotes the composition of the function $\phi k$ times with $\phi^{0}$ being the identity map.

Lemma 2. Let $f(\mathbf{X})$ be a polynomial in $\mathbb{K}[\mathbf{X}]$ and $g_{1}(\mathbf{X}), \ldots, g_{r}(\mathbf{X})$ be algebraically independent and $\mathbb{F}$ be an extension field of $\mathbb{K}$. Suppose that there exists $\left(b_{1}, \ldots, b_{r}\right),\left(c_{1}, \ldots, c_{r}\right) \in \mathbb{F}^{r}$ two different zeros of the polynomials $g_{1}(\mathbf{X}), \ldots, g_{r}(\mathbf{X})$ with $f\left(c_{1}, \ldots, c_{r}\right) \neq f\left(b_{1}, \ldots, b_{r}\right)$, then $f \in \mathcal{T}$.

Proof. Suppose that $k>l$, and exist $a_{0}, \ldots, a_{s-1} \in \mathbb{K}$ with $a_{0} \neq 0$ satisfying; $\sum_{j=0}^{s-1} a_{j}\left(f_{k+j}(\mathbf{X})-f_{l+j}(\mathbf{X})\right)=K$, where $K \in \mathbb{K}$.

Then

$$
\sum_{j=0}^{s-1} a_{j}\left(f_{k+j}(\mathbf{X})-f_{l+j}(\mathbf{X})\right)=\phi^{k-1}\left(\sum_{j=0}^{s-1} a_{j}\left(f_{1+j}(\mathbf{X})-f_{1-k+l+j}(\mathbf{X})\right)\right)
$$

and this implies $K=\sum_{j=0}^{s-1} a_{j}\left(\left(f_{1+j}(\mathbf{X})\right)-\left(f_{1-k+l+j}(\mathbf{X})\right)\right)$ because $\phi$ is an injective map.

By equation (2), we notice that for $k \neq 0$, we have that $f_{k}\left(b_{1}, \ldots, b_{r}\right)=$ $f_{k-1}(0, \ldots, 0)=f_{k}\left(c_{1}, \ldots, c_{r}\right)$, so substituting in the equation both points and subtracting the result, we get that $a_{0}=0$.

The last remark in this section is that conditions in this criterion can be tested using Groebner basis.

### 1.2 Exponential Sums and Previous Results

We start by listing some previous bounds on exponential sums which will be used to establish our main results.

The first Lemma is the well-known Hua-Loo Keng bound in a form which is a relaxation of the main result of [11] (see also Section 3 of [3] and Lemma 2.2 in [6]), followed by its multidimensional version.

Lemma 3. For any polynomial $f(X)=b_{d} X^{d}+\ldots+b_{1} X+b_{0} \in \mathbb{Z}_{M}[X]$ of degree $d \geq 1$, there is a constant $c_{0}>0$ where the bound

$$
\left|\sum_{x \in \mathbb{Z}_{M}} \mathbf{e}_{M}(f(x))\right|<e^{c_{0} d} M^{1-1 / d} G^{1 / d}
$$

holds, where $G=\operatorname{gcd}\left(b_{d}, \ldots, b_{1}, M\right)$.
Lemma 4. Let $f(\mathbf{X})$, with total degree $d \geq 2$ and degree greater than one in $X_{r}$, be a polynomial with integer coefficients, with $G=1$. Then the bound

$$
\left|\sum_{x_{1}, \ldots, x_{r} \in \mathbb{Z}_{M}} \mathbf{e}_{M}\left(f\left(x_{1}, \ldots, x_{r}\right)\right)\right| \leq e^{c_{0} d^{2}(\log d+1)} M^{r-1 /\left(d^{2}(\log d+1)\right)}
$$

holds, where $c_{0}$ is some positive constant.
Proof. We recall the univariate case that appears as Lemma 3 Then let

$$
g(\mathbf{X})=f\left(X_{1}+h_{1}\left(X_{r}\right), X_{2}+h_{2}\left(X_{r}\right), \ldots, X_{r}\right)
$$

where $h_{i}\left(X_{r}\right)$ are the polynomials defined in Equation (3). It is easy to see that

$$
\left|\sum \mathbf{e}_{M}\left(f\left(x_{1}, x_{2} \ldots, x_{r}\right)\right)\right|=\left|\sum \mathbf{e}_{M}\left(g\left(x_{1}, x_{2} \ldots, x_{r}\right)\right)\right|
$$

where the summations are taken over $x_{1}, x_{2} \ldots, x_{r} \in \mathbb{Z}_{M}$ since $\left(x_{1}, \ldots, x_{r}\right) \rightarrow$ $\left(x_{1}+h_{1}\left(x_{r}\right), x_{2}+h_{2}\left(x_{r}\right), \ldots, x_{r}\right)$ merely permutates the points. By Lemma 1 for any selection $x_{1}, \ldots, x_{r-1}$ this polynomial is not constant modulo $p$ and the gcd of the coefficients of $g$ and $M$ are coprime. Hence, applying Lemma 3, we have

$$
\begin{aligned}
&\left|\sum_{x_{1}, x_{2} \ldots, x_{r} \in \mathbb{Z}_{M}} \mathbf{e}_{M}\left(g\left(x_{1}, x_{2} \ldots, x_{r}\right)\right)\right| \\
& \leq \sum_{x_{1}, \ldots, x_{r-1} \in \mathbb{Z}_{M}}\left|\sum_{x_{r} \in \mathbb{Z}_{M}} \mathbf{e}_{M}\left(g\left(x_{1}, x_{2} \ldots, x_{r}\right)\right)\right| \\
& \leq e^{c_{0} d^{2}(\log d+1)} M^{r-1 / d^{2}(\log d+1)}
\end{aligned}
$$

We obtain the last step by noting that the degree of $g$ in $X_{r}$ can be bounded by $d^{2}(\log d+1)$ and so we are done.

This now allows us to state and prove the following Lemma.
Lemma 5. Let $f(\mathbf{X})$ be a polynomial with integer coefficients with $\operatorname{deg}_{X_{r}} f \geq 1$ and total degree $d$. Recalling the definition of $G$,

$$
\left|\sum_{x_{1} \ldots, x_{r} \in \mathbb{Z}_{M}} \mathbf{e}_{M}\left(f\left(x_{1}, \ldots, x_{r}\right)\right)\right| \leq e^{c_{0} d^{2}(\log d+1)} M^{r}(G / M)^{1 / d^{2}(\log d+1)}
$$

Proof. We let

$$
f_{G}\left(x_{1}, \ldots, x_{r}\right)=\left(f\left(x_{1}, \ldots, x_{r}\right)-f(\mathbf{0})\right) / G
$$

and $m=M / G$.
Then,

$$
\begin{aligned}
\left|\sum_{x_{1}, \ldots, x_{r} \in \mathbb{Z}_{M}} \mathbf{e}_{M}\left(f\left(x_{1}, \ldots, x_{r}\right)\right)\right| & =\left|\sum_{x_{1}, \ldots, x_{r} \in \mathbb{Z}_{M}} \mathbf{e}_{M}\left(f\left(x_{1}, \ldots, x_{r}\right)-f(\mathbf{0})\right)\right| \\
& =G^{r}\left|\sum_{x_{1}, \ldots, x_{r} \in \mathbb{Z}_{m}} \mathbf{e}_{m}\left(f_{G}\left(x_{1}, \ldots, x_{r}\right)\right)\right|
\end{aligned}
$$

Now $f_{G}\left(x_{1}, \ldots, x_{r}\right)$ satisfies the conditions in Lemma 4, so:

$$
G^{r}\left|\sum_{x_{1}, \ldots, x_{r} \in \mathbb{Z}_{m}} \mathbf{e}_{m}\left(f_{G}\left(x_{1}, \ldots, x_{r}\right)\right)\right| \leq G^{r} e^{c_{0} d^{2}(\log d+1)}(m)^{r-1 / d^{2}(\log d+1)}
$$

and so the result follows.
Lastly, we will make use of the following lemma, which is essentially the multidimensional version of Lemma 2.3 of [6].

Lemma 6. Let $f(\mathbf{X}) \in \mathbb{Z}_{M}[\mathbf{X}]$ be a polynomial such that $f^{(p)} \in \mathcal{T}$ for every $p \mid M$ and let

$$
\sum_{j=0}^{s-1} a_{j}\left(f_{k+j}(\mathbf{X})-f_{l+j}(\mathbf{X})\right)=\sum_{i_{1}=0}^{d_{1}} \ldots \sum_{i_{r}=0}^{d_{r}} b_{i_{1}, \ldots, i_{r}} X_{1}^{i_{1}} \ldots X_{r}^{i_{r}}
$$

where $k \neq l$. Recalling the definition of $G$, the following equality $G=\operatorname{gcd}\left(a_{0}, \ldots, a_{s-1}, M\right)$ holds.
Proof. We put $A_{j}=a_{j} / G$ and $m=M / G, j=0, \ldots, s-1$. In particular,

$$
\begin{equation*}
\operatorname{gcd}\left(A_{0}, \ldots, A_{s-1}, m\right)=1 \tag{6}
\end{equation*}
$$

It is enough to show that the polynomial

$$
H(\mathbf{X})=\sum_{j=0}^{s-1} A_{j}\left(f_{k+j}(\mathbf{X})-f_{l+j}(\mathbf{X})\right)
$$

is nonconstant modulo any prime $p \mid m$, for $k \neq l$.

By definition, we have

$$
H^{(p)}(\mathbf{X}) \equiv \sum_{j=0}^{s-1} A_{j}\left(f_{k+j}^{(p)}(\mathbf{X})-f_{l+j}^{(p)}(\mathbf{X})\right) \quad(\bmod p)
$$

and $H^{(p)}(\mathbf{X})$ can not be a constant polynomial, since $f^{(p)} \in \mathcal{T}$ and so we are done.

### 1.3 Discrepancy

For a sequence of $N$ points

$$
\begin{equation*}
\Gamma=\left(\gamma_{0, n}, \ldots, \gamma_{s-1, n}\right)_{n=0}^{N-1} \tag{7}
\end{equation*}
$$

of the half-open interval $[0,1)^{s}$, denote by $\Delta_{\Gamma}$ its discrepancy, that is,

$$
\Delta_{\Gamma}=\sup _{B \subseteq[0,1)^{s}}\left|\frac{T_{\Gamma}(B)}{N}-|B|\right|,
$$

where $T_{\Gamma}(B)$ is the number of points of the sequence $\Gamma$ which hit the box

$$
B=\left[\alpha_{0}, \beta_{0}\right) \times \ldots \times\left[\alpha_{s-1}, \beta_{s-1}\right) \subseteq[0,1)^{s}
$$

and the supremum is taken over all such boxes.
For an integer vector $\mathbf{a}=\left(a_{0}, \ldots, a_{s-1}\right) \in \mathbb{Z}^{s}$ we put

$$
\begin{equation*}
|\mathbf{a}|=\max _{i=0, \ldots, s-1}\left|a_{i}\right|, \quad r(\mathbf{a})=\prod_{i=0}^{s-1} \max \left\{\left|a_{i}\right|, 1\right\} \tag{8}
\end{equation*}
$$

We need the Erdös-Turán-Koksma inequality (see Theorem 1.21 of [4) for the discrepancy of a sequence of points of the $s$-dimensional unit cube, which we present in the following form.

Lemma 7. There exists a constant $C_{s}>0$ depending only on the dimension $s$ such that, for any integer $L \geq 1$, for the discrepancy of a sequence of points (7) the bound

$$
\Delta_{\Gamma}<C_{s}\left(\frac{1}{L}+\frac{1}{N} \sum_{0<|\mathbf{a}| \leq L} \frac{1}{r(\mathbf{a})}\left|\sum_{n=0}^{N-1} \exp \left(2 \pi i \sum_{j=0}^{s-1} a_{j} \gamma_{j, n}\right)\right|\right)
$$

holds, where $|\mathbf{a}|, r(\mathbf{a})$ are defined by (8) and the sum is taken over all integer vectors

$$
\mathbf{a}=\left(a_{0}, \ldots, a_{s-1}\right) \in \mathbb{Z}^{s}
$$

with $0<|\mathbf{a}| \leq L$.
The currently best value of $C_{s}$ is given in 2].

## 2 Discrepancy Bound

Let the sequence $\left(u_{n}\right)$ generated by (11) be purely periodic with an arbitrary period $t$. For an integer vector $\mathbf{a}=\left(a_{0}, \ldots, a_{s-1}\right) \in \mathbb{Z}^{s}$ we introduce the exponential sum

$$
S \mathbf{a}(N)=\sum_{n=0}^{N-1} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j} u_{n+j}\right) .
$$

Theorem 1. Let the sequence $\left(u_{n}\right)$, given by (1) with a polynomial $f^{(p)}(\mathbf{X}) \in \mathcal{T}$, for every prime divisor $p$ of $M$, with total degree $d$ and $\operatorname{deg}_{X_{r}} f \geq 1$, be purely periodic with period $t$ and $t \geq N \geq 1$. The bound

$$
\max _{\operatorname{gcd}\left(a_{0}, \ldots, a_{s-1}, M\right)=G}\left|S_{\mathbf{a}}(N)\right|=O\left(N^{1 / 2} M^{r / 2}(\log \log (M / G))^{-1 / 2}\right)
$$

holds, where $G=\operatorname{gcd}\left(a_{0}, \ldots, a_{s-1}, M\right)$ and the implied constant depends only on $s$ and $d$.

Proof. The proof follows a strategy first seen in 9 .
Select any $\mathbf{a}=\left(a_{0}, \ldots, a_{s-1}\right) \in \mathbb{Z}^{s}$ with $\operatorname{gcd}\left(a_{0}, \ldots, a_{s-1}, M\right)=G$.
It is obvious that for any integer $k \geq 0$ we have

$$
\left|S_{\mathbf{a}}(N)-\sum_{n=0}^{N-1} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j} u_{n+k+j}\right)\right| \leq 2 k .
$$

Therefore, for any integer $K \geq 1$,

$$
K\left|S_{\mathbf{a}}(N)\right| \leq W+K^{2},
$$

where

$$
W=\left|\sum_{n=0}^{N-1} \sum_{k=0}^{K-1} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j} u_{n+k+j}\right)\right| \leq \sum_{n=0}^{N-1}\left|\sum_{k=0}^{K-1} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j} u_{n+k+j}\right)\right| .
$$

Accordingly, letting $\mathbf{x}=x_{1}, \ldots, x_{r}$, we obtain

$$
\begin{aligned}
W^{2} & \leq N \sum_{n=0}^{N-1}\left|\sum_{k=0}^{K-1} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j} f_{k+j}\left(u_{n}, \ldots, u_{n-r+1}\right)\right)\right|^{2} \\
& \leq N \sum_{\mathbf{x} \in \mathbb{Z}_{M}^{r}}\left|\sum_{k=0}^{K-1} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j} f_{k+j}(\mathbf{x})\right)\right|^{2} \\
& =N \sum_{k=0}^{K-1} \sum_{l=0}^{K-1} \sum_{\mathbf{x} \in \mathbb{Z}_{M}^{r}} \mathbf{e}_{M}\left(\sum_{j=0}^{s-1} a_{j}\left(f_{k+j}(\mathbf{x})-f_{l+j}(\mathbf{x})\right)\right) .
\end{aligned}
$$

If $k=l$, then the inner sum is trivially equal to $M^{r}$. There are $K$ such sums. Otherwise the polynomial $\sum_{j=0}^{s-1} a_{j}\left(f_{k+j}(\mathbf{X})-f_{l+j}(\mathbf{X})\right)$ is nonconstant since $f^{(p)} \in \mathcal{T}$. Hence we can apply Lemma 5 and Lemma 6 (so that we only need consider $a_{j}, j=0, \ldots, s-1$, instead of the coefficients of $f$ ) to the inner sum, obtaining the upper bound

$$
e^{c_{0} d^{3(K+s-2)}} M^{r-1 / d^{3(K+s-2)}} G^{1 / d^{3(K+s-2)}}
$$

for at most $K^{2}$ sums and positive constant $c_{0}$ and noting that $d^{2}(\log d+1)<d^{3}$.
Hence,

$$
W^{2} \leq K N M^{r}+K^{2} N e^{c_{0} d^{3(K+s-2)}} M^{r-1 / d^{3(K+s-2)}} G^{1 / d^{3(K+s-2)}} .
$$

Now, without too much loss of generality we may assume $(d+1)^{3(K+s-2)} \geq 2$. Next we put $K=\lceil\log \log (M / G) /(3 c \log (d+1))\rceil$, for some $c>2$ to guarantee that the first term dominates and the result follows.

Next, let $D_{s}(N)$ denote the discrepancy of the points given by

$$
\left(\frac{u_{n}}{M}, \ldots, \frac{u_{n+s-1}}{M}\right), \quad n=0, \ldots, N-1,
$$

in the $s$-dimensional unit cube $[0,1)^{s}$.
Theorem 2. If the sequence $\left(u_{n}\right)$, given by (1) with a polynomial $f^{(p)}(\mathbf{X}) \in \mathcal{T}$, for every prime divisor $p$ of $M$, with total degree $d$ and $\operatorname{deg}_{X_{r}} f \geq 1$ is purely periodic with period $t$ with $t \geq N \geq 1$, then the bound

$$
D_{s}(N)=O\left(N^{-1 / 2} M^{r / 2}(\log \log \log M)^{s} /(\log \log M)^{1 / 2}\right)
$$

holds, where the implied constant depends only on $s$ and $d$.
Proof. The statement follows from Lemma 7 taken with

$$
L=\left\lceil N^{1 / 2} M^{-r / 2}(\log \log M)^{1 / 2}\right\rceil
$$

and the bound of Theorem where all occurring $G=\operatorname{gcd}\left(a_{0}, \ldots, a_{s-1}, M\right)$ are at most $L$.
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