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Abstract. We develop both a normwise and a componentwise error analysis for the QR factor-
ization of long products of invertible matrices. We obtain global error bounds for both the orthogonal
and upper triangular factors that depend on uniform bounds on the size of the local error, the local
degree of nonnormality, and integral separation, a natural condition related to gaps between eigen-
values but for products of matrices. We illustrate our analytical results with numerical results that
show the dependence on the degree of nonnormality and the strength of integral separation.
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1. Introduction. In this paper we consider perturbation analysis for the QR
decomposition of long products of matrices. In particular, we obtain uniform norm
bounds and componentwise bounds on the orthogonal and upper triangular factors
under the assumption of integral separation. Integral separation is a natural analogue
for products of matrices to having gaps between eigenvalues of a matrix. Our approach
is based upon ideas that are central to perturbation theory for Lyapunov exponents of
linear nonautonomous differential equations. In particular, the results obtained here
improve upon the results that can be obtained by combining the results in [8] and
[11] by requiring less stringent assumptions and by obtaining sharper bounds. Here
we avoid an intermediate step in which a perturbed triangular differential equation is
obtained and work directly with perturbed triangular matrix products.

We consider sources of perturbation error that include roundoff error, measure-
ment error, and discretization error due, for example, to approximating the solution of
a differential equation. The difficulty or conditioning of the problem is characterized
by the degree of nonnormality and the strength of integral separation. The results we
obtain allow for error bounds up to a certain size and structure in the perturbation
error as compared with the conditioning of the problem.

Our work here draws motivation from the work on QR and singular value decom-
positions of long matrix products (see, e.g., [22, 20, 18, 14, 15]) as well as the per-
turbation results for the QR factorization of a matrix, for example, [21, 23, 24, 5, 6].
We make use of the structural assumption of integral separation, which is central
to the perturbation theory for Lyapunov exponents, stability spectra that play an
analogous role to the real parts of eigenvalues for nonautonomous linear differential
equations. An excellent reference that summarizes many results on Lyapunov expo-
nents is the monograph by Adrianova [1]. In a series of papers [7, 8, 9, 10, 11], Dieci
and the author have justified and developed an error analysis for approximation of
Lyapunov exponents for nonautonomous linear differential equations via continuous
QR factorizations of fundamental matrix solutions.
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1776 ERIK S. VAN VLECK

This paper is organized as follows. In section 2 we re-create an argument that
shows how the product QR algorithm applied to a sequence of perturbed and unper-
turbed invertible matrices reduces the error analysis to perturbed and unperturbed
invertible triangular matrices. In section 3 we formulate the problem of determining
global error bounds as a zero finding problem, present the Newton–Kantorovich-type
theorem we will employ, and provide background on our main structural assumption,
integral separation. Our main results on obtaining norm bounds are stated and subse-
quently proved in section 4. Since the zero finding problem as formulated is quadratic,
the second derivative is constant which simplifies the analysis. In section 5 we extend
the results to componentwise bounds by employing a simple change of variables and
a weighted norm and show how the assumption of integral separation can be relaxed.
We present numerical results in section 6 to illustrate the efficacy of our analysis, and
in section 7 we summarize and state some conclusions and avenues for future research.

2. Background. Consider determining an orthogonal change of variables that
brings the linear discrete time varying problem (An an m×m invertible matrix with
real entries for all n),

xn+1 = Anxn, n = 0, 1, . . . ,

to upper triangular form; i.e., given Q̃0 orthogonal, determine a sequence of orthogonal
matrices, {Q̃k}∞k=1, and a sequence of upper triangular matrices with positive diagonal

elements, {R̃k}∞k=0, such that

Q̃n+1R̃n = AnQ̃n, vn+1 = R̃nvn, xn = Q̃nvn,(2.1)

for example, by applying the (modified) Gram–Schmidt procedure to AnQ̃n. Thus,

Ak · · ·A0Q̃0 = Q̃k+1R̃k · · · R̃0.

In addition, consider the perturbed problem

yn+1 = [An + Fn]yn, n = 0, 1, . . . ,

with An + Fn invertible for all n (for example, if ‖Fn‖2 < σmin(An), the smallest
singular value of An) which may be transformed to upper triangular form

Qn+1Rn = [An + Fn]Qn, wn+1 = Rnwn, yn = Qnwn,(2.2)

where the Qn are orthogonal and the Rn are upper triangular with positive diagonal
elements. We are using Q̃n and R̃n as the exact orthogonal and upper triangular
matrices, respectively, and Qn and Rn as the perturbed or approximate orthgonal
and upper triangular matrices, respectively.

Following Theorem 3.1 of [8], we note that if Q̃0 = Q0, then

Q̃k+1R̃k · · · R̃0 = Qk+1[Rk + Ek] · · · [R0 + E0],(2.3)

where Ej = −Q
T

j+1FjQj . Thus, if [Rk + Ek] · · · [R0 + E0] = Qk+1Uk for some or-
thogonal Qk+1 and upper triangular Uk (with positive diagonal elements), then by
uniqueness of the QR factorization of an invertible matrix

Q̃k+1 = Qk+1Qk+1, ‖Qk+1 − Q̃k+1‖ = ‖I −Qk+1‖,

D
ow

nl
oa

de
d 

09
/2

9/
14

 to
 1

29
.2

37
.4

6.
10

0.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

ERROR IN PRODUCT QR 1777

so the global error is small if the sequence of Qk’s is uniformly near the identity. The
error matrices Ej ’s are functions of the computed Qj ’s and the original error matrices,
the Fj ’s. Thus, any information about the Fj that is known can be used to determine
the form of the error term Ej .

Remark 2.1. We note that the process described in (2.1) is essentially orthogonal
or QR iteration [12] when An ≡ A for all n. On the other hand, a shifted QR iteration
may be interpreted in terms of a sequence of matrices {Ak}∞k=0.

3. Formulation. We formulate the problem of showing the existence of a near
identity orthogonal change of variables for the sequence of perturbed upper triangular
matrices, Rn+En, as one of finding a solution to a functional equation G({Qk}∞k=1) =
0, where for n = 0, 1, . . . the nth element of G is given by two components,

(G({Qk}∞k=1))n =

(
(G1({Qk}∞k=1))n
(G2({Qk}∞k=1))n

)
,(3.1)

where Q0 = I and

(G1({Qk}∞k=1))n = slow(QT
n+1[Rn + En]Qn)

(G2({Qk}∞k=1))n = upp(Qn+1Q
T
n+1 − I),

(3.2)

where slow denotes the strictly lower triangular part of a matrix and upp the upper
triangular part. Similarly, we will employ low, the lower triangular part of a matrix,
and supp, the strictly upper triangular part of a matrix. In (3.2) G1 being zero ensures
that the QT

n+1[Rn +En]Qn is upper triangular for all n, while G2 being zero ensures
that the Qn’s are orthogonal.

3.1. Convergence of a Newton iteration. To obtain error bounds we will
employ the following convergence result for Newton’s method with perturbed Jacobian

applied to the G({Qk}∞k=1) = 0 with initial guess {Q(0)
k }∞k=1, where Q

(0)
k = I for all k.

The problem of showing convergence of a Newton iteration is somewhat simplified for
(3.1) and (3.2) since the problem is naturally quadratic and hence second derivative
bounds in a neigborhood needed to prove the convergence of a Newton iteration may
be evaluated at an arbitrary point. Our main result involves employing Theorem
1 of [13, p. 536] which we summarize below. The following theorem applies when
there exists a sufficiently good invertible approximation Γ to G′(x0), where x0 is the
initial guess for the Newton-like iteration. The theorem may be applied in a general
Banach space setting. In what follows we will initially employ a norm of the form
‖V ‖ = supn ‖Vn‖F , where V = {Vn}∞n=1, for matrices Vn to obtain norm bounds and
subsequently a weighted supremum norm to obtain componentwise bounds.

Theorem 3.1. Suppose there exists a linear operator Γ having continuous inverse
and the following conditions are satisfied:

‖Γ−1G(x0)‖ ≤ η,(3.3)

‖Γ−1G′(x0)− I‖ ≤ δ,(3.4)

and

‖Γ−1G′′(x)‖ ≤ K ∀x ∈ Ω0,(3.5)

where Ω0 is a sufficiently large neighborhood of x0. If δ < 1 and h := ηK
(1−δ)2 < 1

2 ,

then there exists a solution x∗ of G(x) = 0 such that ‖x∗ − x0‖ ≤ r0, where r0 =
(1−√

1− 2h)(1− δ)/K ≡ 2η/(1− δ)(1 +
√
1− 2h).
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1778 ERIK S. VAN VLECK

This theorem provides a bound r0 on the difference between the initial guess, x0,
and the x∗ such that G(x∗) = 0, provided h < 1/2. For the problem we consider,
G({Qk}∞k=1) = 0 for G defined in (3.1) and (3.2), we have the Qk = I for all k is a
solution when the error Ek ≡ 0 for all k. Thus, for ‖Ek‖ uniformly small enough in
k, one might expect a solution Qk ≈ I.

3.2. Integral separation. A natural assumption that will ensure the existence
of a solution, a near identity orthogonal change of variables, given a small enough
error is integral separation.

Definition 3.2. Two positive sequences {αk}∞k=0 and {βk}∞k=0 are integrally
separated if there exists constants Ω, λ with 0 < Ω ≤ 1 and λ > 1 such that for t ≥ s,

t∏
k=s

αk

βk
≥ Ωλ(t−s).

Assumption. We assume that the diagonal elements of the Rn are integrally
separated, i.e., for i > j there exists Ωij , λij with 0 < Ωij ≤ 1 and λij > 1 such that
for t ≥ s,

t∏
k=s

(Rk)jj
(Rk)ii

≥ Ωijλ
(t−s)
ij .(3.6)

Integral separation plays the role of gaps between eigenvalues in the case of a sequence
of possibly different matrices. It will imply a conditional contractivity property for
a Newton-type mapping applied to (3.1) and (3.2) that will be analyzed in the next
section. In the case in which An ≡ A for a single invertible matrix A, the system
is integrally separated provided the real parts of the eigenvalues of A are distinct.
It is possible to obtain perturbation results in the nonintegrally separated case, for
example, for A with a complex conjugate pair of eigenvalues; see, for example, section
4 of [9].

An important consequence of this assumption is that for i > j,

n∑
l=1

n∏
k=l

(Rk)ii
(Rk)jj

≤
[

1

Ωij
(1 + λ−1

ij + · · ·λ−n+1
ij )

]
≤
[

λij

Ωij(λij − 1)

]
=: Λij − 1.(3.7)

Remark 3.1. The assumption of integral separation is very natural for two impor-
tant reasons. For continuous time problems, Palmer [19, p. 21] and Millionshchikov
[17] showed that in the Banach space B of continuous bounded matrix valued func-
tions A, with norm ||A|| = supt≥0 ||A(t)||, that the systems with integral separation
form an open and dense subset of B. Thus, integral separation is a generic property in
B. In addition, if the Lyapunov exponents, which for triangular systems of the form
(2.1) are defined as

λi = lim sup
n→∞

1

n

n−1∑
k=0

log((Rk)ii),

are distinct, then (see [1]) they are continuous with respect to perturbations in the
coefficient matrix function if and only if the system is integrally separated. Similar
results should hold in the discrete time setting and are immediate when a continu-
ous time system with piecewise constant coefficient matrix function may be formed
through logarithms of the matrices in the discrete time system.

D
ow

nl
oa

de
d 

09
/2

9/
14

 to
 1

29
.2

37
.4

6.
10

0.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

ERROR IN PRODUCT QR 1779

4. Results. We next state our main result whose proof relies on estimates that
are shown in the remainder of the section.

Theorem 4.1. There exists a sequence of orthogonal matrices {Qk}∞k=0 with
Q0 = I such that

Qn+1Rn = [Rn + En]Qn, n = 0, 1, . . . ,(4.1)

provided Rn + En is invertible for all n where Rn and Rn are upper triangular with
positive diagonal elements. Moreover, if (3.6) holds, then there exists an invertible
operator Γ such that the corresponding η, δ,K in Theorem 3.1 have the bounds for Λij

defined in (3.7),

η =
√
2

⎛
⎝m−1∑

j=1

m∑
i=j+1

(
Λij

|Eij |
Rjj

)2
⎞
⎠

1/2

,(4.2)

where |Eij |/Rjj = supn |(En)ij |/(Rn)jj ,

δ =
√
2

⎛
⎝m−1∑

j=1

m∑
i=j+1

(
Λij

|Wij |
Rjj

)2
⎞
⎠

1/2

(4.3)

where
|Wij |
Rjj

is defined as in (4.17) below, and

(4.4)

|Wij |
Rjj

≤ sup
n

(Rn)
−1
jj

⎡
⎣‖(En)·j‖2+ ‖(En)i·‖2+

(
j−1∑
k=1

(Rn)
2
kj

)1/2

+

(
m∑

k=i+1

(Rn)
2
ik

)1/2
⎤
⎦,

and

K =

⎛
⎝1 +

m−1∑
j=1

m∑
i=j+1

Λ2
ij(|W̃ij |2 + |W ij |2)

⎞
⎠

1/2

,(4.5)

where |W̃ij | and |W ij | are defined as in (4.25) and (4.26), respectively, and

|W̃ij | ≤ sup
n

1

(Rn)jj
+ 2(‖R(jj)

n ‖F + ‖E(jj)
n ‖F ) and(4.6)

|W ij | ≤ sup
n

2(‖R(jj)
n ‖F + ‖E(jj)

n ‖F ) + 1,

R
(jj)
n = (Rn)

−1
jj Rn and E

(jj)
n = (Rn)

−1
jj En. If δ < 1 and h := ηK

(1−δ)2 < 1
2 , then the

conclusion of Theorem 3.1 holds and

sup
n

‖Qn − I‖F ≤ r0 ≡ 2η

(1− δ)(1 +
√
1− 2h)

.(4.7)

Moreover, for all n, by uniqueness Rn = R̃n, the exact local upper triangular factor
in (2.1), and

‖Rn −Rn‖F ≤ 2r0‖Rn‖F + ‖En‖F .(4.8)
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Proof. The proof of existence follows from the invertibility of the Rn + En. The
proof of (4.7) is an application of the Newton–Kantorovich theorem (Theorem 3.1)

with the initial guess x0 ≡ {Q(0)
k }∞k=1 = {I}∞k=1, Q0 = I, and the estimates that follow

in a series of lemmas (Lemma 4.2 for the bound η, Lemma 4.3 for the bound δ, and
Lemma 4.4 for the bound K), while the bound (4.8) is obtained using (4.1) from (4.7)
by the triangle inequality.

Remark 4.1. The bound h < 1/2 may be satisfied when δ < 1 for ‖Ej‖ suffi-
ciently small. Having δ < 1 relies upon the strength of the integral separation and
the difference between the exact and the perturbed Jacobian. For example, for an
integrally separated problem, δ < 1 provided the Rj are sufficiently close to diagonal
and the ‖Ej‖ are sufficiently small. To obtain improved bounds, the bounds in terms
of integral separation constants Λij may be replaced with bounds in terms of the ac-

tual diagonal elements of R, i.e., for i > j, 1+
∑n

l=1

∏n
k=l

(Rk)ii
(Rk)jj

instead of the bound

in (3.7).
The analysis here improves upon the techniques developed in [9] and [11] in some

important ways. The previous analysis was for nonautonomous differential equations
in which the sequence of matrices, the An, were transition fundamental matrices. The
starting point in [9] was a perturbed diagonal linear differential equation which can be
obtained for integrally separated systems by a change of variables from a perturbed
triangular differential equation but with less control on the size of the perturbation.
This was overcome in [11] where perturbed triangular differential equations were con-
sidered directly. The perturbed triangular differential equation was shown to exist
and first order bounds on the perturbation of the coefficient matrix function were
obtained in [8] starting from the backward error analysis for the perturbed trian-
gular factors as in (2.3). However, obtaining sharp bounds on the perturbation of
the triangular coefficient matrix function is difficult. The present analysis removes
the step of obtaining the perturbed triangular differential equation and bounding its
perturbation. In addition, the analysis in [9] and [11] was based upon the nonlinear
variation of constants formula and the contraction mapping principle. The splitting of
the differential equation that brings the perturbed triangular differential equation to
triangular employed in both [9] and [11] corresponds to the perturbed Jacobian (essen-
tially by approximating a matrix by its diagonal elements) that we use in our analysis
here. However, an improved perturbed Jacobian in which only “small” quantities are
ignored is straightforward to implement numerically.

We next establish the bounds (4.2), (4.3), and (4.5).

4.1. Linearization and approximate Jacobian. We have from (3.2) that the
derivative of G1 with respect to Qn in the direction {Vk}∞k=1 is given by

DQn(G1({Qk}∞k=1)({Vk}∞k=1))n = slow(QT
n+1[Rn + En]Vn),

and the derivative of G1 with respect to Qn+1 in the direction {Vk}∞k=1 is

DQn+1(G1({Qk}∞k=1)({Vk}∞k=1))n = slow(V T
n+1[Rn + En]Qn),

while the directional derivative of G2 with respect to Qn+1 is

DQn+1(G2({Qk}∞k=1)({Vk}∞k=1))n = upp(Vn+1Q
T
n+1 +Qn+1V

T
n+1).

Then we have, since x0 = {I}∞k=1,

(G′
1(x0)({Vk}∞k=1))n = slow(V T

n+1[Rn + En]) + slow([Rn + En]Vn)
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and

(G′
2(x0)({Vk}∞k=1))n = upp(Vn+1 + V T

n+1).

We will employ an approximate Jacobian Γ by using a subset of the terms from
the exact Jacobian relative to the variation in G1, but will use the exact Jacobian
relative to the variation in G2. In particular, we take Γ1 as

(Γ1({Vk}∞k=1))n = slow(V T
n+1 diag(Rn)) + slow(diag(Rn)Vn) and Γ2 = G′

2(x0).(4.9)

Note that for i > j, the (i, j) element of

DQn(G1({Q(0)
k }∞k=1)({Vk}∞k=1))n +DQn+1(G1({Q(0)

k }∞k=1)({Vk}∞k=1))n

is

j∑
k=1

(Vn+1)ki(Rn)kj +

m∑
k=1

(Vn+1)ki(En)kj +

m∑
k=i

(Rn)ik(Vn)kj +

m∑
k=1

(En)ik(Vn)kj(4.10)

for n = 0, 1, . . . , with the understanding that V0 = 0. For the approximate Jacobian
Γ, we replace (4.10) with

(Vn+1)ji(Rn)jj + (Rn)ii(Vn)ij .(4.11)

This then results in a system in which the Vn terms may be considered as known and
we must solve for the terms Vn+1. To this end, consider the system of equations of
the form

(Vn+1)ji(Rn)jj = −(Rn)ii(Vn)ij + (Wn)ij(4.12)

for i > j and n = 0, 1, . . . , with V0 = 0.
We note here that for the bounds in (3.3) and (3.4) we have (G2(x0))n = 0 since

x0 = {I}∞k=1 which implies

DQn+1(G1({Q(0)
k }∞k=1)({Vk}∞k=1))n := upp(Vn+1 + V T

n+1) = 0

so that Vn+1 is a real skew-symmetric matrix for all n. This simplifies bounding (3.3)
and (3.4) since in this case we can replace the term (Vn)ij in (4.12) with −(Vn)ji so
that the system becomes diagonal.

4.2. Bounds on ‖Γ−1G(x0)‖. We first prove the following lemma to obtain
the bound η on ‖Γ−1G(x0)‖ given in (4.2). We first note for x0 = {I}∞k=1 and G given
in (3.1) and (3.2), (G1(x0))n = slow(En) and (G2(x0))n = upp(0).

Lemma 4.2. For the norm ‖ · ‖ defined for sequences of matrices by ‖{Vk}∞k=1‖ =
supk ‖Vk‖F , we have ‖Γ−1G(x0)‖ ≤ η for G defined in (3.1) and (3.2), Γ defined in
(4.9), (4.10), and (4.11), x0 = {I}∞k=1, and η given in (4.2).

Proof. To determine this bound, we consider the linear system ΓV = G(x0),
where V := {Vk}∞k=1 with the understanding that V0 = 0 and Q0 = I, and next derive
bounds on the Vn. We will take advantage of the fact that G2(x0) = 0. We have for
i > j that (Wn)ij = (En)ij in (4.12) so that

(Vn+1)ji =
(Rn)ii(Vn)ji + (En)ij

(Rn)jj
.(4.13)
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By the discrete variation of parameters formula, we have

(Vn+1)ji =

n∑
k=1

(Ψnk)ij
(Ek−1)ij
(Rk−1)jj

+
(En)ij
(Rn)jj

, (Ψnk)ij =
(Rn)ii
(Rn)jj

· · · (Rk)ii
(Rk)jj

(4.14)

so that by (3.6)

|(Vn+1)ji| ≤
[

1

Ωij
(1 + λ−1

ij + · · ·λ−n
ij ) + 1

]
· |Eij |
Rjj

(4.15)

≤
[

λij

Ωij(λij − 1)
+ 1

]
· |Eij |
Rjj

= Λij
|Eij |
Rjj

,

where |Eij |/Rjj = supn |(En)ij |/(Rn)jj . Then to bound η in (3.3), we have

η ≤ sup
n

‖Vn+1‖F = sup
n

√
2

⎛
⎝m−1∑

j=1

m∑
i=j+1

(Vn+1)
2
ji

⎞
⎠

1/2

(4.16)

≤
√
2

⎛
⎝m−1∑

j=1

m∑
i=j+1

(
Λij

|Eij |
Rjj

)2
⎞
⎠

1/2

.

4.3. Bounds on ‖Γ−1G′(x0) − I‖. We next prove the following lemma to
obtain the bound δ on ‖Γ−1G′(x0)− I‖ given in (4.3).

Lemma 4.3. Under the same assumptions as in Lemma 4.2, ‖Γ−1G′(x0)−I‖ ≤ δ
for δ given in (4.3).

Proof. If we rewrite Γ−1G′(x0)− I = Γ−1(G′(x0)− Γ), then for i > j we have,

(Wn)ij =

m∑
k=1

(Xn+1)ki(En)kj +

m∑
k=1

(En)ik(Xn)kj +

j−1∑
k=1

(Xn+1)ki(Rn)kj(4.17)

+
m∑

k=i+1

(Rn)ik(Xn)kj .

Then

(Vn+1)ji =
(Rn)ii(Vn)ji + (Wn)ij

(Rn)jj
.(4.18)

Proceeding as in (4.14) and (4.15), we have

|(Vn+1)ji| ≤
[

λij

Ωij(λij − 1)
+ 1

]
· |Wij |
Rjj

= Λij
|Wij |
Rjj

,(4.19)

where |Wij |/Rjj = supn |(Wn)ij |/(Rn)jj .
To compute the norm, we take the supremum over all sequences of matrices {Xk}

such that supk ‖Xk‖F = 1. Then by the Cauchy–Schwartz inequality using (4.17),

(4.20)

|Wij |
Rjj

≤ sup
n

(Rn)
−1
jj

⎡
⎣‖(En)·j‖2 + ‖(En)i·‖2 +

(
j−1∑
k=1

(Rn)
2
kj

)1/2

+

(
m∑

k=i+1

(Rn)
2
ik

)1/2
⎤
⎦ ,
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where (En)·j is the jth column of En and (En)i· is the ith row of En. Then

δ ≤ sup
n

‖Vn+1‖F = sup
n

√
2

⎛
⎝m−1∑

j=1

m∑
i=j+1

(Vn+1)
2
ji

⎞
⎠

1/2

(4.21)

≤
√
2

⎛
⎝m−1∑

j=1

m∑
i=j+1

(
Λij

|Wij |
Rjj

)2
⎞
⎠

1/2

.

4.4. Bounds on ‖Γ−1G′′(x)‖. Before proceeding with the second derivative
bounds, we observe that G({Qk}∞k=1) is quadratic, so G′′ is constant. The bounds
here are somewhat different than the previous bounds since G′′

2 (x) 
= 0, so we do not
have that the Vn are skew-symmetric.

Lemma 4.4. Under the same assumptions as in Lemma 4.2, ‖Γ−1G′′(x)‖ ≤ K
for any x where K given in (4.5).

Proof. Here we have for i > j,

(Wn)ij = [XT
n+1(Rn + En)Yn + Y T

n+1(Rn + En)Xn]ij(4.22)

in (4.12) which gives

(Vn+1)ji =
−(Rn)ii(Vn)ij + (Wn)ij

(Rn)jj
.(4.23)

For i ≤ j, we have for all n that

(Vn+1)ij + (Vn+1)ji = [Xn+1Y
T
n+1 + Yn+1X

T
n+1]ij .(4.24)

Then combining (4.23) and (4.24), we have for i > j,

(Vn+1)ji =
(Rn)ii[(Vn)ji − [XnY

T
n + YnX

T
n ]ji] + (Wn)ij

(Rn)jj
(4.25)

=:
(Rn)ii(Vn)ji

(Rn)jj
+ (W̃n)ij

and

(Vn+1)ij =
(Rn)ii(Vn)ij − (Wn)ij

(Rn)jj
+ [Xn+1Y

T
n+1 + Yn+1X

T
n+1]ji(4.26)

=:
(Rn)ii(Vn)ij

(Rn)jj
+ (Wn)ij .

Thus, for i > j,

|(Vn+1)ji| ≤ Λij · |W̃ij | and |(Vn+1)ij | ≤ Λij · |W ij |.(4.27)

If Xn, Yn, Xn+1, and Yn+1 are all matrices with Frobenius norm equal to one,
then a simple application of the Cauchy–Schwarz inequality applied to (4.24) with
i = j implies

∑m
i=1(Vn+1)

2
ii ≤ 1, and similarly, we bound |W̃ij | and |W ij | as

|W̃ij | ≤ sup
n

1

(Rn)jj
+ 2(‖R(jj)

n ‖F + ‖E(jj)
n ‖F ) and(4.28)

|W ij | ≤ sup
n

2(‖R(jj)
n ‖F + ‖E(jj)

n ‖F ) + 1,

D
ow

nl
oa

de
d 

09
/2

9/
14

 to
 1

29
.2

37
.4

6.
10

0.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

1784 ERIK S. VAN VLECK

where R
(jj)
n = (Rn)

−1
jj Rn and E

(jj)
n = (Rn)

−1
jj En. Thus, K in (3.5) is bounded as

K ≤
⎛
⎝1 +

m−1∑
j=1

m∑
i=j+1

Λ2
ij(|W̃ij |2 + |W ij |2)

⎞
⎠

1/2

.(4.29)

5. Componentwise bounds. To obtain componentwise bounds, we make a
change of variables and use a different, weighted norm. First, rewrite (3.1) and (3.2)
in terms of the new unknown Zn = Qn − I so we have

(G1({Zk}∞k=1))n = slow((ZT
n+1 + I)[Rn + En](Zn + I))

(G2({Zk}∞k=1))n = upp((Zn+1 + I)(ZT
n+1 + I)− I)

(5.1)

and employ the initial guess for the perturbed Newton iteration of Z
(0)
n = 0 for all n.

Then replace the norm supn ‖Qn − I‖F with the norm

‖Z‖ ≡ ‖{Zn}∞n=1‖ = sup
n

sup
i,j

|ωij(Zn)ij |, ωij > 0,(5.2)

where we will determine the weights ωij so that at least approximately |ωij(Zn)ij | =
|ωkl(Zn′)kl| independent of i, j, k, l, and n, n′. Then ‖Z‖ ≤ r0 implies that |(Zn)ij | ≤
ω−1
ij r0 =: ρij , and then for i ≤ j,

(5.3)

|(Rn −Rn)ij | ≤ |(En)ij |+
m∑
k=i

|(Rn)ik|ρkj +
j∑

k=1

ρki|(Rn)kj |+
m−1∑
k=1

m∑
l=k

ρki|(Rn)kl|ρlj

+
m∑

k=1

|(En)ik|ρkj +
m∑

k=1

ρki|(En)kj |+
m∑

k=1

m∑
l=1

ρki|(En)kl|ρlj .

We note that these bounds are useful in obtaining bounds on Lyapunov exponents
and the endpoints of Sacker–Sell spectral intervals (see [9]).

We consider here a simple way of choosing the weights ωij . Consider the bound

(4.15), where for i > j, |(Vn+1)ji| ≤ Λij
|Eij |
Rjj

=: βij . Then for some k > l, βkl =

maxi>j βij , so if we let

ωij = βkl/βij ,(5.4)

then ωij ≥ 1 and |ωij(Vn+1)ji| ≤ βkl for all i > j, and we define ωij = ωji for
i < j. To define ωii for i = 1, . . . ,m, note that by orthogonality, (Zn)ii((Zn)ii + 2) =∑

i�=j(Zn)
2
ij =: Ci so that by the quadratic formula, (Zn)ii =

√
1 + Ci−1. Ultimately,

we will bound |Zij | ≤ ω−1
ij r0, so using the approximation

√
1 + x− 1 ≈ x

2 we set

ωii = 2
[∑

i�=j

ω−2
ij

]−1

, i = 1, . . . ,m.

More sophisticated choices for the ωij are possible as are weights that depend on n.
Lemma 5.1. For the norm given in (5.2) with the weights defined in (5.13), G

defined in (3.1) and (3.2), Γ defined in (4.9), (4.10), and (4.11), and initial guess
x0 = {I}∞k=1, we obtain the following bounds:
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(i) ‖Γ−1G(x0)‖ ≤ η := maxi>j ωijΛij
|Eij |
Rjj

,

(ii) ‖Γ−1G′(x0)− I‖ ≤ δ := maxi>j ωijΛij
|Wij |
Rjj

,

(iii) ‖Γ−1G′′(x)‖ ≤ K := max{K1,K2,K3},
where

K1 = max
1≤i≤m

ωiiKii, K2 = max
i>j

ωijΛijKji, K3 = max
i>j

ωijΛijKij(5.5)

and Kii, Kji, and Kij are defined in (5.9), (5.10), and (5.11), respectively.
Proof. The bound for η is straightforward since each Vn is skew-symmetric,

η = max
i>j

ωijΛij
|Eij |
Rjj

.(5.6)

To compute the bound on δ, we take the supremum over all sequences of matrices
{Xk} such that ωij |(Xk)ij | = 1 for all (i, j). Then by the Cauchy–Schwartz inequality
using (4.17),

|Wij |
Rjj

≤ sup
n

(Rn)
−1
jj(5.7)

[
‖Ω−1

·i ‖2 · ‖(En)·j‖2 + ‖(En)i·‖2 · ‖Ω−1
·j ‖2 +

j−1∑
k=1

|ω−1
ki (Rn)kj |+

m∑
k=i+1

|(Rn)ikω
−1
kj |
]
,

where (En)·j is the jth column of En, (En)i· is the ith row of En, and Ω−1
·j is the jth

column of the matrix Ω−1 whose (i, j) element is ω−1
ij . Thus,

δ = max
i>j

ωijΛij
|Wij |
Rjj

(5.8)

using the bound for |Wij |/Rjj = supn |(Wn)ij |/(Rn)jj in (5.7).
We obtain the bound for K using (4.22), (4.25), (4.26), and (4.27). First,

from (4.24) we have for i = j, 2(Vn+1)ii = [Xn+1Y
T
n+1 + Yn+1X

T
n+1]ii so that for

|ωij(Xn+1)ij | = 1 and |ωij(Yn+1)ij | = 1 for all (i, j) we have

|(Vn+1)ii| ≤
m∑

k=1

ω−2
ik =: Kii.(5.9)

Then to obtain the bounds analogous to (4.27), we have for i > j,

|W̃ij | ≤ supn
2

(Rn)jj

m∑
k=1

ω−1
ik ω−1

jk + 2
m∑

k=1

m∑
l=1

ω−1
ki

[
|(R(jj)

n )kl|+ |(E(jj)
n )kl|

]
ω−1
lj =: Kji

(5.10)
and

|W ij | ≤ supn2

m∑
k=1

ω−1
ik ω−1

jk + 2

m∑
k=1

m∑
l=1

ω−1
ki

[
|(R(jj)

n )kl|+ |(E(jj)
n )kl|

]
ω−1
lj =: Kij

(5.11)
from which the bound for K follows.

Summarizing, we have the following theorem that gives componentwise bounds.
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Theorem 5.2. If for the bounds on η, δ, and K in Lemma 5.1 we have δ < 1
and h := ηK

(1−δ)2 < 1
2 , then for r0 = 2η

(1−δ)(1+
√
1−2h)

,

sup
n

|(Zn)ij | ≡ sup
n

|(Qn − I)ij | ≤ ω−1
ij r0 ≡ ρij ,(5.12)

where for i > j,

ω−1
ij =

Λij
|Eij |
Rjj

maxk<l Λkl
|Ekl|
Rll

, ω−1
ji = ω−1

ij ,(5.13)

ω−1
ii = 1, i = 1, . . . ,m, Λij is defined in (3.7), and

|Eij|
Rjj

= supn |(En)ij |/(Rn)jj .

Moreover, the bound (5.3) on the error in the components of the upper triangular
factor holds.

6. Numerical results. We next outline how these ideas may be implemented to
perform an a posterior error analysis. We then apply these ideas to a model problem
that allows us to modify the strength of the integral separation and the nonnormality
in the triangular factor and to a problem modeled after one in stability analysis.

6.1. A posteriori error analysis. We will obtain componentwise bounds us-
ing the weights and norm developed in section 5. In addition, we will compare the
perturbed Jacobian we have used in the analysis, which is essentially a diagonal ap-
proximation of the Jacobian, with a perturbed Jacobian, in which only “small” terms
are neglected. Recall from (3.2) that

(G1({Qk}∞k=1))n = slow(QT
n+1[Rn + En]Qn),

which has first derivative (G′
1({I}∞k=1){Vk}∞k=1)n = slow(V T

n+1[Rn+En]+[Rn+En]Vn)
which we approximated with the “diagonal approximation,”

(Γ1{Vk}∞k=1)n := slow(V T
n+1 diag(Rn) + diag(Rn)Vn).

In particular, we will also consider the alternate “triangular approximation,”

(Γ̃1{Vk}∞k=1)n := slow(V T
n+1Rn +RnVn).

For the calculation of the bound on the first Newton step, η, for both “approxi-
mations” when x0 = {I}∞k=1, G1(x0)n = slow(En) and G2(x0)n = 0 and the iteration
is

slow(Vn+1Dn) = [slow(DnVn) + slow(En)], n = 0, 1, . . . , V0 = 0,

where Dn := diag(Rn) for the “diagonal approximation” and Dn := Rn for the
“triangular approximation” since upp(Vn+1 + V T

n+1) = 0 implies Vn+1 = −V T
n+1.

For the calculation of the bound δ that measures the difference between the exact
and the perturbed Jacobian, we have

[(G′
1(x0)− Γ1)){Xk}∞k=1]n(6.1)

= slow(XT
n+1[Rn − diag(Rn) + En] + [Rn − diag(Rn) + En]Xn)

and

[(G′
1(x0)− Γ̃1)){Xk}∞k=1]n = slow(XT

n+1En + EnXn),(6.2)
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and the iteration is similar to that for η since the Vn are still skew-symmetric.
For the calculation of the second derivative bound K, the Vn are no longer skew-

symmetric, and we have the iteration⎧⎨
⎩

slow(V T
n+1Dn) = [−slow(DnVn) + slow(XT

n+1(Rn + En)Yn

+Y T
n+1(Rn + En)Xn)],

upp(Vn+1 + V T
n+1) = upp(Xn+1Y

T
n+1 + Yn+1X

T
n+1).

(6.3)

To obtain bounds using the weighted norm in (5.2), first consider the iteration to
obtain η. We actually form

slow(Vn+1) = slow({|Dn| · Vn + |En|} · |D−1
n |), n = 0, 1, . . . ,

where the notation |X | of a matrix X is used to the denote the matrix |X | such that
|X |ij = |Xij |. We then calculate η := ‖V ‖ for V = {Vn}n=0 using the weighted
norm (5.2). To determine δ, we replace slow(|En|) with the analogous quantity using
either (6.1) or (6.2), depending upon which perturbed Jacobian is being employed.
In addition, we take X = {Xn}n=0 with ‖X‖ = 1, in particular (Xn)ij = ω−1

ij . When
finding the bound K, we solve the iteration⎧⎪⎪⎪⎨

⎪⎪⎪⎩
slow(V T

n+1) = slow({|Dn| · Vn +XT
n+1(|Rn|+ |En|)Yn + Y T

n+1(|Rn|+|En|)Xn}
· |D−1

n |),
supp(V T

n+1) = slow(V T
n+1)

T + supp(Xn+1Y
T
n+1 + Yn+1X

T
n+1),

diag(Vn+1) =
1

2
diag(Xn+1Y

T
n+1 + Yn+1X

T
n+1),

(6.4)
where (Xn)ij = ω−1

ij , (Yn)ij = ω−1
ij , and supp denotes the strictly upper triangular

part of a matrix.

6.2. Example 1. We now consider an example that illustrates the dependence
on the degree of nonnormality and on the strength of integral separation and shows
the sharpness of the results we have obtained. We focus on the product of perturbed
triangular systems with m = 3 so that in general Rn is given by

Rn =

⎛
⎝ (Rn)11 (Rn)12 (Rn)13

0 (Rn)22 (Rn)23
0 0 (Rn)33

⎞
⎠ ,(6.5)

where we consider (Rn)11 = 4 + κ sin(ζn), (Rn)22 = 3 − sin(
√
2ζn), (Rn)33 = 2 +

κ sin(2ζn), and γ = R12 = R23 = R13 independent of n. We change κ and ζ to vary the
strength of integral separation, and we vary γ to change the off-diagonal entries and
vary the strength of nonnormality. We generate random En such that |(En)ij | ≤ ε
using the MATLAB command 2*rand-1. To determine the quality of the bounds
we obtain, we compare them with |(Qn − I)ij |, where Qn is such that Qn+1Rn =
[Rn + En]Qn for n = 0, 1, . . . , N , with Q0 = I. As a measure of the quality of our
bounds, we denote by Diag = supi�=j

ρij

supn |(Qn)ij | and Off = supi
ρii

supn |(Qn)ii−1| , where
ρij is the bound (5.12) in Theorem 5.2 so that Diag ≥ 1 and Off ≥ 1, with a value
of 1 meaning that the bound is sharp. We consider both the diagonal approximation
of the Jacobian which we denote by diag and the triangular approximation of the
Jacobian which we denote by tri.

In Table 6.1 we illustrate the results of some of our numerical experiments;
in each row we report on the average value obtained over 10 sequences of matrices,
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Table 6.1

Error in the approximate Q varying the degree of nonnormality and integral separation, method,
and tolerance.

N = 105

ζ κ γ ε Meth η K δ r0 Diag Off

1 1 1 1E − 4 tri 2E − 4 3.0E1 6E − 4 2E − 4 2.3E0 2.4E0
1 1 10 1E − 4 tri 8E − 4 2.1E2 2E − 3 8E − 4 2.8E0 8.7E0
0.2 0.5 1 1E − 4 tri 7E − 4 1.1E2 2E − 3 7E − 4 2.7E0 2.1E0

1 1 1 1E − 6 tri 2E − 6 3.0E1 6E − 6 2E − 6 2.2E0 2.4E0
1 1 10 1E − 6 tri 7E − 6 2.1E2 2E − 5 7E − 6 2.4E0 7.9E0
0.2 0.5 1 1E − 6 tri 7E − 6 1.1E2 2E − 5 7E − 6 2.6E0 2.0E0
0.2 0.5 10 1E − 6 tri 3E − 5 6.7E2 7E − 5 3E − 5 2.3E0 8.4E0
0.1 0.5 10 1E − 6 tri 9E − 5 1.3E3 2E − 4 9E − 5 4.1E0 9.1E0

0.2 0.5 10 1E − 8 tri 3E − 7 6.7E2 7E − 7 3E − 7 2.3E0 8.1E0
0.1 0.5 10 1E − 8 tri 8E − 7 1.3E3 2E − 6 8E − 7 3.5E0 8.5E0
0.1 1 10 1E − 8 tri 5E − 6 2.5E3 7E − 6 5E − 6 7.1E0 1.2E1

1 1 1 1E − 4 diag 2E − 4 2.5E1 9E − 1 −− −− −−
1 1 10 1E − 4 diag 2E − 4 7.9E1 9E0 −− −− −−
0.2 0.5 1 1E − 4 diag 5E − 4 8.5E1 1.2E0 −− −− −−
1 1 1 1E − 6 diag 2E − 6 2.5E1 9E − 1 2E − 5 2.4E2 2.5E1
1 1 10 1E − 6 diag 2E − 6 7.9E1 9E0 −− −− −−
0.2 0.5 1 1E − 6 diag 5E − 6 8.5E1 1.2E0 −− −− −−
1 1 1 1E − 8 diag 2E − 8 2.5E1 9E − 1 2E − 7 1.2E2 2.4E1
1 1 10 1E − 8 diag 2E − 8 7.9E1 9E0 −− −− −−
0.2 0.5 1 1E − 8 diag 5E − 8 8.5E1 1.2E0 −− −− −−

Rn with randomly generated error matrices, En, for n = 0, . . . , N . We only report on
parameter values for which all 10 trials could successfully provide an error bound. In
this case we list the average values of the bound K on ‖Γ−1G′′(x0)‖, the bound δ on
‖Γ−1G′(x0)− I‖, and the radius of the Newton ball r0 = 2η/((1− δ)(1 +

√
1− 2h)),

provided h = ηK/(1− δ)2 < 1/2 for all 10 trials. Decreasing ζ and increasing κ tends
to decrease the strength of the integral separation, while increasing γ clearly increases
in the nonnormality in the triangular factor. For the “triangular approximation” of
the Jacobian, results are obtained as the problems become more difficult as long as
the size of the perturbation is small enough. In addition, the bounds obtained are
within an order of magnitude for the parameter values reported in Table 6.1. Sharper
bounds might be obtained by an improved choice of the weights, ωij . For the “diago-
nal approximation” of the Jacobian, we were not able to obtain bounds for the more
difficult problems except for smaller ε and γ, and the bounds obtained were not as
sharp.

6.3. Example 2. For our next example, we consider a prototype model of mis-
tuning in N rotating blades of the form

üj(t) + qj(t)uj(t) = ε(uj+1 − 2uj + uj−1) + ε(u̇j+1 − 2u̇j + u̇j−1), j = 1, . . . , N,

with periodic boundary conditions so that u0 ≡ uN and u1 ≡ uN+1. The left-hand
side of the equation contains the structural inertia and stiffness terms, while the right-
hand side contains the forces due to aerodynamic coupling under the assumption of
nearest neighbor coupling and that the unsteadiness is of low frequency. This is
similar to a model employed in [4]; see also [3]. For our purposes here, we consider
the qj(t) of the Mathieu type, in particular, qj(t) = π2 + γj cos(2πt), and take N = 3
with γ1 = 30, γ2 = 20, and γ3 = 10. We employ a variable step differential equation
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Table 6.2

Error estimates in the approximation of Q for different local error tolerances and time intervals.

T TOL N r0 ≡ supi�=j ρij infi�=j ρij supi ρii infi ρii

1 1E − 4 34 4E − 3 1E − 4 3E − 7 8E − 8
1 1E − 5 66 3E − 4 1E − 5 2E − 9 5E − 10
1 1E − 6 97 3E − 5 1E − 6 2E − 11 6E − 12
1 1E − 7 155 3E − 6 1E − 7 2E − 13 5E − 14

10 1E − 6 988 6E − 4 1E − 6 5E − 11 8E − 13
10 1E − 7 1532 6E − 5 1E − 7 5E − 13 1E − 14

100 1E − 6 9898 6E − 4 1E − 6 5E − 11 8E − 13
100 1E − 7 15302 6E − 5 1E − 7 5E − 13 1E − 14

solver based upon rkf45 to approximate the local fundamental matrix solutions, the
An + Fn, and use the local error tolerance TOL to estimate ‖Fn‖. In our calculations
we consider ε = 10−1 and report on the error in the orthogonal factor as a function
of different local error tolerances. After rewriting the differential equation as a first
order system of the form ẋ = Ã(t)x, we form the An + Fn as the solution of the
differential equation

Ẋ(t; tn) = Ã(t)X(t; tn), t > tn, X(tn; tn) = I

at time t = tn+1 so that An + Fn := X(tn+1; tn). We then form Qn+1Rn = [An +

Fn]Qn using the modified Gram–Schmidt procedure. We bound the elements of En =

−Q
T

n+1FnQn using

|(En)ij | ≤ TOL · (|Qn+1|T · 1 · |Qn|)ij ,
where | · | is the entrywise absolute value and 1 is the matrix of all ones. The results
we obtained did not depend in a significant way on the choice of perturbed Jacobian
since the An+Fn are perturbations of the identity. The results we report on in Table
6.2 were obtained using the diag approximation of the Jacobian. We include results
for tolerances TOL = 10−4, 10−5, 10−6, 10−7 over the intervals [0, T ] for T = 1, a single
period, T = 10, and T = 100. In this case N is the number of time steps necessary
to satisfy the local error tolerance, TOL, over the given interval. We were not able
to satisfy h < 1/2 to apply the Newton–Kantorovich theorem for TOL = 10−4 and
TOL = 10−5 when T = 10 or T = 100. For this problem, the computed Lyapunov
exponents are approximately

λ1 = 1.88E0, λ2 = 1.24E0, λ3 = 6.84E − 1, λ4 = −8.95E − 1,

λ5 = −1.47E0, λ6 = −2.04E0.

The computed Lyapunov exponents are distinct and relatively well separated which
suggests some degree of integral separation in the system. The results in Table 6.2
show the componentwise bounds obtained for different tolerances and time intervals.
We report on the range of bounds obtained for both the off-diagonal and the diagonal
elements of Q. Note that the bounds do not depend significantly on the length of the
time interval.

7. Conclusions. Under the structural assumption of integral separation we de-
velop an error analysis for the QR factorization of a potentially infinite product of
matrices. Employing a Newton–Kantorovich-type theorem, we obtain both norm
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bounds and componentwise bounds on the orthogonal factor and the upper trian-
gular factor. Improvements to the bounds are possible numerically by employing a
better approximation to the Jacobian.

The results here also apply with minimal modification to sequence of invertible
complex valued matrices {Ak}∞k=0. Integral separation is characterized through the
diagonals of the upper triangular matrices {Rk}∞k=0 which still have real, positive
diagonal elements. The nonintegrally separated case as was considered in section 4 of
[9] would be an interesting extension. The results here are easily modified to apply to
the “adjoint” formulation of the discrete QR process Qn+1R

−T
n = A−T

n Qn. Finally,
we note the recent work on stability spectrum for differential algebraic equations [16]
and for noninvertible systems of linear difference equations [2] and the possibility of
developing a quantitative perturbation theory based upon the ideas in this work.
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