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On the Existence and Symmetry Properties 

of Finite Total Mass Solutions of the 


M atukuma Equation, the Eddington Equation 

and their Generalizations 


YI LI & WEI-MING NI 

§ 1. Introduction and Statements of Main Results 

In 1915 A. S. EDDINGTON introduced the following equation as a mathematical 
model to describe the dynamics of globular clusters of stars ([E]): 

(1.1) 

1 1 
2where u > 0 represents the gravitational potential, e= - 4n LI u = 4n(l + Ix 12) e u 

is the density and Je(x) dx represents the total mass. Fifteen years later, in 1930, 
R' 

on the basis of his physical intuition, T. MATUKUMA proposed the following 
equation to improve EDDINGTON's model ([M]): 

+ 
1
Ix 12 uPLiu+ 1 = 0 in R 3 

, (1.2) 

where p > 1 and again u > 0 is the gravitational potential with 

Pf
4
n(l ~ Ix !2) uP dx representing the total mass. Since the physical models are 

spherically symmetric, positive radial entire solutions of (1.1) or (1.2) are of 
particular interest, and in this case equations (1.1) and (1.2) reduce to the follow
ing ordinary differential equations, respectively 

2 1 2u 
u,, +-;: u, + 1 + ,2 e = 0 in [O, oo), 

u(O) = ex, u,(O) = 0; 



and 

2 1 
u,,+ 7 u,+l+r2 uP=O in [O,ex>), 

(1.2"') 

u(O) = IX, u,(O) = 0, 

where lX > 0. For each iX > 0, we shall denote the (global) unique solution of 
(1.1,,) (or (1.2,,)) by u = u(r; iX). Studying the structure of solutions of (1.2"')' 
MATUKUMA conjectured that 

(i) 	if p < 3, then u(r; iX) has a finite zero for every iX > 0, 
(ii) 	if p = 3, then u(r; iX) is a positive entire solution with finite total mass 

for every lX > 0, 
(iii) 	if p > 3, then u(r; lX) is a positive entire solution with infinite total mass 

for every iX > 0. 

In 	1938 MATUKUMA found an interesting exact solution 

- ( 3 )! (1.3)u(r;V3)= l+r 2 

for (1.2"') with p = 3 which confirms part of his conjecture. Since then, there 
seems to be very little mathematical contribution in the literature on these two 
equations until the very recent works of NI & YoTSUTANI [NYl], [NY2]. 

First, it was observed in [NY2] that the Eddington equation (i.e. (1.1)) does not 
have any positive radial entire solutions (which perhaps indicates that the MATUKUMA 
equation is indeed a better physical model). Concerning MATUKUMA's conjecture, 
NI & YoTSUTANI established the following result which shows that equation (1.2) 
is perhaps more delicate than MATUKUMA had expected. 

Theorem [NYl, 2]. Let u = u(r; iX) be the solution of (I.2,,). 

(A) 	If 1 < p < 5, then u(r; iX) has a.finite zero for every sufficiently large iX > 0. 
(B) 	 If 1 < p < 5, then u(r; iX) is a positive entire solution with infinite total mass 

for every sufficiently small iX > 0. 
(C) 	If p > 5, then u(r; iX) is a positive entire solution with infinite total mass for 

every iX > 0. 

Note that the existence of positive entire radial solutions with finite total 
mass is left open in [NYl, 2]. In this paper, using a variational approach, we shall 
settle this question; that is, we shall prove the following 

Theorem 1.1. For every 1 < p < 5, there is an iX* > 0 such that the solution 
u(r; iX*) of (1.2"'.) is positive in [O, ex>) and has finite total mass, i.e. 



Remark 1.1. It is established in [LN] (Theorem 2.41) that a positive radial entire 
solution u of (I.2) in JR 3 must satisfy either 

or 
u(r) /"".) r- 1 

I 

(1.4) 

u(r) /"".)(log r)t-p (1.5) 

at oo. (Here the notation "f ,.._, g at oo" means that there are two positive con
stants Ci. C2 such that C1g > f > C2g at oo.) It is then easy to verify that 
a radial finite total mass solution of (1.2) must satisfy (1.4) and a radial entire 
solution of (1.2) which has infinite total mass must satisfy (I.5) at oo. Thus we con
clude from Lemmas 7.1 and 7.2 in [NY2] that a radial.finite total mass solution 
u of (1.2) must satisfy 

lim ru(r) = -1 f 1I uP(x) dx; 
r-+oo 4n 

R3 
1 + x 12 

i.e. the limit of Ix I u(x) at oo is exactly the total mass of u. 
Up to this point, we have only studied radial solutions of equations (1.1) 

and (1.2). It is nonetheless an interesting and natural mathematical question 
whether equation (1.2) possesses only positive radial entire solutions. To investigate 
this problem we apply the arguments used in [GNN] to the following equation 

Liu + f(r, u) = 0 in JRn, (1.6) 

where n > 3, r = Ix I andfis a continuous function which is strictly decreasing 
in r > 0 and nondecreasing in u > 0. The starting point here is a refinement 
of Theorem l", p. 380 in [GNN], which is established in the Appendix(Theorem 
A. I). Using that we are able to prove, for instance, the following 

Proposition 1.1. Suppose that u is a positive C 2 solution of (1.6) which tends to 
zero at infinity. Assume that there exist p > 0, -,; < -2 and C > 0 such that 

0 <f(r, t) < C(I + rn)ll 
T 

tP (1.7) 

holds in [O, oo) X [O, II u llLooCR''J]. If p(n - 2) > n + 1 + -r, then u must be radially 
symmetric about the origin and u, < 0 for r > 0. Furthermore, 

lim rn-2u(r) = k > 0. 
r-+oo 

Proposition 1.2. Every bounded positive solution u of (1.6) is radially symmetric 
about the origin and u, < 0 in r > 0 if 

' o< f(r, t) < C(t) (I + rnF (1.8) 

holds in JR+ xJR+ for some -r < -(n + I) and C(t) is nondecreasing in JR+. 

The novelty here seems to be that no decay rate on solutions is required. In 
fact, u does not even have to tend to zero at oo in the second proposition. 



We shall also apply Theorem A.I to equation (1.2) to obtain 

Theorem 1.2. Let 2 < p < 5. Then every bounded positive entire solution u of 
equation (1.2) with .finite total mass is radially symmetric about the origin and 
u, < 0 in r > 0. Furthermore, 

lim ru(r) = k > 0. 
r..--.:.-00 

Theorem 1.3. Let p > 5. Then every bounded positive entire solution of (1.2) has 
infinite total mass. 

We should remark that Theorems 1.1, 1.2, 1.3 and Remark 1.1 admit various 
extensions to Rn, n > 3, and to the more general equation 

Liu + KuP = 0 in Rn, (1.9) 

where K is a suitable generalization of 1/(1 + r2 
). To this connection we ought 

to mention a recent article of BATT, FALTENBACHER & HORST [BFH] in which 
the following model was proposed 

lxl4-2 
Liu+ (1 +Ix [2)Jcf2 uP = 0 in R3' (1.10) 

where A.> 0, p > 1. Note that when A.= 2, this reduces to MATUKUMA's 
model (1.2). Some of our analysis does apply to this more general model. (See 
Section 2 below.) 

We now come to the following generalized Eddington equation 

Liu+ He2u = 0 in Rn, n > 3. (1.11) 

It will be assumed throughout this paper that H(x) > 0 in Rn and is locally 
Holder continuous. It was already established in [NY2] (Theorems 8.2 and 8.4) 
and in ]K], [KO] that in case H(x) = H(lxl) we have 

Theorem (D). (1.11) possesses no positive radial entire solution if 
1 

-- J00 

rH(r)dr = oo. (1.12) 
n - 2 o 

(E) (1.11) possesses infinitely many positive radial entire solutions if 
1 00 1 

-- J rH(r)dr<- . (1.13)
n - 2 0 2e 

In this paper we shall improve this theorem as well as extend it to non-radial 
case. First, we present a sufficient condition. 

Theorem 1.4. Suppose that 

H(y) 1 
(1.14)sup J ( -2) I - 1n-2dY<2,

xERn Rn n n (J)n X y e 

where wn denotes the volume of the unit ball in Rn. Then equation (1.11) possesses 
infinitely many positive entire solutions in Rn. 



- -

We should point out that in case H(x) = H(lx I), (1.14) reduces to (1.13) 
(see Section 3.2 below). 

To state our necessary condition, we need to introduce the following nota
tions. For a given function 1> and a given point x 0 E Rn, we set 

(1.15) 

which is the spherical mean of 1> at x 0 • In case x 0 = 0 (the origin), we shall 

denote </>0 by 1> for simplicity. If 1> > 0, then for every p > 1, we define 

<Fxo,P(r) = { l n-1 f <f>l~p (x) dS}l-p (1.16) 
nwnr lx-xol ~r 

with the obvious convention that 1>x
0 
,p(r) = 0 if the integral in (1.16) is infinite. 

( (1.15) is the usual spherical mean while (1.16) was first used in [Nl ]. ) 

Theorem 1.5. Suppose that (1.11) possesses at least one positive entire solution. 
Then the condition 

1 00 -

- 
2 

J rHx0 ,p(r) dr < !
n - o 

(1.17) 

must be satisfied for every x 0 ERn and every p > 1. 

The organization of this paper is as follows. Theorems 1.1, 1.2 and 1.3 (and 
their extensions) are proved in Section 2. In Section 3, we establish Theorems 1.4 
and 1.5. The proofs of Propositions 1.1 and 1.2 are included in the Appendix. 

§ 2 Matukuma Equation and its Generalizations 

The purpose of this section is to establish the existence of solutions with finite 
total mass of the Matukuma equation and its various generalizations. We shall 
treat the existence question in subsection 2.1 and the symmetry property in 
subsection 2.2. 

2.1. Existence of Finite Total Mass Solutions 

In this subsection we shall study the following equation 

(2.1) 


in Rn, where p > 1, A.> 0 and n > 3. Note that when A.< 2, the coefficient 
in the nonlinear term is singular at x = 0. 

We first introduce some notations. Let Ebe the completion of the set of all 
smooth, radially symmetric functions with compact support in Rn under the 



norm 

llcpll 2 
= f [Dcp [2 dx. 

Rn 

Using a variational approach, we are able to establish the following 

Theorem 2.1. For every A.> 0, equation (2.l) possesses a positive entire weak 
solution u in E with finite total mass, i.e. 

provided that p satisfies 

2A. 
l<p<l+--2· 	 (2.3)

n-

Furthermore, 

(i) if A. > 2, then the solution u is C 2 and classical, 
(ii) if 1 =FA. < 2, then the solution u E C\Rn) (\ C2 (Rn \ {O}), 

(iii) if A.= 1, then the solution u E c01 (Rn) f\ C2(Rn \ {O}); 
and 

lim rn-l ur(r) = 0. (2.4)
r-+O 

In proving this theorem, we recall the following result (Theorem 3.18 in [LN]) 
concerning the equation 

i1u + K([x[) [u[p-l u = 0 (2.5) 

Lemma 2.1. If K is continuous in Rn \ {O} and satisfies either 

00 n-p(n-2) 

(a) 	 J ,K(r) Ir 2 dr < oo 
0 

with K+ $ 0, or 

00 n-p(n-2) 

0 < J K+(r) r 2 dr < oo , 
0 

n+2 
if l<p<--2, 

(b) 

K- __ 0 

(2.2) 

n

n+2 
ifp=--2,

n

n+2 
ifp>--2·n-

Then (2.5) possesses at least one nonnegative nontrivial entire weak solution in 
E f\ C 2 (Rn\ {O}). 



We should remark that although K was assumed to be locally Holder con
tinuous in JR,n in [LN], the arguments there can be ca!ried over here without any 
change. 

We are now ready for the 

Proof of Theorem 2.1. Setting 

r•-2 
K(r) = (1 + r1)•12 ' A> 0, 

we see that K satisfies the integral conditions in Lemma 2.1 if and only if (2.3) 
holds. Therefore, by Lemma 2.1, there exists a nonnegative nontrivial entire 
weak solution u of (2.1) in C2 (lR" \ {O}). The regularity properties of u at 
r = 0 (i.e. (i), (ii), (iii) and (2.4) in Theorem 2.1) follow from the arguments 
in p. 238 in [N2]. (See also Section 4 in [NY2].) 

It remains to show that the solution u obtained by Lemma 2.1 above has 
finite total mass. First, observe that there exists a constant C > 0 such that 

u(r) < CrC2 -nJ/2 for all r > 0 (2.6) 

since u EE (see e.g. [BL; p. 340]). Next we assert that 

u(r) < Cr 2-n at r = =. (2.7) 

For, by equation (2.1) and the fact that u E C2 for r > 0 we have 

(rn-l u,), + r"- 1 K(r) uP = 0 in r > 0. 

Integrating from s to r and letting s --0>- 0, we obtain by (2.4) 

u,(r) = _,.i-n J
r 

K(s) uP(s) s"- 1 ds. (2.8) 
0 

Integrating (2.8) from r to = and using the fact that u(r) --0>- 0 as r ->- co (by 
(2.6)), we have 

u(r) = J
00 

t 1 
-n J

t 

K(s) uP(s) s"- 1 ds dt 
r 0 

by changing the order of integration. For r > I, it then follows that 

u(r) < C (r 2-n + r2-" I s"-3 uP(s) ds +l s-1 uP(s) ds). (2:9) 

Combining (2.6) and (2.9), we conclude that for r ~ 1 

u(r) < C(r2-n + rp(2-n)f2). 



Since p > I, there is a positive integer k such that 

(n~ 2) (n - 2) k+l-2- p k <n-2< -2- p . 

Now substituting (2. JO) into (2.9) we obtain 

u(r) < C(r2-n + rP,(2-n)/2) for r > I. 

Iterating this step k times, we arrive at 

u(r) < C(r 2 -n + rPk+l<Z-n)fZ) < Cr 2-n for r > I. 

This proves our assertion (2. 7). 
It is easily seen from (2.7) and (2.3) that 

K(r) uP(r) = O(r-n-(p-l)(n-Z)) at r = oo, 

and at r = 0 we have K(r) uP(r) = O(r.i.-2). Thus (2.2) holds and the solution 
u has finite total mass. Q.E.D. 

Corollary 2.1. Let u = u(r; IX) denote the solution of the following initial value 
problem 

r> 0, 
(2.11) 

u,(O) = 0, u(O) =IX> 0, 

where ii.> 2, n > 3, I< p < I + 2il./(n - 2) and u+ - max {u, O}. Then 

(i) for every IX> 0, u(r; IX) is a C2 solution in the entire ray r > 0, 
(ii) for every large IX> 0, u(r; IX) has a finite zero, 

(iii) for every small IX> 0, u(r; IX) is a positive entire solution which satisfies 

l 	 l 

0 < 	lim inf (log r)P'=T u(r) < lim sup (log r)p=T u(r) < oo, (2.12) 
r-+ oo 	 r-+ oo 

and thus has infinite total mass, 
(iv) 	 there exists at least one IX* > 0 such that u(r; IX*) is a positive entire solution 

with 

lim sup rn- 2u(r) = c E (0, oo), 	 (2.13) 
r-+oo 

and thus has finite total mass. 

Proof. (i) is standard (see e.g. Proposition 4.2 in [NY2]). (ii) is proved in Corolla
ry 5.1, [NY2]. (iii) follows from Theorem 7.1 in [NY2] (where the conditions 
(K.I), (K.4) and (K.5) are easily verified) and Theorem 2.41 in [LN] (which in 
particular guarantees (2.12)). The existence in (iv) follows from Theorem 2.1 
above while (2.13) follows from Lemma 7.1 in [NY2]. Q.E.D. 



2.2. Symmetry Properties of Solutions having Finite Total Mass 

This subsection is devoted to the study of the symmetries of finite total mass 
solutions of the following equation 

Liu+ K(x) uP = 0 in Rn, 
(2.14)

u> 0 in Rn, 

where p > 0 and n > 3. Here a solution u of (2.14) is said to have finite total 
mass if KuP EL1(Rn). We shall assume throughout this subsection that K(x) is 
locally Holder-continuous on Rn. 

First, we derive the asymptotic behavior of such solutions. 

Lemma 2.2. Let 

K(y) 
v(x) = f I ln-2 dy,

Rn C X - y 

where c = n(n - 2) wm K is locally Holder continuous with KE L1(Rn) (\ L 00(Rn) 

and K(x) = O(jx j') at oo for some r: < 0. Then Liv+ K = 0 in Rn. Further
more, we have 

at x=oo ifr:> -n, (2.15) 
at x = oo if r: < -n. 

Proof. First observe that v(x) is well defined and it follows from standard argu
ments that Liv + K= 0 in Rn (see e.g. Lemma 2.8 in [LN]). 

It remains to show that (2.15) holds. Without loss of generality, we may assume 
that 0 > r: > -n. For fixed (J > 0, we have 

= c ( f + f + f ) ( i(y) d ) 
Bd(x) (Rn\Bd(x))f\B\xl/2(0) (Rn\Bd(x))f\(Rn\Blxl/2(0» IX - Y in-2 

Y 

< C!llKllLoo(B Cx>> j rdr + jxj2 -n f jK(y)j dy + b2 -n f jK(y)j dy)
6 

0 !IYI <lxl/2] [IYI >lxl/2] 

< cLP llKllLoo(B
6

<x>> + jxj2 -n llKllvcRn> + b2 -n f jK(y)idyl.
l llYI > lxl/2] 

Setting 

(2.16) 




we have o< [x [/2 for large [x [ since -r < n and KE L1(Rn). Thus 

II Kl[Loo(B (x)) = O([ X [')0

for large [ x [. It then follows that, for Ix [ large, 

[v(x) [. < cfl[x rn:Z ( J [K(y) I dy)\~ + [x 1
2 -n11 K!lv(Rn)Jl .T 

. [lyl>ixl/2] 

This proves (2. l 5) since 

lim J [K(y) [ dy = 0. 
x-+ 00 [IYI > lxl/2] 

Q.E.D. 

Lemma 2.3. Let u be a bounded positive solution of (2.14) with lim inf u(x) = 0. 
x-+oo 

Suppose that KuP E L1(Rn) (\ L "°(Rn) and K(x) = O([ x j') at =for some r < 0. 
Then 

J K(y) uP(y) 
(2.17)u(x) =Rn cf x - y rn-2 dy. 

Furthermore, if r < 0 then for any e > 0 

n + rfO([x2-n [) at x = = if p > --
2 

,
n-

u(x) = 1 (2.18) 
(n-2)T + n + r

0 ( [ X [n--(n-2)p ') at x = = if 0 < p < n _ 
2 

.l 
Proof. Setting K(x) = K(x) uP(x), we see that i E L1(R11

) (\ L 00(R11
) and K(x) = 

O([ x [') for some r s 0 at=· Let 

J K(y) 

v(x) =Rn c[x-y\n-2dy. 


By Lemma 2.2 we have Ll(u - v) = 0 and, both u and v are bounded. Thus the 
Liouville theorem implies that u - v = constant. Since v __,,_ 0 at = and 
lim inf u(x) = 0, we conclude that u v and (2.17) holds. 

X-700 I 

To prove (2.18) we assume that 0 > r > -n. (For otherwise, (2.18) follows 
directly from (2.15).) It follows from (2.15) that 

(2.19) 



n - 2 )If T 1 + -n-p < -n, then we finish by applying (2.15) once more. Assuming ( 

that T ( 1 + n ~ 2 p) > -n, we obtain from (2.15) (with T replaced by 

-r(l+n~2p)) 
n-2 n-2)

u(x) = 0 ( \x \' (1+ -n-P) -"- at =. 
Substituting this back into K, and repeating this process, we conclude, after k 
iterations, that either 

K(x) = 0(\x1[1+ n:2 p+ ...+ (n:2 P)k+I Jr) at oo, 
(2.20)

n-2 (n-2 )k+IJ (n-2) )u(x) = 0 \x I[ I+ -n-p+ ... + -n-p -n- r( at CXJ, 

in case 

[ 1 + n ~ 2 p + ... + (n ~ (2.21)2 pr+l] T > -n, 

11or otherwise u(x) = 0(\ x \2 - ) at =. 
n-2 

Now, if --p > 1, then eventually (2.21) fails to hold for large k and 
n 

n-2 
therefore u(x) = O(\x\2 -n) at cxi. If --p < 1, then 

n 

l 
n - 2 )k+ ] nT
(n - 2 
1

1 +--p + ... + --p T -7 ( ) ,n n n-n- 2 p 

and (2.21) holds for all k if and only if p < (n + -r)/(n - 2). Thus, if p > 
(n + -r)/(n - 2), then u(x) = 0(\ x \2 -n) at oo, and the remaining case of (2.18) 
follows from (2.20). Q.E.D. 

Our main results are 

Theorem 2.2. Every bounded positive entire solution u of (2.14) with finite total 
mass must be radially symmetric about the origin and u, < 0 for r > 0 provided 
that K is radially symmetric, positive and decreasing for r > 0 with K(r) = O(r ') 
near = for some T < 0, and that p > (n + 1 + -r)/(n - 2). Furthermore, we 
have u(r) = O(r2

-") at = and 

1 
lim rn- 2 u(r) = JKuP dx. (2.22) 
r-+oo n(n - 2) Wn Rn 

Theorem 2.3. Suppose that K satisfies the hypotheses in Theorem 2.2. If p > 
(n + 2)/(n - 2) then every bounded positive entire solution of (2.14) must have 
infinite total mass. 



Theorem 2.2 is a direct consequence of Lemma 2.3 and Theorem A. I (in the 
Appendix below) while the limit in (2.22) is given by (7.1) in [NY2]. Theorem 2.3 
may be proved as follows. 

Proof of Theorem 2.3. Suppose for contradiction that u is a bounded positive 
solution of (2.14) with finite total mass. Since p > (n + 2)/(n - 2) > 
(n + 1 + r)/(n - 2), we conclude from Theorem 2.2 that u must be radially 
symmetric. Since all positive radial solutions have infinite total mass (by Theorem 6 
in [NY2]), u must also have infinite total mass. This contradicts the assumption 
on u. Q.E.D. 

Remark 2.1. Theorems 1.2 and 1.3 are special cases of Theorems 2.2 and 2.3 
(n = 3, r = - 2). 

§ 3. Generalized Eddington Equation 

In this section we consider the following equation: 

Llu + H(x)f(u) = 0 and u > 0 in IRn, (3.1) 

where f(O) > 0, as well as the corresponding ordinary differential equation in 
case H(x) = H(f x [) 

n - 1 
Urr +-- u, + H(r)f(u) = 0 in r > 0,

r (3.2) 

u(O) = lX > 0, u,(O) = 0. 

An important special class is the generalized Eddington equation where f(u) = e2 
u 

Llu + H(x) e2
u = 0 and u > 0 in IRn, (3.3) 

and 
n-l 

u +-- ur + H(r) e2 
u = 0 in r > 0,rr r (3.4) 

u(O) = lX > 0, u,(O) = 0. 

We shall assume throughout this section that 0 $ H is locally Holder-con
tinuous on IRn. (In fact, it is standard to see that our analysis below in the radial 
case applies to the case H(r) = O(ra) at r = 0 for some a> -2. See, for 
instance, [N2], [NY2].) We will prove some general theorems of existence and 
nonexistence concerning (3.1) and (3.3), in particular, Theorems 1.4 and 1.5 
will be established. Since we are interested only in positive solutions, we will 
use the convention f(t) = f(O) for t < 0. The following assumptions on f 
will be used although not necessarily simultaneously, 

fEC0
•
1(IR,JR+) and f(O)>O, (3.5) 

f is nondecreasing in IR, (3.6) 

frJ(s) is convex in R, for some 0 < q < 1. (3.7) 



3.1. The Radial Case 

In this subsection we shall always assume that His a radial function. Denoting 
the (unique) solution of (3.2) by u = u(r; ex), we first improve the nonexistence 
result of [NY2] (Theorem D in the Introduction). 

Theorem 3.1. Suppose that (3.5) and (3.6) hold and H > 0. Then a necessary 
condition for the existence of a positive radial entire solution of (3.1) is 

1 co co 1 
(3.8)n _ J rH(r)dr< J f(t) dt.2 

0 0 

Proof. For simplicity we first assume that f E C1
• Suppose that u is a positive 

radial entire solution of (3.1) with u(O) =ex. Then u = u(r; ex) satisfies (3.2) 
and is nonincreasing in r > 0. Thus 

1 
f(u) (rn-1 u,), + rn-1 H(r) = 0. 

Integrating from 0 to r and applying integration by parts to the first integral, we 
obtain 

u ~ sn-l(u')2f'(u) r 
_r + 1-n j d + 1-n J n-IH()d =0f(u) r f 2(u) s r s s s 

0 0 

in r > 0. Now, integrating again over [O, oo) and changing the order of integra
tion in the third term, we have 

co ' co r - I '2 f '( ) 1 co

J u J 1 Jsn u u Jf(u) dr + r -n /2(u) ds dr + n _ 2 sH(s) ds = 0. 
0 0 0 0 

Then (3.6) implies that 

1 U1 dtCO CO IX 

n _ J sH(s) ds < - Jf(u) dr = Jf(t)2 
0 0 u(co) 

and (3.8) is proved. The general case f E c0
·
1 follows similarly. Q.E.D. 

Corollary 3.1. The generalized Eddington equation (3.3) does not possess any posi
tive radial entire solutions if 

1 co 

-- J rH(r) dr > 1-- (3.9) 
n - 2 o 

Observe that this improves Theorem D in the Introduction. Using the argu
ments (with obvious modifications) in the proof of Theorem 8.2 in [NY2], we 
obtain 



Theorem 3.2. Suppose that (3.5), (3.6) hold and H > 0. If 

1 00 ex-=- J r H(r) dr < sup r,--( ) (3.10) 
n 2 0 ">O J, ex 

then there exist ex 1 , ex 2 with 0 < ex 1 < ex 2 such that for every ex E [ex 1 , ex 2 ] u(r; ex) 
is a positive entire solution (which is bounded below by a positive constant) of (3. I). 

Remarks. (i) From the proof of this theorem it is easily seen that if the number 
sup ex/f(ex) is assumed by some ex*> 0, then in (3.10) the strict inequality"<" 
e<>O 

may be replaced by an inequality "<" to ensure the existence of at least one 
positive entire solution (i.e. u(r; ex*)> 0 for all r > 0). However, the positive 
lower bound of such a solution can no longer be guaranteed. 

(ii) A argument like that in the proof of Theorem 8.3 in [NY2] also shows 
that under the condition (3.6) there exists exc > 0 such that u(r; exJ is a positive 
entire solution of (3.1) with u(r; exc) -7- 0 as r -> oo. 

(iii) When f(t) = e2
t, condition (3.10) becomes 

I 00 1 
-- J rH(r)dr<- . 
n - 2 0 2e 

Comparing this to (3.9) we see that a gap exists between the conditions for exis
tence and nonexistence. The following example may prove to be useful in in
vestigating this gap. 

Assuming H > 0 (thus u, < 0) and integrating (3.4), we have 

,.n-1 Ur + e2u(r) f
r 

Sn-! H(s) < 0 
0 

and 

r 

e--2u u, + ,.1-11 J s"-! H(s) ds < 0. 
0 

Integrating again we obtain 

e2u(r) S Ie-2x +--1 Jrr11 - (-s )n-2·1 sH(s) ds}-1
l n-2 0 L r 

where ex = u(O). On the other hand, it is standard that (see e.g. [NY2]) 

1 r[ ( S )n-2]u(r) =ex - _ / I - 7 sH(s) e2u(s) ds. 
11 2 

Thus 

1 r { 2 2 s [ ( t )" - 2] }-1u(r) >a - _ / sH(s) e- x + n _ / I - -; tH(t)dt ds. 
11 2 2 

(3.11) 



n-2 

Set H(r) = ~ X[o,mO-•ll (r), where m > 0, 0 < e < 1. Then 


s [ ( t )n-2J (n 2)2
/ 1 - -S tH(t) dt = 2~m2 s 

2 for 0 < s < m(I - s), 

and the right-hand side of (3.11) becomes for large r 

n [ n-2 Jl(!X) - !X - 2(n - 2) log 1 + -n- (1 - s)z ez°' . 

Computations shows that the maximum of l in ex > 0 is assumed at ex = 
n

-! log _ ) 2 , and therefore l(!X) is positive somewhere if and only if 
1320 

2)-2(1 - e)2 < -;:; n-2 en. (3.12)( 

Also notice that 
1 

-- J
00 

rH(r) dr = -t (1 - s)2 (3.13) 
n - 2 o 

and en< 1 with en - 1 as n - =. Thus we may first chooses appropriately 
1 "" 

and then modify H so that it is smooth with -- J rH(r) dr smaller than but 
n - 2 o 

arbitrarily close to -t cw For such H, it follows from (3.11) that (3.4) possesses 
infinitely many positive entire solutions. Since c11 - 1 as n - =, this example 
indicates that (3.9) is almost best possible. 

3.2. The General Case 

This subsection is devoted to extending the results in subsection 3.1 to non
radial solutions. Our goal is to establish Theorems 1.4 and 1.5. The method we 
shall use to establish Theorem 1.4 is the barrier method (i.e. the super-solution 
and sub-solution method). The following result is a slight extension of Theo
rem 1.4. 

Theorem 3.3. Suppose that H > 0 in Rn and that 

H(y) 1 
h -- sup J ( - 2) I - 1n-2 dy < 2; (3.14) 

xERn Rn n n Wn X y e 

then equation (3.3) possesses at least one positive entire solution in JR". Suppose 
that strict inequality in (3.14) holds, then (3.3) possesses infinitely many positive 
entire solutions in JR11 

• 

We first remark that the above result does admit an extension to general H 
(without the positivity assumption) with a similar proof. Next, we observe that 



if H > 0 is radial, then 

SU J H(y) dy = j' H(y) d 
xErnRn n(n - 2)wn Ix -yln-2 Rn n(n-2)wn IYln-2 y 

and therefore Theorem 3.3 reduces to Theorem 3.2 by Remarks (i) and (iii) 
in subsection 3.1. Finally we note that Theorem 3.3 also admits various extensions 
to the more general equation (3.1). We shall only include one such example here. 

Corollary 3.2. Suppose that H > 0 in Rn and that (3.5) and (3.6) hold. If 

H(y) . { lX } (3.15)sup J ( _ 2) I _ ln-2 dy < mm supji( ) , oo , 
xERn Rn n n Wn X y <">0 lX 

then Equation (3.1) possesses at least one positive entire solution in Rn. 

To prove Theorem 3.3, we need the following lemma. 

Lemma 3.1. Suppose that H > 0 in Rn and that 

c/>(x) = J ( 2) H(I) 1n-2 dy ELoo(Rn). (3.16) 
Rn n n - Wn X - y 

Then ¢(r) ____,,,.. 0 as r ____,,,.. oo. 

Proof. It is standard to see (e.g. Lemma 2.8 in [LN]) that cf> 2 0 in Rn and that 

Llc/> + H = 0 in Rn. 
Thus we have 

- n - 1 
cf>" +--cf>'+ H= 0 

r ' (3.17) 

c/>'(O) = 0, c/>(O) = c/>(O) > 0, 

where ti;, ii are defined by (1.15). Integrating (3.17) twice in the usual way and 
changing the order of integration, we obtain 

- - 1 r_ 1 r 

c/>(r) = c/>(O) - --2 J sH(s) ds + ( 2) n-2 JSn-I H(s) ds. n- n- r0 0 

Since 

- 1· H(y)
</>(O) = </>(O) = ( - 2) I rn-2 dy

Rn n n wn y' 

1 Joo 
= n _ rH(r) dr, 

2 
0 



we obtain 

2 
00 

lim </>(r) = lim ~ J(~)n-2 
sH(s) X[O,r] (s) ds. 

r-+oo r-+oo n - r 
0 

(-7r-2 

Since sH(s) __,. 0 as r __,. oo and 

0 < ( ; r- 2 

sH(s) X[o,rJ (s) < sH(s) EL1(R+), 

we conclude by the Lebesgue Dominated Convergence Theorem that </>(r) __,. 0 
as r __,. oo. Q.E.D. 

We are now ready for the 

1 
Proof of Theorem 3.3. First, observe that log eh > 0 by (3.14). For every

2
1 

0 < a < i log eh , we set v(x) a in R" and w(x) = a + b<P(x) where <P is
2

given by (3.16) and b = 1/(2h). It is clear that vis a strict sub-solution of (3.3) 
1 

and w > v in Rn. Since 2a <log eh, we have 
2

2 2Llw + He2
w < H(e2ae b!i - b) = H(e a - 2~h) e < 0 

and thus w is a super-solution. This implies that (3.3) must have at least one 
solution u with v < u < w in Rn (see e.g. Theorem 2.10 in [Nl]). Note that the 
strong maximum principle implies that u > a in Rn. Finally, it follows from 
Lemma 3.1 that w(r) __,. a as r __,. oo. Therefore u(r) __,. a as r __,. oo. This 
completes the proof. Q.E.D. 

The proof of Corollary 3.2 goes much the same as that of Theorem 3.3 above, 
hence is omitted here. 

We now conclude this section with the following extension of Theorem 1.5. 

Theorem 3.4. Suppose that H > 0 in Rn and that (3.5), (3.6) and (3.7) hold. 
If there exists a point x 0 ER" such that 

1 loo - Joo dt (3.18)n _ 2 . rHx0 ,p(r) dr > f(t) , 
0 0 

where p = 1/q, then Equation (3.1) possesses no positive entire solution in Rn. 

Proof. Suppose for contradiction that u is a positive entire solution of (3.1). 
Then 

_,, n - 1 _, 1 J )fl )
Ux

0 
+-- Ux

0 
+ ------n=J H(x (u = 0. (3.19) 

r w,,r lx-xol~r 



Since 

1 
< - J fq(u(xo + r;)) 

wn 1"1=1 

= 	 -
1 f (Hf(u)l H--q 

wn 1"1=1 

1 ( )_!__ ( 1 )c_!_< - f Hf(u) P f H- p-1 P , 
Wn 1"1=1 1"1=1 

by Jensen's and Holder's inequalities, we obtain 

Thus (3.19) becomes 

_,, n - 1 _, - ( )/(- ( ) <Uxo + -,.-uxo + HXo,P r Uxo r) = 0. 

Now the arguments in the proof of Theorem 3.1 show that 

which contradicts (3.18). Q.E.D. 

Appendix. Symmetry of Positive Entire Solutions 

In [GNN], under mild conditions onf(u) near u = 0, it was established that 
a positive entire solution of the equation 

Liu+ f(u) = 0 

in Rn with suitable decay at= must be radially symmetric (Theorems 1 and 1' 
in [GNN]). An extension of this kind of result to cover the more general equation 

Liu+ f(lxl, u) = 0 	 (A.1) 

was also included there (Theorem 1" in [GNN]). In this appendix we intend to 
explore further in this direction. Making use of the decay of f(I x I, u) at x = =, 
we are able to prove the same symmetry conclusion with minimal hypothesis on 
the decay of solutions of (A. I). For instance, we shall show that iff(I x I, ·) decays 
faster than quadratically at x = =, then a (any) positive entire solution of (A.1) 
which tends to zero at= must be radially symmetric. Moreover, in some cases of 
even faster decay off in x at =, we shall prove that all bounded positive entire 
solutions of (A. I) are radially symmetric. In particular, we shall prove Proposi
tions 1.1 and 1.2 in the Introduction. 



We first list the hypotheses on fas follows. 

(A.2) f(r, t) is continuous in r > 0, t > 0, and f(r, 0) 0. 

(A.3) f(r, t) is nondecreasing in t, and strictly decreasing in r for every t > 0 
fixed. 

(A.4) There exist constants p > 0, r < 0 and C > 0 such that 

0 < f(r, t) < C(l + r 11 )'fn tP 

for all r > 0 and t > 0. 
Our first observation is the following 

Theorem A.1. Suppose that u is a positive entire solution of the equation (A.I) 
with the decay u(x) = O(I x 1-m) at oo for some m > 0. If f(r, t) satisfies 
(A.2), (A.3) and (A.4) in [O, oo) X [O, 11 u llL"°(Rn)], and if -T + pm > n + 1, 
then u must be radially symmetric about the origin, and u, < 0 for r > 0. 
Furthermore we have 

lim rn- 2 u(r) = k > 0. (A.5) 
r-+ oo 

Proof. From (A.4) and the decay of u at oo we have 

f(lxl, u(x))< C Ix Ir-pm at oo. 

Since r - pm < -(n + 1 ), it follows from the assumption u(x)-+ 0 as x-+ oo 
that 

_ j' f(IY I, u(y)) d 
U X 
( )

- C lx-yln--2 y.Rn 

(See, for instance, Lemma 2.2 and the first paragraph in the proof of Lemma 2.3.) 
Now the arguments in the proof of Theorem 1 in [GNN] can be carried over here 
with obvious minor modifications. We omit the details. Q.E.D. 

The proof of Proposition 1.2 may be sketched as follows. Since r < -(n + 1) 
is assumed in (1.8), it is clear that lim u(x) = u00 always exists and 

x-+oo 

+ jfCIY I, u(y)) d (A.6)X UooU( ) = 
I in-2 Y 

Rn C x-y 

(see e.g. Lemma 2.8 in [LN]). Then the arguments used above in the proof of 
Theorem A.I yield the conclusion of Proposition 1.2. Note that u 00 needs not be 
zero here. 

To prove Proposition 1.1, we first observe that (A.6) still holds with u 00 = 0 
(by the hypothesis r < -2). (See e.g. Lemma 2.8 in [LN] again.) Next, by the 
arguments in the proof of Theorem 2.9 in [LN] we obtain the following 

Lemma. Let u be a bounded solution of (A.6) with u00 = 0, and let f satisfy (A.4) 
with r < - 2. Then 

u(x) = O(lxl2-") at x = oo 

provided that p > (n + r)/(n - 2). 



It is easily seen that Proposition 1.1 is a direct consequence of Theorem A. l 
and the lemma above. 

Acknowledgment. The research described above was supported in part by NSF grants 
DMS 8601246 and DMS 8801587. 

Notes added in proof. We shall treat the case 1 < p ~ 2, left open in Theorem 
1.2, in a forthcoming paper. 
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