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Abstract. Ambient noise seismology has revolutionized seis-

mic characterization of the Earth’s crust from local to global

scales. The estimate of Green’s function (GF) between two

receivers, representing the impulse response of elastic me-

dia, can be reconstructed via cross-correlation of the ambi-

ent noise seismograms. A homogenized wave field illumi-

nating the propagation medium in all directions is a prereq-

uisite for obtaining an accurate GF. For seismic data recorded

on glaciers, this condition imposes strong limitations on GF

convergence because of minimal seismic scattering in ho-

mogeneous ice and limitations in network coverage. We ad-

dress this difficulty by investigating three patterns of seis-

mic wave fields: a favorable distribution of icequakes and

noise sources recorded on a dense array of 98 sensors on

Glacier d’Argentière (France), a dominant noise source con-

stituted by a moulin within a smaller seismic array on the

Greenland Ice Sheet, and crevasse-generated scattering at

Gornergletscher (Switzerland). In Glacier d’Argentière, sur-

face melt routing through englacial channels produces turbu-

lent water flow, creating sustained ambient seismic sources

and thus favorable conditions for GF estimates. Analysis

of the cross-correlation functions reveals non-equally dis-

tributed noise sources outside and within the recording net-

work. The dense sampling of sensors allows for spatial av-

eraging and accurate GF estimates when stacked on lines

of receivers. The averaged GFs contain high-frequency (>

30 Hz) direct and refracted P waves in addition to the fun-

damental mode of dispersive Rayleigh waves above 1 Hz.

From seismic velocity measurements, we invert bed prop-

erties and depth profiles and map seismic anisotropy, which

is likely introduced by crevassing. In Greenland, we employ

an advanced preprocessing scheme which includes match-

field processing and eigenspectral equalization of the cross

spectra to remove the moulin source signature and reduce

the effect of inhomogeneous wave fields on the GFs. At

Gornergletscher, cross-correlations of icequake coda waves

show evidence for homogenized incident directions of the

scattered wave field. Optimization of coda correlation win-

dows via a Bayesian inversion based on the GF cross co-

herency and symmetry further promotes the GF estimate con-

vergence. This study presents new processing schemes on

suitable array geometries for passive seismic imaging and

monitoring of glaciers and ice sheets.

1 Introduction

Passive seismic techniques have proven efficient to better un-

derstand and monitor glacier processes on a wide range of

time and spatial scales. Improvements in portable instrumen-
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tation have allowed rapid deployments of seismic networks

in remote terrain and harsh polar conditions (Podolskiy and

Walter, 2016; Aster and Winberry, 2017). Studies on seismic

source processes have revealed unprecedented details about

englacial fracture propagation (e.g. Walter et al., 2009; Mike-

sell et al., 2012), basal processes (e.g. Winberry et al., 2013;

Röösli et al., 2016a; Lipovsky et al., 2019), glacier hydrol-

ogy (Bartholomaus et al., 2015; Gimbert et al., 2016), and

iceberg calving (e.g. Walter et al., 2010; Bartholomaus et al.,

2012; Sergeant et al., 2016, 2018).

The subsurface structure of ice sheets and glaciers has

been characterized by analysis of seismic wave propagation

in ice bodies. For example, Harland et al. (2013) and Smith

et al. (2017) used records of basal seismicity to measure elas-

tic anisotropy in two Antarctic ice streams. Lindner et al.

(2019) identified crevasse-induced anisotropy in an Alpine

glacier from velocity anomalies by analyzing icequake seis-

mograms at seismic arrays. Walter et al. (2015) used transient

seismic signals generated in moulins to compute frequency-

dependent seismic velocities through matched-field process-

ing and estimate the depth of the ice-to-bedrock transition

beneath a seismic network deployed on the Greenland Ice

Sheet (GIS).

At the same time, a new approach appeared in seismol-

ogy which explores not only earthquakes but also ambi-

ent noise sources generated by climate and ocean activity

(Ekström, 2001; Rhie and Romanowicz, 2004; Webb, 1998;

Bonnefoy-Claudet et al., 2006). Shapiro and Campillo (2004)

and Shapiro et al. (2005) pointed out the possibility of using

continuous noise recordings to reconstruct propagating sur-

face waves across a seismic array and to use them for crustal

tomography in California. Other studies followed, shaping

the analysis of ambient noise background into a powerful tool

to constrain the elastic properties of the illuminated medium,

making it possible to image the Earth’s interior from regional

(Yang et al., 2007; Lin et al., 2008) to local scales (e.g. Lin

et al., 2013; Nakata et al., 2015) and monitor seismic fault

(e.g. Brenguier et al., 2008b; Olivier et al., 2015) and vol-

canic processes (Sens-Schönfelder and Wegler, 2006; Bren-

guier et al., 2011), for example. Moreover, ambient noise

studies have so far led to original observations such as ther-

mal variations in the subsoil, spatiotemporal evolution of the

water content, and stress changes along fault zones with ap-

plications to geomechanics, hydrology, and natural hazards

(Larose et al., 2015).

For the cryosphere, few studies have successfully used

oceanic ambient noise at permanent broadband stations de-

ployed on the rocky margins of glaciers or up to 500 km away

on polar ice sheets to monitor the subsurface processes. Mor-

dret et al. (2016) and Toyokuni et al. (2018) tracked the strain

evolution in the upper 5 km of the Earth’s crust beneath the

GIS due to seasonal loading and unloading of the overlaying

melting ice mass. More recently, Zhan (2019) detected slow-

ing down of surface wave velocities up to 2 % in the basal till

layer of the largest North American glacier (Bering Glacier,

20 km wide) during a surge, likely due to the switch of the

subglacial drainage from channelized to distributed.

The underlying seismic interferometry techniques used in

ambient noise studies are rooted in the fact that the elastic

impulse response between two receivers, Green’s function

(GF), can be approximated via cross-correlation of a dif-

fuse wave field recorded at the two sites (Lobkis and Weaver,

2001; Campillo et al., 2014). Seismic interferometry consists

in turning each of the two receivers into a virtual source and

retrieving the estimated elastic response of the medium at

the other receiver. Under specific assumptions on the source

wave field (see below), the GF estimate is thus expected to

be symmetric in its causal and acausal portions (referred to

as “causal–acausal symmetry”).

In theory, the GF estimate is obtained in media capable of

hosting an equipartitioned wave field, that is random modes

of seismic propagation with the same amount of energy.

In practice, the equipartition argument has limited applica-

bility to the Earth because nonhomogeneously distributed

sources, in the forms of ambient noise sources, earthquakes,

and/or scatterers, prevent the ambient wave field from be-

ing equipartitioned across the entire seismic scale (Fichtner

et al., 2017, and references therein). The GF estimation from

inter-station correlation therefore usually relies on simplified

approximations of diffusive wave fields which can be reached

in (i) the presence of equally distributed sources around the

recording network (Wapenaar, 2004; Gouédard et al., 2008b)

and/or (ii) in strong-scattering settings as scatterers act like

secondary seismic sources and likely homogenize the ambi-

ent wave field in all incident directions (e.g. Hennino et al.,

2001; Malcolm et al., 2004; Larose et al., 2008). Even if the

noise wave field is not generally diffuse (Mulargia, 2012),

inhomogeneities in the Earth’s crust and the generation of

oceanic ambient noise all around Earth make ambient noise

interferometry applications generally successful.

In glaciers, the commonly used oceanic ambient noise

field lacks the high frequencies needed to generate GFs that

contain useful information at the scale of the glacier. To tar-

get shallower glaciers and their bed, we must work with other

sources such as nearby icequakes and flowing water which

excite higher-frequency (> 1 Hz) seismic modes (Sect. 2.1).

In this context, the lack of seismic scattering in homogeneous

ice (Podolskiy and Walter, 2016) renders the reconstruction

of the GF from on-ice recordings challenging. Condition

(i) can compensate for lack of condition (ii). However, mi-

croseismicity generated on glaciers is often confined to nar-

row regions such as crevasse margin zones (Roux et al., 2008;

Mikesell et al., 2012) or other water-filled englacial conduits

(Röösli et al., 2014; Walter et al., 2015; Preiswerk and Wal-

ter, 2018; Lindner et al., 2020). This often prevents the occur-

rence of homogeneous source distributions on glaciers. Nev-

ertheless, the abundance of local seismicity indicates a con-

siderable potential for glacier imaging and monitoring with

interferometry.
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Few attempts have been conducted on glaciers to obtain

GF estimates from on-ice seismic recordings. Zhan et al.

(2013) first calculated ambient noise cross-correlations on

the Amery ice shelf (Antarctica) but could not compute ac-

curate GF at frequencies below 5 Hz due to the low-velocity

water layer below the floating ice shelf, which causes res-

onance effects and a significantly nondiffusive inhomoge-

neous noise field. Preiswerk and Walter (2018) successfully

retrieved an accurate GF on two Alpine glaciers from the

cross-correlation of high-frequency (≥ 2 Hz) ambient noise

seismograms, generated by meltwater flow. However, due

to localized noise sources in the drainage system that also

change positions over the course of the melting season, they

could not systematically obtain an accurate coherent GF

when computed for different times, limiting the applications

for glacier monitoring.

As an alternative to continuous ambient noise, Walter et al.

(2015) used crevassing icequakes recorded during a 1-month

seismic deployment at Gornergletscher (Switzerland). They

recorded thousands of point source events which offered

an idealized spatial source distribution around one pair of

seismic sensors and could obtain accurate GF estimates. To

overcome the situation of a skewed illumination pattern of-

ten arising from icequake locations, Lindner et al. (2018)

used multidimensional deconvolution (Wapenaar et al., 2011;

Weemstra et al., 2017) that relies on a contour of receivers

enclosing the region of interest (see also Sect. 6.2). This

technique proved to be efficient to suppress spurious arrivals

in the cross-correlation function which emerge in the pres-

ence of heterogeneously distributed sources. However, this

method was applied to active sources and synthetic seismo-

grams, and its viability still needs to be addressed for passive

recordings.

In this study, we provide a catalogue of methods to tackle

the challenge of applying passive seismic interferometry to

glaciers in the absence of significant scattering and/or an

isotropic source distribution. After a review on glacier seis-

mic sources (Sect. 2.1), we investigate the GF retrieval on

three glacier settings with different patterns of seismic wave

fields. In a first ideal case (Glacier d’Argentière in the French

Alps, Sect. 3), we take advantage of a favorable distribution

of noise sources and icequakes recorded on a dense array.

In a second case (GIS, Sect. 4), a dominant persistent noise

source constituted by a moulin prevents the accurate esti-

mate of the GF across the array. We use a recently proposed

scheme (Corciulo et al., 2012; Seydoux et al., 2017) that in-

volves matched-field processing to remove the moulin signa-

ture and improve the GF estimates. In a third case (Gorner-

gletscher in Swiss Alps, Sect. 5), the limited distribution of

icequakes is overcome by the use of crevasse-generated scat-

tered coda waves to obtain homogenized diffuse wave fields

before conducting cross-correlations. In order to serve as

a practical scheme for future studies, the three above sections

are nearly independent from each other. They focus on the

processing schemes to compute or improve the GF estimates.

We refer the reader who is not familiar with ambient noise

seismic processing to the appendix sections providing details

on seismic detection methods, seismic array processing, and

seismic velocity measurements. Finally, in light of our anal-

ysis, we discuss suitable array geometries and measurement

types for future applications of passive seismic imaging and

monitoring studies on glaciers.

2 Material and data

2.1 Glacier seismic sources

Glaciogenic seismic waves couple with the bulk Earth and

can be recorded by seismometers deployed at local (Podol-

skiy and Walter, 2016) to global ranges (Ekström et al.,

2003). In this study, we focus on three classes of local

sources. For an exhaustive inventory of glacier seismicity

and associated source mechanisms, we refer to the review

papers of Podolskiy and Walter (2016) and Aster and Win-

berry (2017).

Typically on Alpine glaciers and more generally in ab-

lation zones, the most abundant class of recorded seismic-

ity is related to brittle ice failure which leads to the for-

mation of near-surface crevasses (e.g. Neave and Savage,

1970; Mikesell et al., 2012; Röösli et al., 2014; Podolskiy

et al., 2019) and the generation of 102–103 daily recorded

icequakes (Fig. 1a and b). Near-surface icequakes have local

magnitudes of −1 to 1, and seismic waves propagate a few

hundred meters before falling below the background noise

level. Icequake waveforms have durations of 0.1–0.2 s and

thus do not carry much energy at frequencies below 5 Hz

(Fig. 1d and e). With its maximum amplitude on the verti-

cal component, Rayleigh waves dominate the seismogram. In

contrast, the prior P-wave arrival is substantially weaker and

for distant events often below noise level. Rayleigh waves

propagate along the surface and are not excited by a source

at depth exceeding one wavelength (Deichmann et al., 2000).

In addition, the crevasse zone is mostly confined to the sur-

face (≤ 30 m) since ice-overburden pressure inhibits tensile

fracturing at greater depths (Van der Veen, 1998). That is why

such icequakes are usually considered to originate at shallow

depth (Walter, 2009; Roux et al., 2010; Mikesell et al., 2012).

The short duration and weak seismic coda after the Rayleigh

wave arrival (compared to earthquake coda propagating in

the crust, Fig. 1a; see also further details in Sect. 5.1) are the

result of limited englacial scattering. This typically allows

seismologists to approximate the glacier’s seismic velocity

model by a homogeneous ice layer on top of a rock half-

space when locating events or modeling seismic waveforms

(e.g. Walter et al., 2008; Walter et al., 2015).

From spring to the end of summer, another seismic source

superimposes on icequake records and takes its origin in flu-

vial processes. Ice melting and glacier runoff create turbulent

water flow at the ice surface that interacts with englacial and
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Figure 1. (a) Seismograms of a moonquake, regional earthquake, and typical Alpine glacier seismicity. Moonquake seismogram was recorded

during the 1969–1977 Apollo passive seismic experiment (Nunn, 2017). Zoom on icequake waveform shows the lack of sustained coda in

homogeneous ice when compared to other signals propagating in crustal rocks. (b) Spectrogram of 1 month of continuous recording at Glacier

d’Argentière (French Alps) showing abundance of icequakes (5–100 Hz) and englacial noise (2–30 Hz) produced by turbulent meltwater flow.

(c) Spectrogram for a 10 h long hydraulic tremor produced by the water moulin activity within the Greenland Ice Sheet network (Fig. 2b).

(d) Seismic waveform and associated spectrogram (e) for one icequake recorded at Gornergletscher (Swiss Alps). Color lines in (d) are the

signal intensity (see main text, Sect. 5.1) for this event in blue and averaged over 1000 events in orange (right y axis; note the logarithmic

scale). The horizontal gray bar indicates the coda window which is used to generate the first estimations of Green’s functions (Sect. 5.2).

subglacial linked conduits. Gravity-driven transport of melt-

water creates transient forces on the bulk of the Earth (e.g.

Schmandt et al., 2013; Gimbert et al., 2014) and surrounding

ice (Gimbert et al., 2016) that generate a mix of body and

surface waves (Lindner et al., 2020; Vore et al., 2019). Melt-

water flow noise is recorded continuously at frequencies of

1–20 Hz as shown in the 1-month spectrogram of ground ve-

locity at Glacier d’Argentière (Fig. 1b). Seismic noise power

shows diurnal variations that are correlated with higher dis-

charge during daytime and reduced water pressure at night

(Preiswerk and Walter, 2018; Nanni et al., 2019b).

Englacial and subglacial conduits can also generate acous-

tic (Gräff et al., 2019) and seismic wave resonances (Röösli

et al., 2014) known as hydraulic tremors. In the presence

of moulin, water flowing to the glacier base creates seismic

tremors (Fig. 1c) which often dominate the ambient noise

during peak melt hours. Frequency bands of either elevated

or suppressed seismic energy reflect the geometry of the

englacial conduit as it acts as a resonating semi-open pipe,

modulated by the moulin water level (Röösli et al., 2016b).

Finally, in Alpine environments, seismic signatures of

anthropogenic activity generally overlap with glacier am-

bient noise at frequencies > 1 Hz. Whereas anthropogenic

monochromatic sources can usually be distinguished by their

temporal pattern (Preiswerk and Walter, 2018), separation of

all active sources recorded on glacier seismograms can prove

difficult. Nevertheless, locating the source regions through

matched-field processing (Corciulo et al., 2012; Chmiel

et al., 2015) can help to identify the noise source processes

in glaciated environments (Sect. 4).

The Cryosphere, 14, 1139–1171, 2020 www.the-cryosphere.net/14/1139/2020/
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Figure 2. Icequake locations (blue dots) and seismic stations (red triangles) superimposed on aerial photographs of (a) Argentière (© IGN

France), (b) the Greenland Ice Sheet (© Google, Mixar Technologies), and (c) Gornergletscher (© swisstopo, SWISSIMAGE). The black

arrows indicate ice flow direction. Black cross in (b) indicates the location of the moulin within the array.

2.2 Study sites and seismic experiments

We use seismic recordings from three seasonally deployed

networks in the ablation zones of two temperate Alpine

glaciers and of the GIS. Each of the acquired datasets

presents different patterns of seismic wave fields correspond-

ing to the three configurations investigated for GF esti-

mate retrieval, as defined in the introduction. All networks

recorded varying numbers of near-surface icequakes (blue

dots in Fig. 2a–c). Different processing schemes were used

to constitute the icequake catalogues and are detailed in Ap-

pendix A. In this study we only use vertical component

data of ground velocity to generate vertical-to-vertical cross-

correlation functions which primarily contain the Rayleigh

wave fundamental mode (Shapiro and Campillo, 2004).

Some of the datasets involve surface seismometers whose

horizontal components are regularly shifted over the course

of the melting season. Obtaining GF estimates from horizon-

tal component data requires additional preprocessing to ob-

tain accurate orientations of the seismic sensors.

2.2.1 Glacier d’Argentière array

The Argentière seismic array (Fig. 2a) was deployed in late

April 2018 and recorded for 5 weeks. It consists of 98 three-

component surface sensors regularly spaced on a grid with

a 350m × 480m aperture and a station-to-station spacing of

∼ 40m for the along-flow profiles and ∼ 50m for the across-

flow profiles. This large N-array experiment used the tech-

nology of nodes (Fairfield Nodal ZLand 3C) that combine

a geophone, digitizer, battery, data storage, and GPS in a sin-

gle box (Hand, 2014) and allowed a rapid deployment within

a few hours. ZLand geophones have a natural frequency of

5 Hz and recorded continuously at a sampling rate of 500 Hz.

Besides seismic sensors, four on-ice GPS instruments were

deployed. At the array site, the ice is 80–260 m thick (Hantz,

1981) and flows at an approximate rate of 0.1 md−1. The sen-

sors were placed about 30 cm into the snow and accumulated

about 4 m of downstream displacement at the end of the ex-

periment. Because of snowmelt, we had to level and reorient

the instruments twice during the experiment. A digital eleva-

tion model (DEM) for the glacier bed was obtained using 14

www.the-cryosphere.net/14/1139/2020/ The Cryosphere, 14, 1139–1171, 2020
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ground-penetrating radar tracks over the area covered by the

seismic array, and a glacier surface DEM was acquired from

a drone survey.

2.2.2 Greenland Ice Sheet array

The GIS network (Fig. 2b) was deployed 30 km north of the

calving front of the Jakobshavn Isbræ from 2 July to 17 Au-

gust 2011. The details of the study site and the seismic net-

work can be found in Röösli et al. (2014), Ryser et al. (2014),

and Andrews et al. (2014). We use seismic recordings from

13 stations: 12 seismometers (1 Hz Lennartz) installed on the

surface or shallow boreholes (2–3 m deep), and one surface

broadband seismometer (Trillium Compact 120 s corner pe-

riod). Seismometers recorded continuously with a sampling

frequency of 500 Hz. The array has a 1.8 km aperture. It is

located around a prominent moulin with an average intake of

2.5 m3 s−1 of meltwater. At the study site, the ice is approx-

imately 600 m thick and flows at ∼ 0.3 md−1 (Röösli et al.,

2016a).

2.2.3 Gornergletscher array

The Gornergletscher network (Fig. 2c) operated between

28 May and 22 July 2007. It consists of seven seismome-

ters (six 8 Hz Geospace 11D and one 28 Hz Geospace 20D)

installed in shallow boreholes (2–3 m deep). They recorded

continuously with a sampling frequency of 1000 Hz. The ar-

ray has a 320 m aperture. At the study site, the ice is approx-

imately 160 m thick and flows at ∼ 0.1md−1 (Walter, 2009).

3 Passive interferometry at the Glacier d’Argentière

dense array

We use a standardized processing scheme for computing GF

estimates here. We either cross-correlate seismogram time

windows, which encompass ballistic seismic waves of the

icequake catalogue, or cross-correlate continuous seismo-

grams as traditionally done in ambient noise studies. Prior to

any calculation, seismic records are corrected for instrumen-

tal response and converted to ground velocity. Seismograms

are then spectrally whitened between 1 and 50 Hz because of

low instrumental sensitivity at lower frequency.

For icequake cross-correlation (ICC), we follow the

method of Gouédard et al. (2008b) and Walter et al. (2015)

on 11.1 × 103 events. The length of the correlation window

T is adjusted to the nature of seismic sources and the ar-

ray aperture. Here we use T = 0.5 s given the short icequake

duration and the maximum station separation of 690 m. To

avoid near-field source effects and to account for near-planar

wave fronts, we select events that lie outside a circle centered

at the midpoint between the two considered stations and with

a radius equal to the inter-station distance (Fig. B4a). The

plane wave approximation implies a sinusoidal dependence

of the arrival times with respect to event azimuth (Fig. B4b).

When stacking the individual ICC on all events, only the

sources that lie in the stationary phase zones, i.e. aligned

with the two-receiver direction, actually contribute to the GF

(Gouédard et al., 2008b). The aperture of the stationary phase

zones, also called “the endfire lobes” (Fig. B4a), depends

on the considered seismic wavelength (Roux et al., 2004).

In the case of anisotropic source distribution, the contribu-

tion of nonstationary sources eventually does not vanish and

gives rise to spurious arrivals in the final GF estimate. Prior

to stacking, we assign all cross-correlations to event azimuth

bins of 5◦ to attribute equal weights to all incident directions.

To reduce eventual spurious arrivals, we compute the GF on

selected sources in the endfire lobes whose aperture is calcu-

lated for maximum wavelengths corresponding to 3 Hz (Ap-

pendix B3).

For noise cross-correlation (NCC), we use a similar proto-

col as the one of Preiswerk and Walter (2018). To reduce the

effects of teleseismic events or the strongest icequakes, we

disregard the seismic amplitudes completely and consider 1-

bit normalized seismograms (Bensen et al., 2007). By doing

so, we attribute a similar weight to ambient noise and ice-

quake source contributions to the GF. The traces are cross-

correlated in nonoverlapping 30 min long windows. Result-

ing NCCs are stacked daily and then averaged over the 5

weeks of recording. We finally obtain a set of 4371 NCCs

that corresponds to the GF estimates for all combinations of

sensor pairs.

3.1 Green’s function estimates

Figure 3a shows the stacked section of NCCs averaged in

1 m binned distance intervals. Coherent Rayleigh waves with

propagation velocity of 1600 ms−1 are well reconstructed

across the array. We also observe emergence of weak but

faster waves identified at higher frequencies as P waves trav-

eling in the ice.

Slight disparities in amplitudes of the causal and acausal

parts of the GF estimates (positive versus negative times) are

related to the noise source density and distribution. Higher

acausal amplitudes observed at larger distances are evidence

for a higher density of sources located downstream of the

array, according to our cross-correlation definition. More

sources downstream are likely generated by faster water flow

running into subglacial conduits toward the glacier icefall

(Gimbert et al., 2016; Nanni et al., 2019b). Looking closer

at NCC for individual receiver pairs, we sometimes observe

spurious arrivals around time 0 (marked as green dots in

Fig. 3b), mostly at station pairs oriented perpendicular to the

glacier flow (i.e. azimuth 0◦ ≤ φ ≤ 50◦), indicating that dom-

inant noise sources are located along the flow line. At other

station pairs (i.e. azimuth φ ∼ 90◦), the reconstructed arrival

times are slightly faster than expected. This could be an ef-

fect of non-distributed noise sources and/or anisotropy intro-

duced by englacial features (Sect. 3.3). This analysis shows

that even if the noise sources are not equally distributed in

The Cryosphere, 14, 1139–1171, 2020 www.the-cryosphere.net/14/1139/2020/
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Figure 3. (a) Noise cross-correlations (NCCs) sorted by increasing inter-station distances at Glacier d’Argentière. For the representation,

correlation functions are averaged in 1 m distance bins and band-pass filtered between 10 and 50 Hz to highlight the presence of high-

frequency P waves. (b) Azimuthal dependence of GF estimates for pairs of stations 100 m apart. Accurate GF estimates are obtained at station

paths roughly aligned with the glacier flow (azimuth ∼ 120◦), indicating more noise sources likely located downstream and upstream of the

array. For other station paths, we observe spurious arrivals (indicated by green dots) before the expected arrival times for Rayleigh (red bars)

and P waves (blue bars) which primarily arise from non-distributed noise sources that lie outside the stationary phase zones of these stations

(see main text). (c) Frequency–velocity diagram obtained from f-k (frequency–wavenumber) analysis of NCC in (a). The dispersion curve

of phase velocity for Rayleigh waves and P waves is plotted as black dots. The dashed blue line shows the frequency-dependent resolution

limit, given the maximum wavelength and sensor spacing λmax =1max/2. Black lines are theoretical dispersion curves for fundamental

mode Rayleigh wave velocity computed for ice thickness of either 150 or 250 m with Geopsy software. We used the elastic parameters

for the ice and bedrock as given in Preiswerk and Walter (2018, Sect. 6.1). The same figure for icequake cross-correlations is available in

Appendix (Fig. B2).

space, averaging the NCC in regular distance intervals on

a dense array deployment helps the GF estimate convergence.

The stacked section of ICCs (Fig. B2a) yields similar re-

sults to those of the NCC (Fig. 3a). The control of the ice-

quake source aperture enables us to minimize the spurious

arrivals which are observed on some NCC (Fig. 3b) and ob-

tain more accurate Rayleigh wave travel times at most sta-

tion paths (Fig. B2b). The differences in ICC and NCC sup-

port that NCCs are more sensitive to the noise sources rather

than icequake sources. Icequake contributions certainly en-

able us to widen the spectral content of the NCC to frequen-

cies higher than 20 Hz, as the most energetic ambient noise

is recorded in the 1–20 Hz frequency band (Fig. 1b).

Seismic phases and their velocities can be identified on

the frequency–velocity diagram (Fig. 3c, black dots) that

is obtained from frequency–wavenumber (f-k) analysis of

the NCC computed on a line of receivers (Appendix B1).

As identified above, the correlation functions reconstruct

P waves traveling in the ice well with an average velocity

Vp = 3870 ms−1. We also observe weak intensity but fast

seismic phases at frequencies above 35 Hz, which could cor-

respond to refracted P waves traveling along the basal inter-

face with a velocity around 5000 ms−1.

Surface waves are dispersive, meaning that their veloc-

ity is frequency-dependent, with higher frequencies being

sensitive to surface layers and conversely lower frequen-
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cies being sensitive to basal layers. Theoretical dispersion

curves for Rayleigh wave fundamental mode are indicated as

black solid lines in Fig. 3c. They correspond to a two-layer

model with the top ice layer of thickness H = 150m and

H = 250m over a semi-half-space representing the bedrock.

The dashed blue line indicates the array resolution capa-

bility that corresponds to the maximum wavelength limit

λmax =1max/2 (Wathelet et al., 2008), with 1max being the

maximum sensor spacing. Reconstruction of Rayleigh waves

and resolution of their phase velocities using f-k processing

are differently sensitive for NCC and ICC at frequencies be-

low 5 Hz (Fig. 3c versus Fig. B2c) as ICCs have limited en-

ergy at low frequency (Fig. 4a) due to the short and impulsive

nature of icequake seismograms (Fig. 1d and e). Given the

vertical sensitivity kernels for Rayleigh wave phase velocity

(Fig. 4b) and the dispersion curves obtained from the cross-

correlation sections (Figs. 3c and B2c), Rayleigh waves that

are reconstructed with NCC are capable of sampling basal ice

layers and bedrock while ICCs are more accurately sensitive

to the ice surface. These results reflect the S-wave velocity

dependence on depth.

3.2 Dispersion curve inversion and glacier thickness

estimation

Sensitivity of Rayleigh waves obtained on NCC to frequen-

cies below 5 Hz enables us to explore the subsurface struc-

ture with inversions of velocity dispersion curves. Due to the

general noise source locations up-flow and down-flow of the

network, we limit our analysis to receiver pairs whose accu-

rate GF could be obtained. We thus compute the dispersion

curves on eight along-flow receiver lines which constitute the

array (inset map in Fig. 5). For each line, we invert the 1-D

ground profile which best matches seismic velocity measure-

ments in the 3–20 Hz frequency range, using the neighbor-

hood algorithm encoded in the Geopsy software (Wathelet,

2008).

Following Walter et al. (2015), we assume a two-layer

medium consisting of ice and granite bedrock. This is a sim-

plified approximation and does not include 2-D and 3-

D effects and anisotropy introduced by englacial features

(Sect. 3.3). The grid search boundaries for seismic veloc-

ity, ice thickness, and density are given in Table 1. We fix

the seismic P-velocity in ice to 3870 ms−1 as measured in

Fig. 3c and couple all varying parameters to the S-wave ve-

locity structure with the imposed condition of increasing ve-

locity with depth.

Figure 5a and b show the inversion results for the receiver

line at the center of the array labeled “4”. Velocity mea-

surements are indicated by yellow squares, and dispersion

curves corresponding to explored velocity models are in col-

ors sorted by misfit values. Misfit values correspond here to

the root-mean-square error on the dispersion curve residu-

als, normalized by the uncertainty average we obtained from

the seismic data extraction (error bars in Fig. 5a). The in-

Figure 4. (a) Probability density function of noise cross-correlation

(NCC) spectra (colors) and median average of icequake cross-

correlation (ICC) spectra (black line). Note that raw data (i.e con-

tinuous noise or icequake waveforms) were spectrally whitened be-

tween 1 and 50 Hz prior to cross-correlation. Due to spectral content

of englacial noise and icequakes, NCCs and ICCs have different

depth sensitivity due to spectral response. (b) Vertical sensitivity

kernels for phase velocities of the Rayleigh wave a fundamental

mode for an ice thickness of 200 m over a semi-half-space repre-

senting the bedrock. The kernels were computed using the freely

available code of Haney and Tsai (2017).

version resolves the S-wave velocity in the ice layer well as

all best matching models yield to Vs = 1707 ms−1 for mis-

fit values below 0.05, meaning that the data dispersion curve

is adjusted with an approximate error below 5 %. The best-

fitting model gives a 236 m thick ice layer and bedrock S ve-

locity of 2517 ms−1. Walter et al. (2015) explored the sensi-

tivity of the basal layer depth to the other model parameters

and reported a trade-off leading to an increase in inverted

ice thickness when increasing both ice and bedrock veloci-

ties. Here the ice thickness estimation is most influenced by

the rock velocities as we notice that a 100 ms−1 increase in

basal S velocity results in an increase in ice thickness up to

15 m. These results are moreover influenced by larger uncer-

tainties at lower frequencies (Fig. 5a), which comes from less

redundant measurements at large distances. Furthermore, 3-

D effects could lead to some errors in the depth inversion

results which need to be further investigated.

From the eight receiver line inversions, we find average

S-wave velocities of 1710 ms−1 for the ice and 2570 ms−1

for the granite and a P-wave velocity of 4850 ms−1 in the

basement, which is consistent with our measurement for re-
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Figure 5. Inversion of glacier thickness using velocity dispersion curves of Rayleigh waves and the Geopsy neighborhood algorithm. Disper-

sion curve measurements are obtained from f-k analysis of noise cross-correlations on eight receiver lines whose geometry is described in the

bottom-right panel. (a, b) Color-coded population of (a) dispersion curve fits and (b) S-wave velocity profiles for the node along-flow line

labeled 4 in (c). Warmer colors correspond to smaller misfit, and gray lines correspond to models with misfit values higher than 0.1. In (a) the

dispersion curve and uncertainties obtained from seismic measurements are overlaid in yellow squares. For comparison, the dispersion curve

computed for the node line 7 and associated with a thinner ice layer is plotted in white dots. (c) Across-flow profile of (red line) ice thickness

estimates from Rayleigh wave velocities obtained at eight along-flow node lines and (black line) average basal topography from a DEM.

Dashed blue zones indicate the presence of a low P-velocity top layer from seismic inversions. Uncertainties in ice thickness estimates (red

error bars) correspond to seismic inversion results which yield to a misfit lower than 1 standard deviation of misfit values from the 2500

best-fitting models. Black dashed lines indicate deviations from the glacier baseline around each node line due to longitudinal topography

gradients.

fracted P waves in Fig. 3c. Vp/Vs ratios are found to be 2.2

and 1.9 for ice and granite, giving Poisson’s ratios of 0.37 and

0.3, respectively. For the receiver lines near the array edges

(lines 1–3 and 8), the inversion yields to a low P-velocity sur-

face layer of 15 and 7 m thickness, respectively, above thicker

ice (dashed blue zone in Fig. 5c). In this thin top layer, the

matching S velocity corresponds to the one for the ice (i.e.

1710 ms−1). The Vp/Vs ratio is around 1.6 and corresponds

to a Poisson’s ratio of 0.2. This is what is expected for snow,

although only a ∼ 5m snow cover was present in the area at

the time of the experiment. This low-velocity surface layer

could also at least be partially attributed to the presence of

pronounced transversal crevasses (i.e. perpendicular to the

receiver lines; see Sect. 3.3) near the array edges, which do

not extend deeper than a few dozens of meters (Van der Veen,

1998) and can be modeled as a slow layer above faster ice

(Lindner et al., 2019).

Inversion results for the ice thickness are plotted in red in

Fig. 5c. Associated uncertainties (red error bars) are given

by the models which fit the dispersion curves with misfit val-

ues below 1 standard deviation of the 2500 best-fitting mod-

els. The errors on the basal interface depth generally corre-

spond to a maximum misfit value of 0.02. The black solid

line shows the across-flow profile of the glacier baseline,
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which was extracted from the DEM of Glacier d’Argentière

(Sect. 2.2.1) and averaged over the geophone positions. Re-

sults show that ambient noise interferometry determines the

depth of the basal interface with a vertical resolution of 10 m,

equivalent to ∼ 5 % accuracy relative to the average depth, as

we are able to reproduce the transverse variations in the ice

thickness. Differences in ice thickness values between our

measurements and the DEM are generally less than 20 m (the

DEM resolution), and the maximum error is 35 m for line 3.

Errors and uncertainties on mapping the basal interface are

primarily linked to bedrock velocities, as discussed above.

Potentially, the bed properties can be refined using additional

measurements from refracted P waves that should be recon-

structed on NCC obtained on such a dense and large array

and stacked over longer times. Ice thickness estimation is

also affected by 2-D and 3-D effects as phase velocities are

averaged here over multiple receiver pairs. The confidence

interval we obtain for basal depth is of a similar order to the

actual variations in glacier thickness along the receiver lines

(black dashed lines). More accurate 3-D seismic models of

the glacier subsurface could be obtained using additional sta-

tion pairs as discussed in Sect. 6.

3.3 Azimuthal anisotropy from average phase velocities

Smith and Dahlen (1973) show that for a slightly anisotropic

medium the velocity of surface waves varies in 2φ-azimuthal

dependence according to

c(φ)= c0 +Acos[2(φ−ψ)], (1)

where c0 is the isotropic component of the phase velocity, A

is the amplitude of anisotropy, and ψ defines the orientation

of the anisotropic fast axis. On glaciers, azimuthal anisotropy

can be induced by englacial crevasses, with fast direction for

Rayleigh wave propagation being expected to orient paral-

lel to the crack alignment (Lindner et al., 2019). Glacier and

ice sheets are also represented as transversely isotropic me-

dia whose type of symmetry depends on the ice fabric (e.g.

Diez and Eisen, 2015; Horgan et al., 2011; Smith et al., 2017;

Picotti et al., 2015).

The dense array experiment of Glacier d’Argentière cov-

ers a wide range of azimuths φ defined by the orientation of

the station pairs and allows us to investigate azimuthal varia-

tion in Rayleigh wave velocities at any given sensor. In order

to cover a maximum range of φ-azimuth, we compute ve-

locity dispersion curves for Rayleigh waves obtained for the

correlation functions computed on icequake signals (ICCs),

since accurate GF estimates from ambient noise are limited

to station pair directions with azimuth φ roughly aligned with

ice flow (φ ∼ 120◦, Sect. 3.1). To measure phase velocities at

different frequencies, we apply a slant-stack technique sim-

ilar to that of Walter et al. (2015) to octave-wide frequency

ranges by band-pass filtering the individual ICC, at each sta-

tion pair (Appendix B3).

Figure 6. (a) Azimuthal variation in phase velocities measured at

one node (red triangle in the inset map). White dots are the phase

velocity measurements obtained for different azimuths φ that are

defined by the station pair orientation. To avoid spatial averaging,

we only consider subarrays of 250 m aperture around the target node

at the center as described by black triangles in the inset map. Red

dots are phase velocities averaged in 20◦ azimuth bins. The thick

blue curve is the best fit for the 2φ azimuthal variation in the aver-

aged velocity measurements in red. Fast-axis angle and anisotropy

strength are indicated in the top right corner circle. (b) Map of fast-

axis direction and amplitude of anisotropy measured at 25 Hz, su-

perimposed on an orthophotograph (© IGN France). Locations of

icequakes active for 7 d are plotted in red dots to highlight the ori-

entations of surface crevasses. Basal topography contour lines are

indicated every 50 m. The black arrow indicates ice flow direction.

For each sensor position, we obtain c velocity measure-

ments as a function of the φ-azimuth of the receiver pair that

includes the target station. To reduce the effect of spatial av-

eraging, we compute anisotropy parameters ψ and A consid-

ering subarrays of stations that lie within 250 m of the target

point (inset map in Fig. 6a).ψ andA values are found at each

station cell by fitting c(φ) with Eq. (1) using a Monte Carlo

inversion scheme. Note that the formulation of Eq. (1) also

gives rise to an additional 4φ dependence of velocities. Lind-

ner et al. (2019) used a beam-forming approach on icequake

records at 100 m aperture arrays and found that adding the

4φ component to describe the azimuthal variations in phase

velocities induced by glacier crevasses yields similar ψ and

A. We therefore neglect the 4φ term in the present analysis.
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Table 1. Parameter ranges and fixed parameters for grid search to invert the dispersion curves in Fig. 5 for ice thickness. Poisson’s ratios of ice

and granite were varied between 0.2 and 0.5. Poisson’s ratio, ice thickness, and P-wave velocity Vp were coupled to the S-wave velocity Vs.

Material Thickness (m) Vp (ms−1) Vs (ms−1) Density (kg m−3)

Ice 50–500 3870 (fixed) 1500–2100 917 (fixed)

Granite ∞ 3870–6000 1500–3500 2750 (fixed)

Anisotropy is observed to be more pronounced near the

glacier margins (lines 1–2 and 8 as labeled in Fig. 5c), where

the anisotropy strength varies between 2 % and 8 % (Fig. 6b).

There, fast-axis directions of Rayleigh wave propagation co-

incide with the observed surface strike of the ice-marginal

crevasses that are also responsible for the generation of

icequakes indicated by red dots. At other locations, fast-

axis directions indicate the presence of transversal crevasses

(i.e. perpendicular to the ice flow) with weaker degrees of

anisotropy up to 4 %. While the near-surface crevasses ob-

served at the array edges result from shear stress from the

margin of the glacier, the transversal crevasses are formed

by longitudinal compressing stress from lateral extension of

the ice away from the valley side walls, which is typical for

glacier flow dynamics in ablating areas (Nye, 1952).

Alignment of the fast-axis directions with that of ice flow

appears along the central lines of the glacier (receiver lines

4–5) with anisotropy degrees of 0.5 % to 1.5 %. This feature

is only observed along the deepest part of the glacier where it

flows over a basal depression. Results are here computed for

seismic measurements at 25 Hz, and maps of anisotropy do

not change significantly with frequency over the 15–30 Hz

range. If we extend our analysis down to 7 Hz, we notice that

the aligned-flow fast-axis pattern starts to become visible at

10 Hz. At frequencies lower than 10 Hz, the fast-axis gener-

ally tends to align perpendicular to the glacier flow because

lateral topographic gradients introduce 3-D effects and non-

physical anisotropy. The results presented here are not punc-

tual measurements but are rather averaged over the entire ice

column. The vertical sensitivity kernels for Rayleigh waves

(Fig. 4b) are not zero in the basal ice layers at the consid-

ered frequencies. The align-flow anisotropic pattern is likely

attributed to a thin water-filled conduit at depth, as also sug-

gested by locations of seismic hydraulic tremors at the study

site (Nanni et al., 2019a).

Generally, we observe an increase in the degree of

anisotropy with frequency, which is evident for a shal-

low anisotropic layer. Conversely, an increase in anisotropy

strength at lower frequency would indicate a deeper

anisotropic layer. At the Alpine plateau Glacier de la Plaine

Morte, Lindner et al. (2019) find azimuthal anisotropy at fre-

quencies of 15–30 Hz with strength up to 8 %. They also

find that constraining the depth of the anisotropy layer is not

straightforward as there exists a trade-off between its thick-

ness and the degree of anisotropy. Without any further mod-

eling effort, we refrain from further interpreting our results

in terms of crevasse extent and depth of the anisotropic layer

or any other cause for the observed patterns.

4 Matched-field processing of englacial ambient

seismic noise

As pointed out earlier, localized englacial noise sources re-

lated to water drainage can prevent the reconstruction of sta-

ble GF estimates by introducing spurious arrivals (i.e. Walter,

2009; Zhan et al., 2013; Preiswerk and Walter, 2018). In this

case, the workflow processing traditionally used in the NCC

procedure as presented in Bensen et al. (2007) and Sect. 3 is

not sufficient. Accordingly, we need to apply more advanced

processing methods that can reduce the influence of local-

ized sources and enhance a more isotropic distribution of the

ambient sources around receiver pairs.

One of the approaches we apply here is matched-field

processing (MFP) (Kuperman and Turek, 1997), which is

an array processing technique allowing the location of low-

amplitude sources. MFP is similar to traditional beam form-

ing that is based on phase-delay measurements. MFP was

used for location and separation of different noise sources

in various applications, i.e., to monitor geyser activity (Cros

et al., 2011; Vandemeulebrouck et al., 2013), in an explo-

ration context (Chmiel et al., 2016), and in geothermal field

(Wang et al., 2012) and fault zone (Gradon et al., 2019) event

detection. MFP was also used by Walter et al. (2015) to mea-

sure phase velocities of moulin tremor signals on the GIS.

Moreover, joint use of MFP and the singular value decom-

position (SVD) of the cross-spectral density matrix allows

the separation of different noise source contributions, as in

multi-rate adaptive beam forming (MRABF: Cox, 2000). The

SVD approach was explored by Corciulo et al. (2012) to lo-

cate weak-amplitude subsurface sources, and Chmiel et al.

(2015) used it for microseismic data denoising. Also, Sey-

doux et al. (2017) and Moreau et al. (2017) showed that the

SVD-based approach improves the convergence of NCC to-

wards the GF estimate. Here, we combine MFP and SVD

in order to remove spurious arrivals in NCC caused by the

moulin located within the GIS array and thus improve the

GF estimate emergence.
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4.1 Location of noise sources at the GIS via

matched-field processing

Röösli et al. (2014) and Walter et al. (2015) documented the

presence of hour-long tremor signals in GIS seismic records,

typically starting in the afternoon hours. These events oc-

curred on 29 d out of the 45 d total monitoring period. Sig-

nal intensity and duration depended on the days of observa-

tions, and the energy was mostly concentrated in the 2–10 Hz

range within distinct frequency bands (Fig. 1b). Röösli et al.

(2014) and Röösli et al. (2016b) showed a clear correlation

between water level in the moulin and start and end times

of the tremor; therefore the tremor signal is referred to as

“moulin tremor”. Figure 1c shows a spectrogram of a moulin

tremor lasting for 10 h on the night of 28–29 July 2011 and

recorded at one station located 600 m away from the moulin.

This signal is generated by the water resonance in the moulin,

is coherent over the entire array, and dominates the ambient

noise wave field during peak melt hours (Röösli et al., 2014;

Walter et al., 2015).

We briefly summarize the basics of MFP, and the details

of the method can be found in Cros et al. (2011), Walter

et al. (2015), and Chmiel et al. (2016). MFP exploits the

phase coherence of seismic signals recorded across an ar-

ray. It is based on the match between the cross-spectral den-

sity matrix (CSDM) and a modeled GF. The CSDM captures

the relative phase difference between the sensors, as it is the

frequency-domain equivalent of the time-domain correlation

of the recorded data. The CSDM is a square matrix with

a size equivalent to the number (N = 13 for the GIS array) of

stations (N -by-N matrix). MFP is a forward propagation pro-

cess. It places a “trial source” at each point of a search grid,

computes the model-based GF on the receiver array, and then

calculates the phase match between the frequency-domain-

modeled GF and the Fourier transform of time-windowed

data. The optimal noise source location is revealed by the

grid points with maximum signal coherence across the array.

In order to calculate the MFP output, we use 24 h data

of continuous recordings on 27 July which encompass the

moulin tremor. We calculate a daily estimate of the CSDM

by using 5 min long time segments in the frequency band be-

tween 2.5 and 6 Hz, which gives in total M = 288 of seg-

ments for 1 d. This ensures a robust, full-rank estimation

of the CSDM (M ≫N ). The modeled GFs are computed

over the two horizontal spatial components (easting and nor-

thing) using a previously optimized Rayleigh wave veloc-

ity of c = 1680 ms−1 corresponding to the propagation of

Rayleigh waves within the array obtained by Walter et al.

(2015). The MFP output is averaged over 30 discrete fre-

quencies in the 2.5–6 Hz range.

The lower frequency bound (2.5 Hz) ensures a higher rank

regime of the seismic wave field, as defined in Seydoux et al.

(2017). It means that the degree of freedom of the seismic

wave field is higher than the number of stations. The degree

of freedom of the seismic wave field is defined as a num-

ber of independent parameters that can be used to describe

the wave field in the chosen basis of functions. This number

depends on the analyzed frequency, slowness of the medium

(inverse of velocity), and average inter-station spacing of the

array (here 736 m). The higher frequency bound (6 Hz) en-

sures no spatial aliasing in the beam-former output, given the

minimum sensor spacing of 156 m.

Figure 7a shows the grid search for MFP performed over

easting and northing positions. In order to reveal the loca-

tion of the source, we use the Bartlett processor (Baggeroer

et al., 1993) to measure the match between the recorded and

modeled wave field. The MFP output reveals two dominant

noise sources: a well-constrained focal spot corresponding to

the moulin position inside the GIS array and another source

located north of the array. The latter source is revealed by

a hyperbolic shape. This shape is related to a poor radial res-

olution of the beam former for sources located outside of

an array. Walter et al. (2015) suggested that this dominant

source might correspond to another moulin as satellite im-

agery shows the presence of several drainage features north

of the array. Both noise source signals contribute to the NCC.

However, while the source located outside of the array con-

tributes to the stationary-phase zone (endfire lobes) of cer-

tain receiver pairs, the moulin located within the array will

mostly cause spurious arrivals on NCC. In order to separate

the contribution of these noise sources, we first perform SVD

of the CSDM, and then we use a selection of eigenvectors and

eigenspectral equalization (Seydoux et al., 2017) to improve

the convergence of NCC towards an estimate of the GF.

4.2 Green’s function estimate from eigenspectral

equalization

SVD is a decomposition of the CSDM that projects the max-

imum signal energy into independent coefficients (i.e. Moo-

nen et al., 1992; Konda and Nakamura, 2009; Sadek, 2012).

It allows the split of the recorded wave field into a set of

linearly independent eigencomponents, each of them corre-

sponding to the principal direction of incoming coherent en-

ergy and bearing its own seismic energy contribution:

K = USV T =
N∑

i=1

Ki =
N∑

i=1

UiŴiV
T
i , (2)

where K is the CSDM, N is the number of receivers, U

and V are unitary matrices containing the eigenvectors, and

S is a diagonal matrix representing the eigenvalues Ŵ, and
T denotes the transpose of the matrix. The total number of

eigenvalues corresponds to the number N of receivers. The

CSDM can be represented as the arithmetic mean of individ-

ual CSDMs (Ki), where each Ki is a CSDM corresponding

to a given singular value Ŵi .

The SVD separates the wave field into dominant (coher-

ent) and subdominant (incoherent) subspaces. It has been

shown that the incoherent sources correspond to the small-

est eigenvalues (Bienvenu and Kopp, 1980; Wax and Kailath,
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Figure 7. (a) Location of the dominant noise sources using MFP in the frequency band between 2.5 and 6 Hz (the MFP output is averaged

over 30 discrete frequencies). The MFP was calculated using daily data recorded on 27 July at the 13 presented stations (black triangles).

Blue cross indicates the moulin position. (b) Eigenvalue distribution of the CSDM for 30 discrete frequencies in the analyzed frequency

band.

1985; Gerstoft et al., 2012; Seydoux et al., 2016, 2017).

Therefore, a common noise removal method consists of set-

ting a threshold that distinguishes between coherent signal

and noise and keeping only the index of eigenvectors that

are above the threshold before reconstructing the CSDM

(Moreau et al., 2017). The CSDM reconstruction consists of

eigenspectral normalization (as explained in the following)

and summing a selection of individual CSDMs (Ki). The

“denoised” NCCs in the time domain are obtained with the

inverse Fourier transform of the reconstructed CSDM.

Here, we follow the approach of Seydoux et al. (2016)

for choosing the threshold. In the 2.5–6 Hz frequency band,

the wave field is undersampled by the seismic array (which

means that the typical radius of GIS seismic array is larger

than half a wavelength of the analyzed Rayleigh waves). Sey-

doux et al. (2016) showed that in this case, the eigenvalue

index cut-off threshold should be set to N/2 in order to max-

imize the reconstruction of the CSDM. This means that we

reject the last eigenvectors (from 7th to 13th) as they do not

contain coherent phase information.

Figure 7b shows the eigenvalue distribution for 30 discrete

frequencies in the analyzed frequency band. The first two

eigenvalues correspond to the two dominant noise sources

visible in Fig. 7b, and they show larger value variation with

frequency in comparison with the rest of the distribution.

This might be related to the change in the distribution of the

dominant sources depending on the frequency related to the

seismic signature of the hydraulic tremor and the distinctive

frequency bands generated by the moulin activity (Fig. 1c).

Moreover, the eigenvalue distribution decays steadily and

does not vanish with high eigenvalue indexes. The latter con-

firms that the wave field is undersampled by the seismic array

(see Seydoux et al., 2017, for details).

The CSDM can then be reconstructed by using only indi-

vidual eigenvectors as in

K̃i = UiV
T
i . (3)

Note that we do not include the eigenvalues Ŵ in the

CSDM reconstruction, which is equivalent to equalizing

them to 1. That is why we refer to the reconstructed CSDM

as “equalized” (Seydoux et al., 2016).

Figure 8 shows the six individual equalized CSDMs K̃i
reconstructed by using their associated eigenvector, each of

them corresponding to the principal directions of incoming

coherent energy that has been separated to point toward dif-

ferent ambient noise sources. Each plot represents MFP grid-

search output computed on a reconstructed CSDM. Figure 8b

shows that the second eigenvector corresponds to the moulin

source located inside the array. However, we note that the

first eigenvector also reveals a weaker focal spot correspond-

ing to the moulin location. This indicates, similarly to the hy-

draulic tremor spectrum (Fig. 1c) and the singular value dis-

tribution (Fig. 7b), that the spatial distribution of dominant

noise sources varies within the analyzed frequency band.

Furthermore, higher eigenvectors do not reveal any strong

noise sources localized within the array, and their MFP out-

put points towards sources located outside of the array.

This MFP-based analysis of spatial noise source distribu-

tion allows us to select the eigenvectors of CSDM that con-

tribute to noise sources located in the stationary phase zone

(i.e. in the endfire lobes of each station path). We now re-

construct the NCC in the frequency band of 2.5–6 Hz with

a step equivalent to the frequency sampling divided by the

number of samples in the time window (here 0.0981 Hz, so

1019 individual frequencies in total). We perform the inverse
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Figure 8. Reconstruction of the CSDM by using individual eigenvectors (EVs) that are related to different noise sources. Each plot shows

MFP output computed using the reconstructed CSDM with individual eigenvectors as in Eq. (3). Each figure represents the MFP grid-search

output calculated for the first eigenvectors: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5, and (f) 6. The spatial coordinates are the same as in Fig. 7a. The

blue cross indicates the moulin position.

Fourier transform of the equalized CSDM reconstructed us-

ing the first, third, fourth, fifth, and sixth eigenvectors.

Figure 9a and b compare the NCC before (in panel a) and

after (in panel b) the eigenvector selection and eigenspec-

trum equalization procedure. The displayed NCCs are bin-

averaged in fixed distance intervals (every 100 m) in order

to improve the signal-to-noise ratio (SNR). The blue line

shows the propagation of the Rayleigh waves with the ve-

locity of 1680 ms−1. In Fig. 9a we observe spurious arrivals

(marked with green dots) that dominate the NCC together

with a nonsymmetrical shape. On average, the CSDM equal-

ization process (Fig. 9b) enhances the symmetry of NCC by

40 %. To quantify the symmetry of NCC, we used the corre-

lation asymmetry as proposed in Ermert et al. (2015, Eq. 11).

Unfortunately, we notice that the equalization process re-

duces the overall SNR of the GF estimates and does not elim-

inate all spurious arrivals. This might be related to the im-

perfect separation of different noise sources which is likely

influenced by the frequency variation in the moulin contri-

bution. For example, we still keep some contribution of the

central moulin in the first eigenvector. Moreover, by remov-

ing the second eigenvector we remove not only the seismic

signature of the moulin, but also the contribution of coherent

far-field sources.

To further assess the isotropy of the reconstructed noise

field, we use the conventional plane wave beam former (e.g.

Veen and Buckley, 1988). The plane wave beam-forming

technique estimates the isotropy and coherence of the ambi-

ent seismic noise wave field with respect to the slowness and

back azimuth. For the plane wave beam-forming calculation,

we use the original (Fig. 9c) and the previously equalized

CSDM (Fig. 9d). Figure 9c and d show the beam-forming

output before (c) and after (d) the selection and equalization

of eigenvectors. The wavenumbers kx and ky are normalized

by the wavenumber k0 corresponding to Rayleigh wave slow-

ness of s = 1/1680 sm−1. A perfectly isotropic noise wave

field consisting of Rayleigh waves would locate energy near

the slowness circle of radius 1. After the removal of the sec-

ond eigenvalue and the equalization of the strongest eigen-

vectors, we observe a more isotropic wave field, meaning

other noise sources are enhanced. This quasi-circular shape

reflects the energy that arrives from different azimuths. The

difference in beam-former amplitude can be caused by the

non-regular shape of the GIS array and different energy con-
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Figure 9. (a) Stacked sections of NCC in the frequency band from 2.5 to 6 Hz. The red line shows the propagation of the Rayleigh waves with

velocity of 1680 ms−1 (also in b). Spurious arrivals are marked with green dots. (b) Stacked sections of NCC reconstructed in the frequency

band from 2.5 to 6 Hz from the CSDM eigenspectrum equalization. (c) Plane wave beam forming before the eigenspectrum separation and

normalization and (d) afterwards. (e) Rayleigh wave phase velocity dispersion curves (yellow squares) calculated over the averaged seismic

section in (d) with error bars indicating discrepancies in velocity measurements at different station paths. The dispersion curve is obtained

with Aki’s spectral method. The dashed black line is the dispersion curve obtained by Walter et al. (2015) with MFP.

tributions of the ambient sources. The results show not only

the strong source of noise coming from the north, but also

energy incident from the southwest that might be related to

oceanic ambient noise in the Labrador Sea (Sergeant et al.,

2013) or other continuous noise generated by calving and

ice-mélange dynamics in the proglacial fjord of Jakobshavn

Isbræ (Amundson et al., 2010), one of Greenland’s largest

ice streams. Finally, it seems that not much seismic energy is

incident from inland of the East GIS.

After the eigenspectrum equalization, we are able to ex-

tract a Rayleigh wave dispersion curve from the averaged

seismic section obtained in Fig. 9b. For calculating the aver-

aged dispersion curve we use a version of the Aki’s spectral

method (Aki, 1957) which consists of fitting a Bessel func-
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tion to the real part of the cross-correlation spectrum. This

method is referred to as spatial autocorrelation (SPAC) and is

described in Appendix B2. The Rayleigh wave phase veloc-

ity dispersion curve averaged over all station measurements

is shown in Fig. 9e with yellow squares and error bars repre-

senting the measurement discrepancies for individual NCCs.

The dotted line presents an a priori Rayleigh velocity disper-

sion curve extracted from Walter et al. (2015). High discrep-

ancies observed at lower frequencies mainly arise from the

limited frequency band for computing the NCC (see the ap-

pendix method Sect. B). The slight differences between the

two dispersion curves might be related to the different ap-

proaches used for phase velocity dispersion curve extraction

(MFP in Walter et al. (2015) and SPAC in the current work).

Moreover, Walter et al. (2015) worked on a wider frequency

band and averaged their dispersion measurements over 46 d,

and in our study we use only 1 d of data.

Several additional tests could be used to further improve

the SNR of the NCC and their convergence to GF. For exam-

ple, a similar procedure could be performed on other days,

and the eigennormalized NCC could be stacked over a few

days to increase the SNR. However, we verified that the index

of eigenvectors corresponding to the moulin changes over

days (the moulin can be located in the first, second, third,

etc., eigenvector). This is the reason why it would be use-

ful to find an automatic criterion for the eigenvalue selec-

tion based on the MFP output. However, this is beyond the

scope of this paper. Another improvement could consist of

azimuthal stacking the NCC according to the direction of the

noise sources, although the GIS array does not have sufficient

azimuthal and spatial coverage to implement this. Moreover,

we could envisage calculating a projector based on the SVD

(as in MRABF) only for the time period when the moulin

is active and then project out the moulin signature from the

continuous seismic data.

In summary, we conclude that the CSDM eigenspectrum

equalization together with beam-forming-based selection of

eigenvectors is a useful method to separate seismic sources in

a glaciated environment. It can further improve the GF emer-

gence from ambient seismic noise in the presence of strong,

localized englacial noise sources for imaging applications.

5 Cross-correlation of icequake coda waves:

a window-optimization approach

Contrary to ballistic waves, the likely diffuse coda arises

from multiple seismic scattering (Aki and Chouet, 1975;

Shapiro et al., 2000; Hennino et al., 2001) and is expected

to contain all possible modes and propagation directions fol-

lowing an equipartition principle (Paul et al., 2005; Colombi

et al., 2014). Scattered coda waves after an earthquake favor

isotropy of the incident wave field, and then the GF estimates

retrieval via the cross-correlation of a coda window at two

sensors (Campillo and Paul, 2003; Malcolm et al., 2004; Paul

et al., 2005; Gouédard et al., 2008b; Chaput et al., 2015a, b).

In the following, we explore the application of coda wave

interferometry (CWI) on selected near-surface icequakes

in Gornergletscher to estimate the GF which could not

be obtained from traditional processing of icequake cross-

correlations because of lacking sources in the stationary

phase zones of the seismic array (Fig. 2c). The use of ice-

quakes here is fundamentally different than in Sect. 3, in that

the ballistic arrivals are specifically avoided (whereas in the

other case, the ballistic component was the primary source of

energy in the cross-correlation functions).

5.1 Icequake coda waves at Gornergletscher

The strongest 720 events chosen out of more than 24 000 ice-

quakes detected at Gornergletscher exhibit a sustained coda

with approximate duration of 1.5 s (Fig. 1d–e). The propaga-

tion regime of seismic waves can be identified by the evo-

lution of the elastic intensity (“coda power spectrum”), the

squared seismic amplitudes (color lines in Fig. 1d). Before

the source energy has reached the receiver, the elastic in-

tensity is equal to some background or ambient level. Once

the source pulse arrives at the receiver, the intensity rises up

and then begins to decay exponentially. This is the ballistic

regime. After several mean-free times which are to be related

to the scattering strength (De Rosny and Roux, 2001), the

intensity begins to decay diffusively with time as multiple

scattering slows the transport of energy out of the scan re-

gion (Malcolm et al., 2004). This is the diffusion regime and

it is characterized by a linear decay of the coda intensity (Aki

and Chouet, 1975). Eventually, intrinsic attenuation (anelas-

tic loss) dominates and the energy falls to the noise level.

Figure 1d shows such linear decay of the coda power spec-

trum starting at ∼ 0.5s, indicating that icequake seismogram

signals contain enough scattered energy that may approach

from a wide range of directions assuming that the scatter-

ers are homogeneous around the network site (Chaput et al.,

2015a). In the present study we do not investigate further

the cause of wave scattering in glaciers and particularly in

Gornergletscher, but we suggest a relation to the presence of

conspicuous near-surface crevasses (Fig. 2c) and deeper frac-

tures as intermediate-depth and basal fault planes have been

reported at the study site (Walter et al., 2008, 2009, 2010), as

well as topography gradients, reflections at the glacier mar-

gins, and/or rock and air inclusions.

5.2 Coda wave interferometry and Green’s function

estimate

We first apply a standardized CWI processing scheme fol-

lowing Gouédard et al. (2008b). The cross-correlations are

computed on 10–30 Hz spectrally whitened seismograms to

reduce the influence of background noise. As a first guess,

coda waves are arbitrarily time windowed around 0.5–1 s
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Figure 10. (a, b) Cross-correlation functions obtained at two station pairs from each source and plotted as a function of event azimuth relative

to the station path, for a time window in the coda part. Rayleigh wave arrival times of correlation functions obtained for a time window which

encompasses ballistic waves of icequake records are plotted in red dots. Stations, station separation, and source geometry are plotted in the

inset maps. (c, d) Stack of the correlation functions obtained from icequake ballistic waves (red) and coda (black).

(gray horizontal bar in Fig. 1d) by looking at the decay of

the waveform amplitudes. The first sample of the coda corre-

lation window corresponds to the two-station average of the

time when the seismogram envelope falls below 5 % of the

ballistic wave maximum amplitudes. Because of the decrease

in coda amplitude with time, we cannot perform a simple

cross-correlation between the coda signals without strongly

overweighing the earliest part of the coda. To avoid this prob-

lem, we follow Paul et al. (2005) by disregarding the ampli-

tudes and considering 1-bit signals.

Figure 10a shows the individual coda wave cross-

correlation functions (CWCCs) sorted by the azimuth of the

source event relative to the station path. In contrast to conven-

tional ICCs (correlations of icequake ballistic waves) whose

computed arrival times (see also Fig. B4 and Sect. 3) are plot-

ted in red, the coherent arrival times in the CWCC no longer

depend on the event azimuth. The CWCCs correspond to sta-

tionary Rayleigh waves traveling between the two stations.

The causal and acausal parts of the individual CWCCs tend

to symmetrize as we are in the scattering regime. This results

in a symmetric correlation stack (Fig. 10c), whereas only the

acausal part of the GF is reconstructed from the ICC due to

missing sources behind one of the two stations.

For the pair of closer stations (Fig. 10b), the reconstructed

acausal times still depend on the source position while the

CWCC causal times are stable with the event azimuth. The

source position signature on one side of the correlation func-

tion could be an effect of heterogenous scatterers which

cause single scattering and then skew the illumination pattern

to one side of the receiver pair. Another explanation could be

that the correlation window used here for CWI is still in-

fluenced by the incoming energy flux from ballistic waves,

which then create an anisotropic incident wave field as we

are in the presence of limited energy diffusion (Paul et al.,

2005).

Focusing on a complex scattering medium at the glaciated

Erebus volcano (Antarctica), Chaput et al. (2015b) showed

that symmetric GF could be recovered when optimizing the

icequake coda correlation window over the sources. In the

case of a weak scattering medium such as glacial ice, the

coda time window for the diffusion regime should notably

depend on the distance of the scatterers to the recording seis-

mic sensor. We therefore use a similar optimizing-window

processing scheme for improving the GF convergence at each

station pair.

The overall processing and technical details of coda win-

dow optimization are described in Chaput et al. (2015b).
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We refer to the method as MCMC processing as it involves

a Markov chain Monte Carlo scheme. A Bayesian inver-

sion determines the best coda window to generate a set of

CWCCs that are the most coherent and symmetric across the

source events. We first construct a matrix of CWCCs that are

bin-averaged over N events and then iterate this correlation

matrix by randomly shifting the coda window along a cer-

tain number M of random traces. At each iteration, a mis-

fit function is constructed based on the coherency of the N -

binned CWCC matrix and the causal–acausal symmetry of

the CWCC stack. In the end, the best optimized models con-

sisting of the cross-correlation matrices computed for differ-

ent sets of coda windows are stored and used to generate an

average stack of CWCCs, which is our final estimate of the

GF.

MCMC processing involves several parameters that need

to be tuned. As for traditional ICC processing, we need to de-

fine the frequency band of analysis (here 10–30 Hz) and the

coda correlation window length T . Here we use T = 0.5s

and we force the algorithm to shift the correlation window

to no later than 1.5 s in order to stay within the icequake

coda and to not correlate noise (see Fig. 1d). We use N = 40

for event binning and M = 10 for event trace selection, and

we use up to 2 × 104 iterations. We need to define the por-

tion of the cross-correlation stack where we want to optimize

the causal–acausal symmetry, the relative importance of the

causal–acausal symmetry, and the CWCC matrix coherency

that is used to optimize the misfit function (coefficient fac-

tors A and B in Chaput et al., 2015b, Eq. 2). We choose

here to optimize the GF symmetry for both reconstructed

ballistic and coda waves, i.e. at later times than expected for

a Rayleigh wave propagating at a velocity of 1700 ms−1, and

we weight the symmetry and coherency evenly.

Figure 11a shows the MCMC optimization of the CWCC

symmetry at the station pair already presented in Fig. 10d.

Blue and red lines are the causal and acausal parts of the cor-

relation stack, respectively. Solid and dashed lines are the re-

sulting CWCCs obtained from MCMC processing and stan-

dard processing (i.e. first iteration of the MCMC inversion),

respectively. While the ballistic Rayleigh waves could not

be reconstructed in the acausal part of the correlation func-

tion using the first coda wave windowing, the MCMC out-

put approaches the symmetrical GF as we see a Rayleigh

wave propagation in both directions and also the emergence

of a coherent coda in both parts of the correlation function.

The MCMC inversion gives optimized coda windows in the

range of 0.7–1.2 s for the majority of events, i.e. at later times

than the initially used coda window. Enhanced symmetry of

the CWCC computed in later time windows is consistent with

the expectation of having a more isotropic diffuse wave field

as all directions of propagation are closer to being equally

represented after several mean free paths (Paul et al., 2005).

Figure 11b shows the final stack of CWCC gather sorted

by increasing inter-station distance and averaged in 10 m

binned intervals. For comparison, CWCCs computed with

the standard processing are in blue. CWCCs are noisier

than ICC obtained from correlations of icequake ballistic

waves when computed on homogeneous source distribu-

tions (Gouédard et al., 2008b). Nevertheless, at most station

pairs, the MCMC processing managed to extract Rayleigh

waves with consistent travel times in both causal and acausal

parts. We extract a dispersion curve of phase velocities aver-

aged over the station components (Fig. 11c) using the SPAC

method already used in Sect. 4.2 (Appendix B2). We find an

average Rayleigh wave velocity of 1600 ms−1, which is in

the estimate range of what Walter et al. (2015) find at Gorner-

gletscher using slant stacking of ICC arrival times (Ap-

pendix B3). Errors introduced at lower frequencies arise from

the limited frequency band used for computing the CWCC

and filtering effects (see the appendix method Sect. B).

5.3 Coda wave field isotropy and Green’s function

convergence

MCMC processing coherently increases the presence of en-

ergy at zero lag time (Fig. 11a and b). Such spurious arrival

likely arises because scattered coda also contains a strong

vertically trapped body wave that correlates at 0 across rela-

tively close receivers, even if it is not part of the “true” GF.

Obtained CWCCs may contain spurious arrivals and seismic

modes that are not purely the result of an isotropic point-

source GF estimate. We point out two reasons for this.

On the one hand, spurious arrivals at times of 0 or later

could result from seismic reflections on the glacier bed be-

neath the stations, early aftershocks, or other noise sources if

not in the stationary phase zones. A certain portion of the ice-

quake coda may still be influenced by background noise es-

pecially at distant stations from the event source as the coda

time window of one station may fall in the noise window of

the further one.

On the other hand, spurious arrival contributions will not

vanish in case of localized scatterers around the seismic ar-

ray if the incident waves do not illuminate the scatterers with

equal power from all directions because of limited source

aperture (Snieder et al., 2008). This second argument is also

supported by the observations of nonsymmetric CWCC. At

some locations, there still exist differences in the amplitudes

of the Rayleigh waves in the causal and acausal parts of the fi-

nal GF estimate (Fig. 11a), meaning that the icequake coda is

not entirely diffuse and may result from single reflections on

preferred scatterers. Paul et al. (2005) could not obtain sym-

metric CWCC from regional earthquake coda seismograms

and attribute this to the long-lasting anisotropy of the dif-

fuse energy flux. Indeed, in weak (or homogeneous) media,

the incident energy flux from earthquakes can still dominate

the late coda, resulting in GF time asymmetry, provided the

sources are located in the same distant region. The CWCC

asymmetry is expected to disappear with an isotropic distri-

bution of sources or scatterers around the seismic network.

In the case of Gornergletscher icequakes, we still see the in-
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Figure 11. (a) Causal–acausal symmetry of the CWCC obtained at one station pair using standard coda interferometry processing as in

Fig. 10d (dashed lines) and MCMC processing (solid lines). (b) Correlation gather sorted by increasing distance and averaged in 10 m

intervals. Black and blue lines result from MCMC and standard processing, respectively. Red lines show the propagation of Rayleigh waves

with the velocity of 1630 ms−1. (c) Rayleigh wave phase velocity dispersion curve (yellow squares) averaged over measurements for all

station pairs. Error bars indicate discrepancies in velocity measurements at different station paths. The dispersion curve is obtained with the

Aki’s spectral method. The dashed black line is the theoretical dispersion curve for a 160 m thick ice layer computed with Geopsy.

fluence of the energy flux approaching from the direction of

the source at a few station pairs and for some events as de-

picted in Fig. 10b, supporting the argument for single scat-

tering rather than multiple scattering as the cause of icequake

coda.

In general, CWI must be processed on carefully selected

events which show sustained coda above the background

noise. We try coda wave correlations on the Argentière node

grid and notice an influence of the source position on the

retrieved CWCC likely because we did not select strong

enough signals with sustained coda that is coherent enough

across the sensors. Similarly, GF convergence does not work

for weak Gornergletscher icequakes. Moreover, the abun-

dance of seismic sources in glaciers often pollutes coda wave

seismograms. We often find the situation where ballistic

body and surface waves generated by early aftershocks from

repetitive and subsequent events (or bed reflections) arrive at

the seismic sensor only a few milliseconds after the onset of

the first event of interest and therefore fall in its coda win-

dow. This typically introduces anisotropic wave fields. The

brief icequake coda duration, the interevent time distribution,

and the weak scattering in glacial ice impose limitations of

CWI on large arrays.

To conclude, even if limited, the extraction of GF from

icequake coda waves allows imaging of a glacier subsurface

between station pairs. In principle, this can be done even in

cases when (skewed) distribution of icequake sources or sus-

tained noise sources does not allow for GF estimation.

6 Discussion

The three methods proposed in this study could theoretically

be applied to each one of the explored datasets but were not

further tested here. The standard processing schemes pro-

posed in Sect. 3 for computations of NCC and ICC success-

fully work on Glacier d’Argentière as we benefit from fa-

vorable seismic illumination patterns and redundancy of the

measurements on the dense array. The need of spatial averag-

ing of the correlation responses in regular distance intervals

could potentially be overcome when (1) stacking the GF over

a longer time range of typically weeks or months (e.g. Sabra

et al., 2005; Larose et al., 2008) or (2) applying more ad-

vance processing schemes such as the one proposed for GIS

and Gornergletscher studies, to overcome anisotropic source

distribution effects.

Eigenspectral equalization of the cross-spectral matrix of

ambient noise seismograms (Sect. 4) enables us to distin-

guish propagation directions of incoming seismic energy.

This method improves the spatial homogenization of the

incident wave field in order to reveal weaker sources that

could eventually be used for extracting the GF at sensor

pairs which initially lacked stationary phase contributions.

The same technique could be applied to Glacier d’Argentière

in order to improve the GF estimates which show spurious

arrivals arising from the dominant sources near the glacier

tongue (Fig. 3b). By doing so, we would improve our spatial

coverage of seismic velocity measurements and could invert

a more accurate 3-D model of the subsurface. The eigenspec-
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tral equalization method is particularly well suited for large

sensor arrays. The geometry of the glacier discharge system

(channelized versus distributed) is also the primary control-

ling factor for successful applications.

In the absence of distributed noise sources, the use of ice-

quakes is a good alternative, especially in winter when the

glacier freezes, preventing generation of coherent water flow

noise. As icequakes propagate to a few hundred meters, ICC

studies are well suited for medium-size arrays with an aper-

ture typically of the order of 500 m. In the case of anisotropic

distributions of icequakes which map the crevassed ice, GF

estimates can be optimized with CWI and the coda-window

optimization approach used in Sect. 5. CWI successfully

works on the strongest selected events at Gornergletscher be-

cause we could record a coherent coda at adjacent sensors,

with seismic amplitudes above the background noise level.

CWI should be appropriate for smaller icequake datasets

(here we employ the method on a loop of 700 events, i.e.

less than 7 % of the icequake catalogue used in Argentière)

and smaller size arrays to be able to record a coherent coda

across the network (typically 250 m wide). Such arrays can

be deployed in targeted regions where pervasive crevasses

are present, i.e. typically near the glacier margins. As an ex-

ample, CWI could help to estimate the GF at smaller subar-

rays at the edges of a larger array as in the configuration of

the Glacier d’Argentière experiment.

In the following we discuss the type of array deployment,

geometry, and measurements suitable for structural and mon-

itoring studies using the GF obtained by either one of the

processing methods described above.

6.1 Implications for glacier imaging

The performance of an array for imaging the structure at

depth first relies on its geometry and secondly on the wave

field characteristics as discussed in Sect. 3.1. Wathelet et al.

(2008) recommend that the array diameter should be at least

as large as the longest wavelength of interest (we convention-

ally take two to three wavelengths). The minimum station

spacing for any direction should be less than half the shortest

wavelength of interest to avoid spatial aliasing. To be able

to sample the basal interface and target elastic parameters

of sediments constituting the till layer or the bedrock, one

should design suitable array geometry. For a glacier thick-

ness of 200 m, we need an array aperture of at least 600 m to

measure propagating surface waves with a one-wavelength

cycle. For a 500 m thick glacier, we need sensors that are at

least 1500 m apart, although prior knowledge on the basal

interface allows us to better constrain the inversion of depth

with lower-size arrays.

Seismic velocity measurements can additionally be com-

plemented by other types of observations computed on the

horizontal and vertical components of the GF, such as the

horizontal-to-vertical (H/V) ratio. Assuming a horizontally

homogeneous medium, the resonance frequency of the H/V

ratio spectrum can be used to constrain the layered struc-

ture (Zhan et al., 2013) and the ice thickness (Picotti et al.,

2017) or to investigate 3-D effects of the recorded wave field

(Preiswerk et al., 2018). H/V ratios and dispersion curves

of surface wave velocities can be jointly inverted (Lin et al.,

2014) for an even more accurate 3-D model of the glacier

subsurface.

6.2 Implications for glacier monitoring

Repeated analysis of cross-correlations allows us to detect

changes in the subsurface properties. Seismic velocity mon-

itoring is usually performed in the coda part of the cross-

correlation function through the application of CWI, as mul-

tiple scattered coda waves are less sensitive to the source

distribution and travel larger distances, accumulating time

delays (Hadziioannou et al., 2009). CWI enables us to de-

tect relative velocity changes as small as 0.1 % (e.g. Sens-

Schönfelder and Wegler, 2006; Brenguier et al., 2008a, b;

Mainsant et al., 2012).

CWI computed on cross-correlation functions could lead

to the monitoring of englacial crevasses, failure of calving

icebergs, glacial lake outburst floods, break-off of hanging

glaciers, surface mass balance, and bed conditions such as

the evolution of the glacier hydraulic system and subglacial

till properties. Such topics are currently investigated with ac-

tive seismic experiments or through the spatiotemporal evo-

lution of passive seismicity and associated source mecha-

nisms (e.g. Walter et al., 2008; Bartholomaus et al., 2015;

Preiswerk et al., 2016; Podolskiy et al., 2017; Lipovsky et al.,

2019). Passive seismic monitoring of glaciers could lead to

the detection and understanding of processes related to cli-

mate conditions, glacier hydraulics, and ice flow dynamics,

which today are labor-intensive to investigate with active

geophysical measurements.

Unfortunately, the weak ice scattering limits the emer-

gence of a coherent coda in the correlation functions which

appear to still be affected by the changing nature of primary

ambient noise sources (Walter, 2009; Preiswerk and Wal-

ter, 2018). To overcome source effects and enhance the coda

SNR, it is possible to design arrays for multidimensional de-

convolution (MDD) of the time-averaged cross-correlations.

Seismic interferometry by MDD measures the illumination

pattern (e.g. Wapenaar et al., 2011; Weemstra et al., 2017) us-

ing recordings by a set of additional receivers along a contour

which goes through the virtual source’s location. MDD pro-

cessing then enables us to remove the imprint of the (nonuni-

form) source distribution from the correlation responses and

improves the quality of the retrieved GF. We follow Lind-

ner et al. (2018) and use the outer receiver contour of the

Glacier d’Argentière array (black triangles in Fig. 12a) as vir-

tual boundaries for MDD of the icequake correlations com-

puted at one pair of sensors and sorted for a 2 d window

with 50 % overlap. MDD processing appears successful in

retrieving accurate GF estimates which feature a coda that is
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Figure 12. (a) Source–receiver geometry used for the computa-

tion of icequake virtual-source responses through the application

of MDD (c) to the cross-correlations in (b). In this particular case,

a receiver contour (consisting of 32 regularly spaced receivers) and

a single receiver between these receiver lines (green triangle) are

illuminated by 4282 sources (i.e. icequakes) on either side of the

receiver cavity. The receiver colored in red is here turned into a vir-

tual source, whose response is recorded at the green receiver. Due

to the reflecting boundary conditions and the receiver geometry, the

emitted wave travels back and forth between the two receiver lines

indicated with the black dashed lines. We obtain multiple reflec-

tions noted Ri (i indicates the number of virtual reflections), which

are visible on the MDD correlation gather and averaged stack in

(c). Virtual reflections Ri create an artificial coda after the ballistic

Rayleigh wave reconstructed on the GF estimate. This coda is ob-

served to be coherent through time (here we show cross-correlation

stacks computed on a 2 d sliding window with an overlap of 1 d) and

is suitable for CWI studies. Panel (b) is the same as (c) but for stan-

dard processing of icequake cross-correlations at the two sensors in

green and red. Orthophotograph © Swisstopo, SWISSIMAGE.

coherent over time (Fig. 12c) and does not appear on more

classical ICC as defined in Sect. 3 (Fig. 12b). The technique

based on virtual reflectors allows us to create an artificial

coda which consists of multiple reflections of the ballistic

wave field trapped within the receiver contour. This approach

is a promising candidate for a monitoring scheme of any

changes in englacial seismic velocities even in the absence

of scattering coda. Long-term installations directly on or in

the ice have increased in recent years due to technological

improvements (Aster and Winberry, 2017). MDD could be

applied to glacier seismic sources recorded over timescales

longer than a month, using borehole sensors which ensure

a solid coupling to the ice.

7 Summary and concluding remarks

This study explores the application of seismic interferome-

try on on-ice recordings to extract the elastic response of the

glacier subsurface beneath one array deployment. In contrast

to ambient noise studies focusing on the Earth’s crust, the GF

retrieval from cross-correlations of glacier ambient seismic-

ity is notoriously difficult due the limited spatial coverage of

glacier point sources and the lack of seismic scattering in ho-

mogeneous ice. We investigate the GF emergence on three

particular cases. We design processing schemes suitable for

each configuration of seismic deployment, wave field char-

acteristics, and glacier setting.

In Glacier d’Argentière (Sect. 3), cross-correlations of wa-

ter flow ambient noise and icequake recordings result in ac-

curate GF estimates as (1) we face the situation of a favor-

able source distribution, and (2) the large number of sen-

sors and their dense spatial sampling allows us to stack re-

dundant measurements on a line of receivers. The averaged

GF estimate reconstructs P and dispersive Rayleigh waves

propagating across the array well. Seismic velocity inver-

sions enable us to conduct structural studies and map the

englacial crevasses and the glacier bed with vertical resolu-

tion of ∼ 10 m.

On the GIS (Sect. 4), cross-correlations of ambient noise

seismograms give rise to spurious arrivals which are not part

of the true GF. MFP identifies a localized point source con-

stituted by a moulin within the seismic array, out of the sta-

tionary phase zones of most of the receiver paths. Eigenspec-

tral equalization of the cross-spectral matrix coupled to an

adequate selection of its eigencomponents enables us to re-

move or at least attenuate the imprint of the moulin on the

correlation functions. Such a technique allows the separation

and weighting of the contributions of different noise sources

shaping optimized conditions for GF convergence.

In Gornergletscher (Sect. 5), cross-correlations of ice-

quake coda waves show evidence for a quasi-homogenized

incident wave field as a result of seismic scattering by the

crevassed ice. An optimization of the coda window based on

the coherency and the causal–acausal symmetry of the cross-

www.the-cryosphere.net/14/1139/2020/ The Cryosphere, 14, 1139–1171, 2020



1160 A. Sergeant et al.: Glacier imaging with seismic interferometry

correlation functions is used to improve the GF convergence.

CWI allows the retrieval of GFs at seismic arrays where ice-

quakes are not recorded evenly around the study site.

The capability of extracting accurate seismic velocities

on a line of receivers can be substantially improved when

stacking the correlation functions on a large number of re-

ceiver pairs. However, MFP and CWI allow for new kinds

of measurements on sparse seismic networks and enable the

speedup of the GF convergence for non-idealized seismic

illumination patterns which commonly arise in glacier set-

tings.

Finally, the use of nodal sensor technology enables fast de-

ployment of large N arrays suitable for seismic interferome-

try studies. This opens up new ways of characterizing and

monitoring glacial systems using continuous passive seismic

recordings.
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Appendix A: Construction of icequake catalogues

There exist a wide range of seismic sources in glaciers as

well as detection schemes (see Podolskiy and Walter, 2016,

for a review on the methodology). The processing employed

for icequake detections and localizations must be adapted

to the type of network (number of sensors, sensor spac-

ing, and array aperture) and to the type of the events of in-

terest which involve various waveforms (e.g. Walter, 2009;

Röösli et al., 2014; Podolskiy and Walter, 2016). Dispersive

Rayleigh waves are well suited for investigating the glacier

subsurface including the basal interface as they are primar-

ily sensitive to the S-wave velocity structure and can sample

depths up to approximately one-third of the wavelength. We

then focus our study on one class of glacier seismic events,

surface icequakes generated by ice crevassing. Another ad-

vantage of using such events is their high rate of time oc-

currence (∼ 102–103 recorded events per day) and their po-

tentially wide spatial coverage, which is optimal for the ap-

plication of seismic interferometry techniques (Walter et al.,

2015). Here we introduce the methods used to compute the

icequake catalogues at Gornergletscher (Sects. A1 and A2)

and Glacier d’Argentière (Sect. A3).

A1 Icequake detection

Seismic waveforms of surface icequakes generally exhibit

a first low-amplitude P wave followed by impulsive Rayleigh

waves (Fig. 1a). Such events can be detected using a template

matching on continuous seismograms (Mikesell et al., 2012).

This cross-correlation method exploits the signal coherency

with a reference waveform and can be used on single sta-

tions or across a network. Nevertheless, the most common

and straightforward detection approach is to implement an

amplitude threshold trigger.

The most broadly used algorithm in weak-motion seismol-

ogy and on glaciers for detecting impulsive events (e.g. Wal-

ter, 2009; Canassy et al., 2012; Barruol et al., 2013) is the

“trigger of the ratio of the short time average to the long

time average” referred to as STA /LTA (Allen, 1978). It con-

tinuously calculates the average values of the absolute am-

plitude of a seismic signal in two consecutive moving time

windows. The short time window (STA) is sensitive to seis-

mic events while the long time window (LTA) provides infor-

mation about the temporal amplitude of seismic noise at the

recording site. When the ratio of both exceeds a preset value

at a single station or coherently across a network, an event is

declared.

As icequakes usually propagate to distances of a few hun-

dred meters before attenuating to the background noise level,

the number of identified events varies with the network con-

figuration and the minimum number of stations to require a

trigger concurrently. For the Gornergletscher study, we work

with events that have been detected by running a STA /LTA

trigger over 5–15 Hz band-pass-filtered continuous seismo-

grams, using an STA window of 0.3 s (i.e. typical icequake

duration) and an LTA window 10 times longer with a thresh-

old value of 8. To declare an event, we require at least half of

the network stations to trigger.

A2 Icequake location

The vast majority of icequakes recorded on glaciers are local-

ized near crevasses that extend no deeper than ∼ 30 m (Wal-

ter et al., 2008; Lindner et al., 2019). To locate the events

at Gornergletscher, we fix the source depth to the surface

and invert for the epicenter distance following the automated

approach of Roux et al. (2010) and Walter et al. (2015),

also similar to that of Mikesell et al. (2012). This method

employs cross-correlations to automatically measure differ-

ences in Rayleigh wave arrival times across the network.

To be able to record coherent icequake waveforms with

high enough signal-to-noise ratios (SNR) at couples of sen-

sors, the network aperture should be less than 1 km, or at least

consist of several pairs of stations whose separation is shorter

than the distance at which surface waves start to be strongly

attenuated in the ice.

In the same spectral band that is used for event detec-

tion, icequake signals are first windowed around the Rayleigh

wave and cross-correlated for each pair of stations to ob-

tain time delays. Time delay measurements are then refined

to subsample precision by fitting a quadratic function to the

cross-correlation function centered on its discrete maximum.

The best easting and northing coordinates of the source are

concurrently inverted with the apparent propagation velocity

to match the time delay catalogue for preselected pairs of sta-

tions. We only consider time shift measurements at pairs of

stations whose cross-correlation maximum is above 0.8. This

allows us to minimize complex source and/or propagation ef-

fects on seismic waveforms and the observed arrival times

that can not be fit with the oversimplified velocity model.

The inversion process is an iterative procedure using

a quasi-Newton scheme (Roux et al., 2010, Eq. 3). Reliability

of icequake locations varies as a function of the events being

inside or outside the network. Using a seismic network sim-

ilar to the one of Gornergletscher used in the present study,

Walter et al. (2015) estimated that in the azimuthal direction

the error remains below 2◦ for average apparent velocities in

the range of 1600–1650 ms−1.

A3 Array processing: matched-field processing using

beam forming

A seismic network is called an array if the network aperture

is shorter than the correlation radius of the signals, which is

the maximum distance between stations at which time se-

ries are coherent, i.e. typically less than 1 km for glacier

sources recorded by on-ice deployments (Podolskiy and Wal-

ter, 2016). A seismic array differs from a local network

mainly by the techniques used for data analysis.
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Dense sensor arrays have many advantages as the SNR

can be improved by summing the individual recordings of

the array stations. Compared to a single sensor or couples of

sensors, array processing techniques, such as beam forming,

allow for time domain stacking which constructively sums

coherent signals over the sensors and cancels out incoherent

random noise, enhancing the signal detection capability.

Continuous data are scanned through matched-field pro-

cessing (MFP) which involves time domain beam forming

(Kuperman and Turek, 1997). Beam forming uses the dif-

ferential travel times of the plane wave front due to a spe-

cific apparent slowness (inverse of velocity) and back az-

imuth to individual array stations (Rost and Thomas, 2002).

If the single-station recordings are appropriately shifted in

time for a certain back azimuth and velocity, all signals

with the matching back azimuth and slowness will sum con-

structively. MFP can be processed using a decomposition of

seismic signals in frequency components. To be declared as

an event and furthermore, with accurate location, the beam

power of aligned seismic waveforms at a given frequency

(i.e. the norm of the cross-spectral density matrix and the

array response; see Lindner et al., 2019, equation 3) must

pass a preset trigger threshold. The final event location can be

averaged from the beam-forming solutions obtained at sev-

eral successive discrete frequencies (assuming that slowness

and back azimuth are close to constant in the considered fre-

quency band).

MFP was successfully used by Corciulo et al. (2012) to

localize microseismic sources at the exploration scale us-

ing ambient-noise data. Moreover, recent studies focused on

developing an automatic, optimization-based MFP approach

that does not require grid search to localize thousands of

weak seismic events in a complex fault zone (Gradon et al.,

2019) and hydraulically fractured area (Chmiel et al., 2019).

The MFP method of Chmiel et al. (2019) was used on

the Argentière array to detect and locate about 4000 events

each day, with a beam-power threshold averaged over fre-

quencies between 5 and 30 Hz set to 0.5. Locations of ice-

quakes recorded over the 5-week deployment are presented

in Fig. 2a. For computing the cross-correlation functions

from icequake waveform described in Sect. 3, we restrict our-

selves to 11 100 events (red stars in Fig. 12). Such events

have been identified following Lindner et al. (2019) with

a STA/LTA trigger on 8–16 Hz band-pass-filtered continu-

ous seismograms (STA = 0.3s, LTA = 3.6s, trigger thresh-

old = 11 for events detected concurrently at the four corner

stations of the array). Locations are the beam-forming solu-

tions using a grid search over easting and northing positions

in 25m×25m steps. All events with beam power lower than

0.5 were discarded.

Appendix B: Computation of phase velocity dispersion

curves

Because dispersive surface waves of different frequencies

propagate at different speeds, computation of seismic veloc-

ities generally involves Fourier analysis to decompose the

wave into frequencies that compose it. One can distinguish

two types of wave speeds.

The phase velocity c is the speed at which the phase of

a wave propagates in space and is related to the angular fre-

quency ω and the wavenumber k as

c(ω)=
ω

k(ω)
. (B1)

The angular frequency is related to the time periodicity of the

signal of frequency f as ω = 2πf . The ground displacement

is also periodic in space over a distance equal to the wave-

length λ that is used to describe how the wave oscillation

repeats in space via the wavenumber k = 2π/λ.

If the harmonic waves of different frequencies propagate

with different phase velocities, the velocity at which a wave

group propagates differs from the phase velocity at which in-

dividual harmonic waves travel (Stein and Wysession, 2009).

The group velocity u of a wave is the velocity with which

the overall energy of the wave propagates through space.

If the signal has energy over a wide range of frequencies,

u= dω/dk and the group velocity is related to the phase ve-

locity as

u(ω)= c(ω)+
dc

dk
. (B2)

In ambient noise tomography, it is common to measure

the group velocity of dispersive Rayleigh waves traveling

in the Earth’s crust and upper mantle (e.g. Shapiro et al.,

2005; Mordret et al., 2013). Dispersion curves of group ve-

locities are usually computed using the frequency time anal-

ysis (FTAN) of the noise cross-correlation time series (Lev-

shin et al., 1992). FTAN employs a system of narrowband

Gaussian filters, with varying central frequency, that do not

introduce phase distortion and give a good resolution in the

time–frequency domain. For each filter band the envelope of

the inverse Fourier transform of the filtered signal is the en-

ergy carried by the central frequency component of the orig-

inal signal. Since the arrival time is inversely proportional to

group velocity, for a known distance, the maximum energy

of the time–frequency diagram is obtained as a function of

group velocity with frequency.

In glaciers, due to homogeneous ice, only weakly disper-

sive surface waves are recorded at on-ice seismometers. It is

then difficult to use FTAN to measure Rayleigh wave group

velocity dispersion. We choose here to compute the phase

velocity dispersion curve for Rayleigh waves using different

approaches. Obtaining the group velocity from the phase ve-

locity is then straightforward while the reverse is not possible

due to unknown additive constants which arise from the in-

tegration of the phase velocity over frequency (Eq. B2).
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B1 Array processing: frequency–wavenumber analysis

Frequency–wavenumber analysis (f-k) was used to com-

pute the velocity dispersion curves at Glacier d’Argentière

(Sect. 3.1 and 3.2). The f-k analysis is a standard array pro-

cessing for computing phase velocities from seismic time se-

ries recorded on a line of receivers (Capon, 1969). It enables

the identification and separation of wave types and wave

modes and also the design of appropriate f-k filters to remove

any seismic energy in the original signal time series.

The most basic f-k processing employs a 2-D Fourier

transform on both time and spatial components to construct

the f-k diagram (Fig. B1b). We then need to select the dis-

persion curve of the phase of interest by picking the energy

maxima of the 2-D Fourier transform output. The absolute

value of the f-k space is then transformed into the velocity

c(f ) via Eq. (B1) (Fig. B1c).

There exist multiple array techniques for computing

frequency–velocity diagrams using spectral analysis in time

and space domains. Some of them are described in Rost and

Thomas (2002) and Gouédard et al. (2008a) and referenced

in Ohrnberger et al. (2004). Concerning the cross-correlation

functions obtained at the Argentière array, we employ the

phase-shift method of Park et al. (1998) which allows us

to construct a frequency–velocity diagram where dispersion

trends are identified from the pattern of energy accumula-

tion in this space. Then, necessary dispersion curves are ex-

tracted by following the diagram amplitude trends (Figs. 3c

and B2c).

The performance of an array for deriving phase velocity

values in a wavenumber or frequency range depends on its

geometry and on the wave field characteristics (i.e. frequency

range and magnitude of seismic energy with respect to atten-

uation). The capability to resolve phase velocity at a given

frequency depends on the array aperture (described by the

array diameter 1max) and minimum sensor spacing (1min)

so that at least two wavelengths are sampled between adja-

cent receivers to avoid aliasing in the wavenumber domain

(e.g. Wathelet et al., 2008). Phase velocities should then be

computed for frequencies which satisfy 1min ≤ nλ≤1max,

with n usually taken as 2 or 3. This relationship depends on

the expected phase velocity as λ= c/f .

B2 Aki’s spectral method

This method was used to compute the Rayleigh wave ve-

locity at the GIS and Gornergletscher arrays (Sects. 4.2 and

5.2). Whereas the f-k techniques are based on the assumption

of a plane wave arriving at the array, Aki’s spectral method

(also referred to as the SPAC method; Tsai and Moschetti,

2010) bases its theoretical foundation on the precondition of

a scalar wave field which is stationary in both space and time.

As detailed below, this technique does not require specific ar-

ray geometries to compute phase velocities and can be used

on single pairs of stations as long as one is in the presence

Figure B1. Computation of Rayleigh wave phase velocity from f-k

analysis of the noise cross-correlation section obtained at the Argen-

tière array (a). (b) Frequency–wavenumber diagram obtained from

the 2-D Fourier transform of (a). Red dots show the peaks of en-

ergy maximum at each frequency and correspond to the Rayleigh

wave fundamental mode. (c) Phase velocity dispersion curve ob-

tained from the interpolated peaks in (b).
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Figure B2. Same as Fig. 3 but for icequake cross-correlations (a) computed in Glacier d’Argentière. (b) GF estimates for pairs of stations

100 m apart and different orientations defined by the azimuth. (c) Frequency–velocity diagram obtained from f-k analysis of the correlation

functions in (a) using the phase-shift method of Park et al. (1998). The extracted dispersion curve of Rayleigh and P waves is plotted in black

dots.

of an isotropic incident wave field. Another advantage con-

cerns the capability to resolve discrete frequencies on a po-

tential wider range than what is possible using f-k methods

as the Aki method produces robust and unbiased measure-

ments at distances smaller than two wavelengths (Ekström

et al., 2009). The major limit is set by the seismic wave field

characteristics.

Aki (1957) states that the azimuthally averaged normal-

ized cross spectrum S(1,ω0) for a receiver separation1 and

frequency ω0 varies as J0, the zero-order Bessel function of

the first kind

S(1,ω0)= J0

(
ω0

c(ω0)
1

)
. (B3)

This relation suggests that the dispersion curve of phase ve-

locities can be obtained from the fit of a J0 Bessel function

to the cross spectrum obtained on a loop of receivers of the

same radius1, or also, as demonstrated by Cox (1973), to the

cross spectrum obtained for a single station pair if computed

on an azimuthally isotropic wave field.

Ekström et al. (2009) successfully obtain phase velocity

estimates at discrete frequencies from ambient noise cross-

correlations, by associating the zero crossing of the real part

of the data cross spectrum with zeros of a Bessel function

following Eq. (B3). Preiswerk and Walter (2018) and Lind-

ner et al. (2018) both use this method to obtain dispersion

curves of Rayleigh wave speeds from cross-correlations of

on-ice seismic records.

Application of this method is presented in Fig. B3 for

one cross-correlation function obtained at Argentière. Be-

cause of possible noise contained in the correlation time se-

ries, the cross spectrum is first smoothed to avoid any extra

zero-crossing measurement. As there is a possibility of hav-

ing missed one or several zero crossings (indicated by black

squares in b), several dispersion curves are generated (black

dashed lines in c). The correct one still needs to be identified

by judging the plausibility of the results given the expected

velocities of the propagation medium (Ekström et al., 2009).

The dispersion curve estimation can be refined by fitting

the entire cross spectrum with a Bessel function, instead of

fitting the zero crossings only. We develop an approach sim-
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Figure B3. Computation of Rayleigh wave phase velocity using

Aki’s spectral method. (a) Symmetric icequake cross-correlation

function obtained for one receiver pair in Glacier d’Argentière, with

stations 450 m apart. (b) The real part of the spectrum of (a) is in

black, and associated zero crossings are marked by squares. The

gray line indicates the real part of the spectrum associated with an

a priori phase velocity dispersion curve which serves as a starting

model for the least-square fit (in red) of the observations. (c) Corre-

sponding phase velocities estimated by zero crossings (black dashed

lines) and least-square fit (red). The prior dispersion curve used for

the Bessel fit is plotted in gray. The black arrow indicates the min-

imum frequency above which we can trust the velocity measure-

ments and corresponds to approximately one wavelength.

ilar to that of Menke and Jin (2015), who employ a grid

search to generate an initial estimate of the phase velocity

that matches the observed cross spectrum and then use a gen-

eralized least-squares procedure to refine this initial estimate.

The prior dispersion curve has to be as close as possible to

the measured dispersion curve to avoid cycle skipping dur-

ing the fitting. In our procedure, we take as a starting model

the average dispersion curve obtained from f-k analysis of

the cross-correlation section computed at the Argentière ar-

ray. For sparse network configuration (as in Greenland and

Gornergletscher, i.e. Figs. 9d and 11c), we take the theoret-

ical dispersion curve computed with Geopsy software and

based on the prior knowledge we have on the subsurface.

The dispersion curves are then modeled as polynomial func-

tions to enforce their smoothness and to reduce the number

of fitting parameters and help the convergence of the fitting

process. The order of the polynomial can be varied. Usu-

ally a polynomial order of 5 is a good compromise between

smoothness and complexity of the dispersion curve. We then

use a least-square inversion procedure of the polynomial co-

efficients to estimate the dispersion curve which best repro-

duces the observed cross spectrum.

Figure B3 shows the output of this procedure which yields

to the same dispersion curve (red line in panel c) as the most

probable one computed by fitting the zero crossings. The

overall-fitting method is particularly efficient for estimating

more accurate phase velocities than with the zero-crossing

fit, when considering correlation functions with low SNR

(Menke and Jin, 2015). However it is particularly sensitive

to the frequency range in which the least-square inversion

is performed. When considering cross-correlation functions

computed in narrow frequency bands as in Sects. 4 and 5,

the method introduces strong side effects near the frequency

corner limits due to filtering (Figs. 9d and 11c). The cross

spectrum must then be fitted considering carefully selected

frequency components.

In the example shown in Fig. B3, the cross-correlation

function is computed for frequencies of 1–25 Hz. The Bessel

fitting method is applied to frequencies above 2 Hz and en-

ables us to widen the velocity estimates down to 3 Hz (that is

the frequency at which the inter-station distance is approxi-

mately equal to one wavelength) when compared to the zero-

crossing output.

B3 Slant-stack technique on discrete sources

This method employed by Walter et al. (2015) can only be

applied to cross-correlation functions that are computed on

discrete sources (i.e. icequakes). It was used to obtain the

velocity from ICC at Glacier d’Argentière in Sect. 3.3. We

here exploit the phase time difference in the arrival times of

Rayleigh waves with respect to the source position, and we

reproduce the azimuthal variations in phase times assuming

a constant velocity.

The plane wave approximation implies a sinusoidal depen-

dence of the arrival times which depend on the source az-

imuth and propagation velocity c as 1cos(θ)/c with 1 the

station separation and θ here defined as the source azimuth

relative to the station pair axis (Fig. B4a and b). We call the

endfire lobes the two areas aligned with the receiver direc-

tion, in which the phase of the correlation function is sta-

tionary with respect to azimuth. The angular aperture of the

endfire lobes depends on the ratio between the seismic wave-

length λ and the station separation as δθ =
√
λ/1 (Roux

et al., 2004; Gouédard et al., 2008b).

To measure seismic velocities at one station path and

at different frequencies, we filter the individual correlation

functions computed for each event to octave-wide frequency

ranges. The lower frequency we can resolve is determined

by the icequake spectral content and is most importantly re-

lated to the station separation as we require that at least two

wavelengths are sampled. We then restrict the analysis to 15–

30 Hz.
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Figure B4. (a) Icequake locations (dots) in Glacier d’Argentière

whose waveforms are cross-correlated at the two stations (triangles)

to obtain (b). Green dots in (a) show the events that lie in the end-

fire lobes of aperture 2δθ (see main text). (b) The icequake cross-

correlation functions (here averaged in 5◦ azimuth bins) give co-

herent arrival times for Rayleigh waves traveling in the ice between

the two stations, which are a function of the inter-station distance

1 and the event azimuth relative to the station path θ , as plotted

in background colors in (a). The red dashed line shows the least-

square fit of the arrival times with a sinusoidal function of phase

velocity c = 1610 ms−1 for a central frequency of 15 Hz. Correla-

tion functions are here filtered between 10 and 20 Hz.

We assign all cross-correlations to event azimuth bins of 5◦

to minimize the effects of location errors. For each trace, the

arrival time of the Rayleigh wave is measured as the maxi-

mum of the correlation function computed at each frequency.

We then invert the best sinusoid fit to the times of the maxima

(in the least-square sense). The best solution gives the veloc-

ity estimate at the central frequency of the spectral band.

The velocity solution estimated by this method is naturally

averaged over the azimuth range and can only be considered

as the average velocity in the presence of strong azimuthal

anisotropy which implies azimuthal variations in propagation

velocities (Sect. 3.3). Nevertheless, the least-square solution

fits very well the Rayleigh wave arrival times in the azimuth

range of the stationary phase zones (Fig. B4b) and is then

considered to represent the propagation medium between the

two stations well.

To minimize the effects of location errors or low SNR of

the correlation components, we perform a jackknife test on

randomly selected events to fit the sinusoid. We require that

the maximum of the cross-correlation stacked over bootstrap

samples (i.e. selected correlation functions that have been

shifted by the inverted arrival times prior to stacking) ex-

ceeds 0.7. We require that at least 10 azimuth bins includ-

ing the endfire lobes are considered in the sinusoidal fit. The

final velocity at each frequency is then averaged over 200

jackknife tests.
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Code and data availability. Seismometer data from Gorner-

gletscher and GIS are part of the 4-D glacier seismology network

(https://doi.org/10.12686/sed/networks/4d, SED, 1985) archived at

the Swiss Seismological Service and can be accessed via its web

interface http://arclink.ethz.ch/webinterface/ (last access: January

2020; Swiss Seismological Service, 2020). Argentière data are

hosted at ISTerre. Access can be granted by request to Philippe

Roux (philippe.roux@univ-grenoble-alpes.fr) or Florent Gimbert

(florent.gimbert@univ-grenoble-alpes.fr). ObsPy Python routines

(http://www.obspy.org, last access: February 2020; Beyreuther

et al., 2010) were used to download waveforms and process ice-

quake catalogues. NCCs of the Argentière dataset were computed

using the MSNoise Python package (http://www.msnoise.org, last

access: November 2018; Lecocq et al., 2014).
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