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Abstract 
If M is a compact oriented manifold-with-boundary whose fundamental 
group is virtually nilpotent or Gromov-hyperbolic, we show that the higher 
signatures of M are oriented-homotopy invariants. We give applications to 
the question of when higher signatures of closed manifolds are cut-and-paste 
invariant. 

0. Introduction 

The Novikov Conjecture hypothesizes that certain numerical invari-
ants of closed oriented manifolds, called higher signatures, are oriented-
homotopy invariants. It is natural to ask if there is an extension of 
the Novikov Conjecture to manifolds with boundary. Such an extension 
was made in [27], [30]. In this paper we show that if the relevant dis-
crete group is virtually nilpotent or Gromov-hyperbolic then the higher 
signatures defined in [27], [30] are oriented-homotopy invariants. 

Before giving our result, let us recall the statement of Novikov's con-
jecture. Let M be a closed oriented smooth manifold. Let L G H* (M; Q) 
be the Hirzebruch L-class and let *L G H*(M;Q) be its Poincaré dual. 
If r is a finitely-generated discrete group, let -Br denote its classifying 
space. Recall that R*(BT;Q) = H*(r ;Q), the rational group coho-
mology of T. Let v : M —>• BT be a continuous map, defined up to 
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homotopy. The Novikov Conjecture hypothesizes that the higher signa-
ture y*(*L) G H*(i?r ;Q) is an oriented-homotopy invariant of the pair 
( A / > ) . Equivalenti^ if T G H*( r ; Q) then ( I / „ ( * Z , ) , T ) = (LU U*T, [M]) 
should be an oriented-homotopy invariant. If T is virtually nilpotent 
or Gromov-hyperbolic then the validity of the Novikov Conjecture was 
proven by Connes and Moscovici [10, Theorem 6.6]. 

Now let M be a compact oriented manifold-with-boundary, equipped 
with a continuous map v : M —>• BT which is defined up to homotopy. 
The formal definition of the higher signature of M , from [27, (67)] and 
[30, Definition 10], is 

(0.1) ou = (f L(TM) A u ) - rjdM G H*(£°°). 

The terms of this equation will be defined later in the paper. Briefly, 
1. L(TM) G Ci* (M) is the L-form of M associated to a Riemannian 

metric which is a product near the boundary, 
2. B°° is a "smooth" subalgebra of the reduced group C*-algebra 

C r*(r), i.e., C r C ß°° C C ; ( r ) and B°° is closed under the holomorphic 
functional calculus in C*(T), 

3. rjdM, the higher eta-form [27, Definition 11], is an element of the 
space 0*(£>°°) of noncommutative differential forms [18, Sections 1.3 
and 4.1] and can be thought of as a boundary correction term, 

4. w is a certain closed biform in Q*(M) (g>Q*(CT) [26, Section V] 
and 

5. H*(£>°°) is the noncommutative de Rham homology of B°° [9, p. 
185], [18, Section 4.1]. 

As in [27, Section 4.7] and [30, Assumption 2], in order to make 
sense of the higher eta-form rjoM we must make an assumption about 
dM. To be slightly more general, let F be a closed oriented manifold, 
equipped with a continuous map VQ : F —> BT which is defined up to 
homotopy. Associated to UQ is a normal T-cover n : F' —> F of F. There 
is an associated flat C*(r)-vector bundle Vo = C*(T) Xp F' on F. Let 
H*(i?;Vo) = Ker(d) / Im(d) denote the usual (unreduced) de Rham or 
simplicial cohomology of F, computed using the local system Vo- Let 
H (F; Vo) = Ker(d)/Im(d) denote the reduced cohomology. There is an 
obvious surjection s : H*(_F;Vo) -> H*(_P; Vo). 

A s s u m p t i o n 1. 
, fc 

a. The map s : H (_F;Vo) —> H (_F;Vo) is an isomorphism for k = 
"dim(F)+l" 

2 
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b. If dim(F) = 2k then H (F;Vo) admits a (stable) Lagrangian 
subspace. 

Assumption 1 is a homotopy-invariant assumption on F. If F is 
endowed with a Riemannian metric then an equivalent formulation of 
Assumption l.a. is: 

1. If dim(i ?) = 2k then the differential form Laplacian on Qk(F') 
has a strictly positive spectrum on the orthogonal complement of its 
kernel. 

2. If dim(F) = 2k — 1 then the differential form Laplacian on 
Qk~1 (F'')/Ker(d) has a strictly positive spectrum. 

Given Assumption l.a, Assumption l .b. is equivalent to saying that 
the index of the signature operator of F, as an element of KQ(C*(T)), 

vanishes. As examples, 

(a) If F has a cellular decomposition without any cells of dimension 

k 
dim(F)+l 

2 then Assumption 1 is satisfied. 

(b) If r is finite and the signature of F vanishes then Assumption 1 
is satisfied. 

(c) Let F\ and F% be even-dimensional manifolds, with F\ a connected 
closed hyperbolic manifold and F% a closed manifold with vanish-
ing signature. Pu t Y = ni (Fi). If F = F\ x F% and UQ is projection 
onto the first factor then Assumption 1 is satisfied. 

(d) lîdim(F) = 3, F is connected, T = TTI(F) and UQ is the classifying 
map for the universal cover of F then, assuming Thurston's ge-
ometrization conjecture, Assumption 1 is satisfied if and only if F 
is a connected sum of spherical space forms, S1 x S2,s and twisted 
circle bundles S1 x%2 S2 over R P 2 . 

Suppose that Assumption 1 is satisfied. If dim(i ?) = 2k, choose 
le 

a (stable) Lagrangian subspace L of H (F;Vo). Then the higher eta-
form rjp is well-defined. In the case of a manifold-with-boundary M , 
let i : dM —> M be the boundary inclusion. We take F = dM and 
VQ = v o i. In this case, if Assumption l.a. holds then Assumption l .b. 
holds. 

The main result of this paper is the following: 
T h e o r e m 0 .1 . If dM satisfies Assumption 1 then OM is an oriented-

homotopy invariant of the pair (M,u). 
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By oriented-homotopy invariance of GM, we mean the following. 
Suppose that h : (M2,dM2) —> (Mi,dMi) is a degree 1 homotopy 
equivalence of pairs. In particular, h{dM2) C dM\, but / iLM , is not as-
sumed to be a homeomorphism from dM% to dM\. Suppose that there 
are continuous maps v;b : M;b —> BT such that v<i is homotopic to v\ o h. 
If dim(Mj) = Ik + 1, we assume that the (stable) Lagrangian subspaces 
for the boundaries are related by (dh)*(Li) = L^. Then CTMH computed 
using ui, equals <TM2? computed using v<i- (If dim(M) = Ik + 1 then a M 

generally depends on the choice of L.) 

In order to obtain numerical invariants from OM-, we must make an 
assumption about the smooth subalgebra B°°. 

A s s u m p t i o n 2. Each class r G H*(r ;C) has a cocycle represen-
tative whose corresponding cyclic cocycle ZT G ZC*(CT) extends to a 
continuous cyclic cocycle on B°°. 

If r is virtually nilpotent or Gromov-hyperbolic then it is known 
that smooth subalgebras B°° of C*(T) satisfying Assumption 2 exist 
[11, Section 2], [17, Theorem 4.1]. We write {OM-,T) for the pairing of 
a M with ZT. 

Corollary 0 .2 . Under Assumptions 1 and 2, the higher signatures 
(OM,T) are oriented-homotopy invariants. 

As special cases of Corollary 0.2, if dM = 0 then 

(aMl T) = const. (L(TM) U V*T, [M]) 

[26, Corollary 2] and so we recover the Connes-Moscovici result [10, 
Theorem 6.6]. At the other extreme, if dM ^ 0, T = {e}, B°° = C and 
r = 1 G H°({e};C) then {(JM,T) is the Atiyah-Patodi-Singer formula 
for the signature of M [1, Theorem 4.14], which is clearly an oriented-
homotopy invariant of M. 

Let us emphasize that Theorem 0.1 and Corollary 0.2 are stronger 
statements than just saying that the index of a signature operator is 
homotopy-invariant. The latter statement is true (Theorem 6.1 below), 
but it does not immediately imply Theorem 0.1 or Corollary 0.2. The 
situation is somewhat analogous to that of closed manifolds, where the 
homotopy invariance of Novikov's higher signatures, when proven, is a 
much deeper statement than the homotopy invariance of the symmetric 
signature. 

Let us comment on Assumptions 1 and 2. Assumption 2 is a techni-
cal condition on T. Assumption 1 is more germane and is necessary for 
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both analytic and topological reasons. On the analytic side, something 
like Assumption 1 is necessary in order to make sense of the formal 
expression for rjp. On the topological side, Assumption 1 implies that 
the higher signature of F, with respect to UQ, vanishes. Of course, if 
F = dM then its higher signature vanishes simply because dM is a 
boundary, but Assumption 1 gives a reason for the vanishing which is 
intrinsic to dM. 

(For clarity, we note that if we just want to define (<JM-,T) then we 
can get by with something weaker than Assumption 2. Namely, for a 
connected component F of dM, put IV = Im(7ri(i?) —> iri(M) —> Y). 
Let Bp° be a smooth subalgebra of C* ( IV). Then it is enough to assume 
that for each F, r | r extends to a cyclic cocycle on Bp0. For example, 
if dM = 0 then there is no assumption on T and we recover the Novikov 
higher signatures {(JM,T) in full generality. However, in order to prove 
the homotopy-invariance of {(TM,T), we need Assumption 2.) 

From equation (0.1) and the smooth topological invariance of OM-, 
we obtain a "Novikov additivity" for higher signatures. 

Corollary 0 .3 . Let Y satisfy Assumption 2. Let M be a closed 
oriented manifold and let F be a two-sided hyper surf ace which separates 
M into pieces A and B. Let v : M —>• BY be a continuous map, defined 
up to homotopy. Let i : F —>• M be the inclusion map and put UQ = voi. 
Suppose that F satisfies Assumption 1. If d im(M) = 2k + I, choose 

a (stable) Lagrangian subspace L o / H (F;Vo) and use L to define a A , 
and —L to define OB- Then for any r G H*( r ;C) ; the corresponding 
higher signature of M satisfies 

const. (L(TM)UU*T,[M]} = {UA,T) + (CT B ,T) . 

As a consequence of Corollary 0.3, we obtain a sort of cut-and-paste 
invariance of the higher signatures of closed manifolds. 

Corollary 0.4. Let Y satisfy Assumption 2. Let M\ and M^ be 
closed oriented manifolds, equipped with continuous maps v;b: M;b —>• BY 
which are defined up to homotopy. Suppose that there are splittings 
M\ = AUpB and M% = AUpB over separating two-sided hypersurf aces. 
(That is, both Mi and M^ are constructed by gluing A to B, but the 
gluing diffeomorphisms <j>i : dA —> dB can be different.) Suppose that 
vi\A is homotopic to vri\A, V\\B is homotopic to v^\B and F satisfies 
Assumption 1. Tjf dim(Mj) = 2k+ 1 then we also assume that the gluing 
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diffeomorphisms preserve a (stable) Lagrangian subspace of H (F;Vo); 
see Section 12 for the precise condition. Then the higher signatures of 
M\ and M^ coincide. 

Corollary 0.4 is relevant because the higher signatures of closed man-
ifolds are generally not cut-and-paste invariant (over BY). For example, 
it is not hard to see that this is the case when T = Z, using [19, The-
orem 1.2], and the case T = Zfc then follows from [37, Lemma 8]. This 
shows that some condition like Assumption 1 is necessary if one wants 
to define higher signatures for manifolds-with-boundary so as to have 
Novikov additivity. Such a situation does not arise for the usual "lower" 
signature. 

In general, it seems to be an interesting question as to for which 
groups r and which cohomology classes r G H*(T;C), the correspond-
ing Novikov higher signature (of closed manifolds) is a cut-and-paste 
invariant (over -Br); see [30, Remark 4.1] and [38, Chapter 30] for fur-
ther discussion. 

We now give a brief description of the proof of Theorem 0.1. In the 
case of closed manifolds, the analytic proofs of the Novikov Conjecture, 
as in [10, Theorem 6.6], consist of two steps. First, one shows that 
the index of the signature operator, as an element of i f*(C*(r ) ) , is 
an oriented-homotopy invariant. Second, one constructs a pairing of 
K*(C*(r)) with H*(r; C) and one verifies that the result is the Novikov 
higher signature. This last step amounts to proving an index theorem. 

In the case of closed manifolds, many of the proofs of the first step 
implicitly use the cobordism invariance of the index. As even the usual 
"lower" signatures of manifolds-with-boundary are not cobordism in-
variant, this method of proof is ruled out for us. Instead, we give 
a direct proof of the homotopy invariance which, in the closed case, 
was developed by Hilsum and Skandalis [16]. To use their methods, 
we need C*(T)-Fredholm signature operators with C* (r)-compact re-
solvents. For this reason, in our case we would like to cone off the 
boundary on M to obtain a conical manifold CM (deleting the vertex 
point) and do analysis on the conical manifold, following Cheeger [8] 
and Bismut-Cheeger [3]. If V denotes the canonical flat C*(r)-bundle 
on CM, we would consider the signature operator acting on Q*(CM; V), 
with its index in i f*(C*(r ) ) . We would then extend homotopy equiva-
lences between manifolds-with-boundary to homotopy equivalences be-
tween conical manifolds, in order to compare their indices. However, as 
the boundary signature operator VQM may well have continuous spec-
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t rum which goes down to zero (see [28] for examples), there are serious 
technical problems in carrying out the conical analysis. (The paper 
[24] looked at a special case in which T is of the form r" x G, with 
G finite, and T>QM can be made invertible by twisting with a nontriv-
ial representation of the finite group G. The corresponding index class 
was proven to be an oriented-homotopy invariant using the results of 
[20]. The higher APS-index formula of [22] was then applied in order to 
show that a twisted version of (0.1) was an oriented-homotopy invariant. 
However, we wish to deal with the general case here.) 

In order to get around the problem of low-lying spectrum of T>QM-> 

we follow the method of proof sketched in [30, Appendix]. We basically 
add an algebraic complex to cancel out the small spectrum. More pre-
cisely, we consider a certain Hermitian complex W* of finitely-generated 
projective C*(r)-modules. We form a new complex C* = Q*(CM; V) © 

(Q*(0, 2) <g) W* J, where the algebraic complex Q*(0, 2) <gi W* is endowed 
with a metric which makes it "conical" at 0 and 2. Formally, the com-
plex Q*(0, 2) (g) W* has vanishing higher signature, and so by adding 
it we have not changed the putative higher signature of CM. Then 
we perturb the differential of C* in order to couple Q* (CM; V) and 
Q*(0, 2) (g) W* near the endpoint 0. That is, we do a mapping-cone-type 
construction along the conical end, which is turned on by a function 
(p(x) with (p(x) = 1 for 0 < x < 1/4 and (p(x) = 0 for 1/2 < x < 2. 
This mapping-cone-type construction is done in a way which preserves 
Poincaré duality, and makes the new boundary operator invertible. The 
price to be paid is that the new "differential" DQ no longer satisfies 
(Dc)2 = 0, as <j> is nonconstant. However, by increasing the length of 
the conical end, we can make (Dc)2 arbitrarily small in norm. Then we 
can apply the "almost flat" results of [16, Theorem 4.2] to conclude that 
the signature index class [üg?1110] G i f*(C*(r)) is an oriented-homotopy 
invariant. The results of [16, Theorem 4.2] were designed to deal with 
the case of almost-flat vector bundles. We do not have such vector 
bundles in our case, but we can use the results of [16, Theorem 4.2] 
nevertheless. 

As B°° is assumed to be a smooth subalgebra of C*T, there is an 
isomorphism if*(C*(r)) = K*(B°°). Hence there is a Chern char-
acter ch([2?£?mc]) G H*(£>°°). The second main step in the proof of 
Theorem 0.1 consists of proving an index theorem, in order to show 
that ch(['D^?nic]) is given by the right-hand-side of (0.1). In principle 
one could do so within the framework of analysis on cone manifolds, 
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but this seems to be very difficult. Instead, we introduce two new 
C*(r)-Fredholm signature operators, one being an Atiyah-Patodi-Singer 
(APS)-type operator and the other being a Melrose 6-type operator. We 
show that both the conic index and the ò-index equal the APS-index: 

[V^} = [V^} = [Vb
c] in K*(C;(T)). 

The advantage of this intermediate step is that we can then compute 
the Chern character of the ò-index \VC] by means of an extension of 
the higher 6-pseudodifferential calculus developed in [22] and [24]. Thus 
we (briefly) develop an enlarged ò-calculus which takes into account the 
above mapping-cone construction, and show that the Chern character of 
the 6-index class is given by the right-hand-side of (0.1). This completes 
the proof of Theorem 0.1. 

The organization of the paper is as follows. In Section 1 we estab-
lish our conventions for signature operators, following [16, Section 3.1]. 
We also give the product decomposition of the signature operator on a 
manifold-with-boundary near the boundary. In Section 2 we review the 
definition of the higher eta-invariant of an odd-dimensional manifold. 
In Section 3 we review the definition of the higher eta-invariant of an 
even-dimensional manifold. In Section 4 we discuss the signature op-
erator on a manifold-with-boundary, perturbed by the afore-mentioned 
algebraic complex W*. In Section 5 we add a conic metric and show 
that we obtain a well-defined conic index class in KQ(C*(T)). In Section 
6 we prove that the conic index class is an oriented-homotopy invariant. 
In Section 7 we define the APS-index class and prove that it equals the 
conic index class. In Section 8 we define the (perturbed) ò-signature 
operator. In Section 9 we show that the 6-signature operator has a well-
defined index class. In Section 10 we show that the APS-index class 
and the 6-index class coincide. In Section 11 we prove an index theorem 
which computes the index class of the 6-signature operator. In Section 
12 we put the pieces together to prove Theorem 0.1 and Corollaries 0.2-
0.4. In the Appendix we sketch an argument which relates the signature 
class considered in this paper to that defined in [25], using symmetric 
spectral sections. 

We thank Wolfgang Lück for pointing out the necessity of the La-
grangian subspace preserving condition in Corollary 0.4. We thank 
Michel Hilsum for comments on an earlier version of the paper. 
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1. S ignature operators 

In this section we establish our conventions for signature operators, 
following [16, Section 3.1]. The only difference between our conventions 
and those of [16] is that we deal with left modules, whereas [16] deals 
with right modules. We also give the product decomposition of the 
signature operator on a manifold-with-boundary near the boundary. 

Let A be a C*-algebra with unit. Let B°° be a Fréchet locally m-
convex *-subalgebra of A which is dense in A and closed under the 
holomorphic functional calculus in A [9, Section III.C]. 

Definit ion 1.1. A graded regular n-dimensional Hermitian com-
plex consists of 

1. A Z-graded cochain complex (S*,D) of finitely-generated projec-
tive left B°°-modules, 

2. A nondegenerate quadratic form Q : £* x £n~* —> B°° and 
3. An operator r G Homgoo (£* ,£ n _ *) 

such that 

1. Q{bx,y) = bQ{x,y). 

2. Q(x,y)* = Q(y,x). 

3. Q(Dx,y) + Q(x,Dy) = 0 . 

4. r 2 = I. 

5. < x,y > = Q(x,ry) defines a Hermitian metric on £ ( [29, Defini-
tion 7]). 

Let M be a closed oriented n-dimensional Riemannian manifold. Let 
V°° be a flat £>°°-vector bundle on M, meaning in particular that its 
fibers are finitely-generated projective left £>°°-modules and the tran-
sition functions are compatible with the ß°°-module structures. We 
assume that the fibers of V°° have #°°-valued Hermitian inner products 
which are compatible with the flat structure. Put V = A (g)goo V°°. It is 
a flat vector bundle of A-Hilbert modules. 

Let Q*(M; V°°) denote the vector space of smooth differential forms 
with coefficients in V°°. If n = d im(M) > 0 then Q*(M; V°°) is not 
finitely-generated over B°°, but we wish to show that it still has all of the 
formal properties of a graded regular n-dimensional Hermitian complex. 
If a G 0*(M; V°°) is homogeneous, denote its degree by |a | . In what 
follows, a and ß will sometimes implicitly denote homogeneous elements 
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offi*(M;V°°). G ivenm G M and (Ai <g>ei), (A2®e2) G A*(T£lM)®V%, 
we define (Ai <g> ei) A (A2 ® e2)* G A*(T^M) <g> #°° by 

(Ai<g>ei) A(A2<g>e2)* = (Ai AÄ )̂<g> < e i , e 2 > • 

Extending by linearity (and antilinearity), given a;i,a;2 G A*(T*nM) ® 
V™, we can define wiAw 2 *e k*{T*mM) <g> B°°. 

Define a £>°°-valued quadratic form Q on 0*(M; V°°) by 

Q ( a , / 9 ) = i - l a l ( « - l a l ) / a(m)Aß(m)*. 
M 

It satisfies Q(ß,a) = Q(a,ß)*. Using the Hodge duality operator *, 
define T : QP(M; V°°) ->• O n -P(M;V°°) by 

T ( a ) = i - I « l ( " - I « l ) * a . 

Then r 2 = f and the inner product < -, • > on 0*(M; V°°) is given by 
< a , £ >=Q(a,rß). Define D : O* (M; V°°) - • fì*+1(Af; V00) by 

(1.1) Da = i^da. 

It satisfies D2 = 0. Its dual D' with respect to Q, i.e., the operator D' 
such that Q(a,Dß) = Q(D'a,ß), is given by D' = -D. The formal 
adjoint of D with respect to < -, • > is D* = TD'T = —TDT. 

Defini t ion 1.2. If n is even, the signature operator is 

(1.2) Vsi^ = D + D* = D-TDT. 

It is formally self-adjoint and anticommutes with the Z2-grading oper-
ator r . If n is odd, the signature operator is 

(1.3) VSÌ^ = -Ì{DT + TD). 

It is formally self-adjoint. 

Let OL-, (M; V) denote the completion of Q* (M; V) in the sense of A-

Hilbert modules. If n is even then the triple (Q%JM;V),Q,D) defines 

an element of Lnj(A) in the sense of [16, Définition 1.5]. 
Now suppose that M is a compact oriented manifold-with-boundary 

of dimension n = 2m. Let dM denote the boundary of M. We fix 
a non-negative boundary defining function x G C°°(M) for dM and a 
Riemannian metric on M which is isometrically a product in an (open) 
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collar neighbourhood U = (0, 2)x x dM of dM. The signature operator 
-psign g -̂jjj makes sense as a differential operator on Q*(int(M); V°°). 
Let Vg° denote the pullback of V°° from M to dM; there is a natural 
isomorphism 

Vo o |w = ( 0 , 2 ) x V 0 ° o . 

Our orientation conventions are such that the volume form on (0, 2) x 
dM is dvolu = dxAdvolßM- Let QdM-, TQM-, DQM and Vslgn(dM) denote 
the expressions defined above on Çl*(dM;Vo°). We wish to decompose 
Q, r , D and Vslgn, when restricted to compactly-supported forms on 
(0,2) x dM, in terms of QdM, TQM, DdM and D s « n ( 9 M ) . 

For notation, we let Q*(0, 2) denote compactly-supported forms on 
(0, 2). We let (g> denote a projective tensor product and we let (g> denote 
a graded projective tensor product. We write a compactly-supported 
differential form on (0, 2) x dM as (f A a(x)) + (da; A ß(x)), where for 
each x G (0,2), a(x) and /3(a;) are in Q*(dM; VQ°). It is convenient to 
introduce the notation 

^ -lai 
a = ^l la 

for a G n*(dM; V$°). One finds 

r2 — 
Q(dx A a, 1 A ß) = QdM{cx(x),ß(x))dx, 

o 

f2 — 
Q(l A a, dx A /?) = Q a M ^ W ^ W ) ^ ) 

o 

(1.4) r ( l A a) = dx A TQM ci, 

r(dx A a) = 1 A i~(-2m~^TgMa, 

D(l A a) = (1 A DdMa) + (da; A 9 x a ) , 

D(da; A a) = da; A —ÌDQMOÌ. 

Then one can compute that Vslgn takes the form 

Tjsign _ (DQM - TduDdMTdM —i'"'8x 

i^dx -i{DdM + TQMDdMTdM 

when acting on I , „ 1. That is, & dx Aß 

Vsi^(l A a) = (1 A ( D a M - TdMDdMTdM)a) + (dœ A i^dxa) 
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and 

Vsì^(dx A ß) = (1 A -i~Wdxß) + (dx A -i(DdM + TdMDdMTdM)ß). 

Let us define an operator 

e : ^ ( ( 0 , 2 ) x dM-V^) -+ ^ ( ( 0 , 2 ) x ÔM; VQ00) 

by 
0 ( ( 1 A a) + (dœ A ß)) = (1 A - i _ / 3 /9) + (dx A i | a | a ) . 

Then 0 anticommutes with r and we can write T>slgn 

= &(dx + H), where H commutes with r . Acting on the +l-eigenvector 

(dx A a) + r(da; A a) = (dx A a) + (1 A i " ( 2 m " 1 _ | a | ) Ta M a ; ) 

of r , one finds 

i ï ((dx A a) + r(dx A a)) = (dx A -i(DdMTdM + TdMDdM)a) 

+ (f A -i~^(DdM - TdMDdMTdM)a). 

Let E± be the ±1 -eigenspaces of r acting on fî*((0, 2) x <9M; Vg°). 
We define an isomorphism $ from C£°(0,2) (g) Q*(dM; V£°) to £"+, by 
setting 

$ ( a ) = (da; A a) + r(da; A a ) . 

We then obtain an isomorphism 

Go$:C c
o o (0 ,2)(g)O*(ÖM;V 0

0 0 ) -> E~ . 

Denote as usual by Vs_^gn the signature operator on M going from E+ 

to E~; using the above isomorphisms we easily obtain 

$ " ! o H\E+ o $ = Vsi%n(dM) 

and 

(1.5) X^ g n = G o $ ( ô x + © ^ ( Ô M ) ) ^ - 1 . 

This shows that "Ds lgn(ôM) is the boundary component of T>slgn in the 

sense of Atiyah-Patodi-Singer [1, (3.1)]. 

Consider the Z2-graded vector space 

(n*{2)(dM- V0))®(dxA Sl\2)(dM; Vo)), 

where the Z2-grading comes from the operator r of (1.4). The triple 

Uü*{2)(dM-yü))®(dxAii*{2)(dM-Vü))iQiQH\ defines an element of 

L„&,0 (M(A) in the sense of [16, p. 81]. 
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2. T h e higher e ta invariant of an odd-d imens iona l manifold 

In this section we review the definition of the higher eta invariant 
([27, Definition If] and [30, Section 3.2]). The material in this section 
comes from these references, with minor variations. The higher eta 
invariant is defined for closed oriented Riemannian manifolds of either 
even or odd dimension. We first treat the case of a closed oriented 
Riemannian manifold F of dimension n = 2m — 1. 

Let us make a general remark about homotopy equivalences between 
cochain complexes. Suppose that (Ci, d\) and (C2, efe) are cochain com-
plexes, with homotopy equivalences / : C{ —> C | and g : C | —> C*. 
Then one implicitly understands that there are maps A : C* —> Cl~ 
and B : C2* ->• C 2

_ 1 so that I-gf = diA+Adi and I-fg = d2B + Bd2. 
It follows that gB - Ag : C2* -)• C* _ 1 and fA-Bf : C{ ->• C^" 1 

are cochain maps. We will say that such / and g form a double ho-
motopy equivalence if, in addition, there are maps a : C2* ->• C\-2 and 
ß : C* —> C 2

_ such that gB — Ag = d\a — ad<i and f A—Bf = d2ß—ßd\. 
One can check that the composition of two double homotopy equiva-
lences is a double homotopy equivalence. The notion of double homo-
topy equivalence is not strictly needed for this section but will enter in 
the proof of Theorem 6.1. 

Now let r be a finitely-generated discrete group. Let v : F —>• BT 
be a continuous map. There is a corresponding normal T-cover F' —> 
F. Let C*(r) be the reduced group C*-algebra of T. Let B°° be a 
subalgebra of C*(T) as in Section 1. 

We introduce two flat unitary vector bundles of left modules on F : 

V = C;(T)xTF', Vco = B0OxTF'. 

Following [27, Section 4.7], we make an assumption about the de Rham 
cohomology of F, with value in the local system V. 

A s s u m p t i o n 1. The natural surjection H m ( i ? ;V) -> Brn(F]V) is 
an isomorphism. 

L e m m a 2 . 1 . If F is equipped with a Riemannian metric then As-
sumption 1 is equivalent to saying that the differential form Laplacian 
on Qm~l (Fr)/Ker(d) has a strictly positive spectrum. 

Proof. We give an outline of the proof. Let Q*^(F;V) denote the 
completion of Q*(F;V) as a C*(r)-Hilbert module. Assumption 1 is 
equivalent to saying that the differential DF : üm~1(F;V) -> Qm(F;V) 
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has a closed image. Using Hodge duality, this is equivalent to saying 

that D*F : ttm{F;V) ->• nm-1{F;V) has a closed image. Clearly D*F is 

adjointable, and we obtain an orthogonal decomposition Çlm~1(F; V) = 

lm(DF) ©Ker(Di?). From arguments as in [29, Propositions 10 and 27], 

this is equivalent to saying that D*FDp has a strictly positive spectrum 

as a densely-defined operator on Im (D*F : Çlm(F; V) -> üm~1(F; V)J C 

nr^-1(F;V)/Ker{DF); see [40, Theorem 15.3.8] for the analogous re-

sult in the case of bounded operators. Put V^2' = ^2(r) Xp F'. Let 

^1{F- V^) denote the Hilbert space of square-integrable V^2'-valued 

(m — l)-forms on F. We claim that the spectrum of DFDp, acting on 

0!^r (F; V)/Ker(Dp), is the same as the spectrum of d*d, acting on 

0™ )-
1(F;V(2)) /Ker(d). To see this, by considering Dï£l and jf£-

we can reduce to the case of bounded operators. Using the identification 

* 2(r)®c r . ( r ) ( ^ ) - 1 ( J P ; V ) / K e r ( J D F ) ) =Q™- 1 ( JP;V( 2 )) /Ker( ( i ) , 

the map T —> Id 0c*(v) T gives an injective homomorphism from the 
C*-algebra of bounded adjointable operators on the C*(r)-Hilbert mod-
ule f ^ r (F; V)/Ker(Dp) to the C*-algebra of bounded operators on 

0™"1( JP;V(2))/Ker(d). The claim follows from the fact that the spec-
t rum of an element does not change under such a homomorphism. 

Now fl1^T1(F;V^) is the same as the space ii%7l(F') of square-
integrable (m — l)-forms on F'. Since the Laplacian d*d + dd* acts on 
ÜV^~1(F')/Ker(d) as d*d, the lemma follows. q.e.d. 

L e m m a 2.2 . 

(a) If F has a cellular decomposition without any cells of dimension 
m then Assumption 1 is satisfied. 

(b) If r is finite then Assumption 1 is satisfied. 

(c) If dim(F) = 3, F is connected, T = ni (F) and v is the classifying 
map for the universal cover of F then, assuming Thurston's ge-
ometrization conjecture, Assumption 1 is satisfied if and, only if F 
is a connected, sum of spherical space forms, Sl x S2 's and twisted 
circle bundles S1 x%2 S2 over RP2. 



HOMOTOPY INVARIANCE OF HIGHER SIGNATURES 575 

Proof. 

(a) If F has a cellular decomposition without any cells of dimension 
m then Hm(_P;V) vanishes and Assumption 1 is automatically 
satisfied. 

(b) If r is finite then F' is compact and from standard elliptic theory, 
the result of Lemma 2.1 is satisfied. 

(c) If r = 7Ti(i?) and F is connected then in the notation of [31], the 
result of Lemma 2.1 is equivalent to saying that the ra-th Novikov-
Shubin invariant am(F) of F is oo + . In the present case, m = 2. 
Let F = -FitJi^tt • • • WN be the connected sum decomposition of 
F into prime 3-manifolds. From [31, Proposition 3.7.3], 012(F) = 
mhij a2(i?i). Hence it suffices to characterize the prime closed 3-
manifolds F with 012(F) = oo + . If F has finite fundamental group 
then 02(F) = 00 + and the geometrization conjecture says that F 
is a spherical space form. If F has infinite fundamental group 
and 012(F) = 00 + then, assuming the geometrization conjecture, 
[31, Theorem 0.1.5] implies that F has a n i 3 , S2 x R or Sol 
structure. From [31, Theorem 0.1.4], if F has an R3-structure then 
012(F) = 3, while if F has an S2 x R structure then at2(F) = oo + . 
Finally, a slight refinement of [28, Corollary 5] shows that if F has 
a Sol structure then 012(F) < oo + . The claim follows. 

q.e.d. 

Hereafter we assume that Assumption 1 is satisfied. 

L e m m a 2 .3 . There is a cochain complex W* = ©j™0
_ ^% °f 

finitely-generated projective B°°-modules such that 
1. W* is a graded regular n-dimensional Hermitian complex. 

2. The differential Dw : Wm~x -> Wm vanishes. 
3. There is a double homotopy equivalence 

(2.1) / : n*(F;V°°) ^ W* 

which, as an element of (Ü*(F;V°°))* <g> W*, is actually smooth with 
respect to F. 

Proof. The strategy of the proof is to first establish a double ho-
motopy equivalence between Q*(F; V°°) and a simplicial cochain com-
plex, and then to further homotope the simplicial cochain complex in 
order to end up with a graded regular Hermitian complex. We will 
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implicitly use results from [29, Proposition 10 and Section 6.1] concern-
ing spectral analysis involving B°°. Let i f be a triangulation of F. 
Let {C*{K\V°°),DK) be the simplicial cochain complex, a complex of 
finitely-generated free £>°°-modules. We first construct a cochain em-
bedding from C*{K; V°°) to Q*(F; V°°), following the work of Whitney 
[41, Chapter IV.27]. In order to have an embedding into smooth forms, 
we use the modification of Whitney's formula given in [12, (3.4)]. If 
y(2) = l2(T) xTF' then the map W of [12, (3.4)], which is defined in the 
F-setting, gives a cochain embedding W : C*(K;V^) -)• Q*(F;V^) 
which is a homotopy equivalence. Using the same formula as in [12, 
(3.4)], but considering cochains and forms with values in the flat bun-
dle V°°, we obtain a cochain embedding w : C*(K;V°°) -)• ii*(F;V°°) 
which is a homotopy equivalence. Give C*(K;V°°) the induced B°°-
valued Hermitian inner product. 

Using this embedding, let us decompose Ü*(F; V°°) as tt*(F; V°°) = 
C*(K; V°°) © C where C is the orthogonal complement to the finitely-
generated free submodule C*(K;V°°) of fl*(F;V°°). Wi th respect to 

this decomposition, we can write w = I ) and Dp = I 

for some cochain map X G Homgoo ( (C)* , C*+1(K; V 0 0 ) ) . Then the 
complex (C',Dc) is acyclic. Put t ing w = Idc*(r) ®ß°° w : C*(K;V) —> 
Q*(F; V) and doing the analogous constructions, we see that the com-
plex C* ( r ) ®B°O C is also acyclic. 

As C is acyclic, there is a operator 6c1 of degree —1 such that 
(öc) = 0 and Dc^c + 8cDc = I- We claim that we can take öc to 

be continuous. To see this, put Ep = I . It is an element of 
[) L>c 

the space ^ (F; A* (TF) <g>V°°, A* (TF) ®V°°) of #°°-pseudodifferential 
operators of order 1, as defined in [29, Section 6.1]. Pu t C = Ep(Ep)* + 
(EF)*EF, an element of ^2

Boo(F; A*(TF) <g> V°°, A*(TF) ® V°°). 
As C*(T)®ßoo C is acyclic, its differentials have closed image. Hence 

Id c . ( r ) ®B°° EF : n*(F;V) -)• Q*+1(F;V) also has closed image. It 
follows, as in the proof of [29, Propositions 10 and 27], that 0 is iso-
lated in the spectrum of £ , with Ker(£) = C*(K; V°°) © 0. Let G G 
Vgl(F-,A*(TF) (g) V°°, A*(TF) <g> V°°) be the Green's operator for £ . 
Then (EF)*G is an element of ^L(F; A*(TF) ® V°°, A*(TF) ® V°°) 

and can be written in the form (Ep)*G = I r ] . As in usual Hodge 

theory, this operator 8c satisfies (öc) = 0 and Dc^c + öc'Dc = ^-
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It is everywhere-defined and continuous, as (Ep)*G has order —1 in the 
pseudodifferential operator calculus. 

Define q : Ü*(F; V°°) -> C*(K;V°°) by q = (i -XSC>). Then one 
can check that I — qw = 0 and I — wq = Dp A + ADp, where 

A=(° ° 
o Sc 

Furthermore, qA = Aw = 0. Hence w and g define a double homotopy 
equivalence between Ü*(F; V°°) and C*(K;V°°). 

We now show that C*(K; V°°) is double homotopy equivalent to an 
appropriate regular Hermitian complex W* of finitely-generated pro-
jective £>°°-modules. In the even case, the homotopy equivalence to a 
regular Hermitian complex was proven in [20, Proposition 2.4]. In order 
to extend the proof to the odd case, we need Assumption 1. 

Let DK denote the differential on C*(K;V), an adjointable opera-
tor. Using the homotopy equivalence between C*(K;V) and Q*(F;V), 

along with the fact that all of the maps involved in defining the homo-
topy equivalence are continuous, it follows that Assumption 1 is equiv-
alent to saying that the natural surjection Wn(K] V) —> H (K; V) is an 
isomorphism. Equivalently, DK (Cm~l(K; V)) is closed in Cm(K;V). 

Let Cm(K; V) = ITD.(DK) ffi Ker (D^) be the corresponding orthogonal 
decomposition [40, Theorem 15.3.8]. Then the operator DKD*K is in-
vertitale on IVO.{DK) C Cm(K;V) [40, Theorem 15.3.8]. In particular, 
there is some e > 0 such that the intersection of the spectrum of DKD*K 

(acting on Cm(K; V)) with the ball B€(0) C C consists at most of the 
point 0. From [29, Lemma 1], the same is true of the operator DKDK, 

acting on Cm(K;V°°). Define a continuous operator G on Cm(K; V°°) 

by 

G = j _ r l Â 
27ri77 A DKD*K-\' 

where 7 is the circle of radius | around 0 G C, oriented counterclockwise. 

Then G is the Green's operator for DKD*K. Put G = Idc»(r) ®B°° G, 

the Green's operator for DKD*K. 

We claim that DK{Cm-l{K- V00)) is closed in Cm(K;V°°). To see 
this, suppose that {z-i}°^1 is a sequence in Cm~l{K]V°°) such that 
l i m i ^ 0 0 D K ( ^ ) = y for some y G Cm(K;V°°). Let % G Cm~1{K;V) 
and y G Cm(K; V) be the corresponding elements. Then 

DKD*KG(y) = lim DKD*KGDK(zi) = lim BK{%) = y. 
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It follows that DKD*KG(IJ) = y, showing that y G I m ( D x ) . Equiv-
alenti^ the surjection Rm(K;V°°) -)• K (K;V°°) is an isomorphism. 
Similarly, using the fact that D*KGDK acts as the identity on Ivn(D*K) C 
Cm~l(K- V°°), one can show that 1m.(D*K) is closed in Cm-1(K;V0C) 

We recall that (C*(K;V°°),DK) is a Hermitian complex. This 
means that it has a possibly-degenerate quadratic form QK which sat-
isfies conditions 1.- 3. of Definition 1.1 and for which the corresponding 
map $K : C*(K;V°°) -> ( C 2 ™ " 1 " * ^ ; V0 0)) ' is a homotopy equiva-
lence. (Here / denotes the antidual space.) A priori, §K may not be 
an isomorphism. To construct the regular Hermitian complex W*, we 
need to homotope C*(K; V°°) so that the map &K becomes an isomor-
phism. Using the construction of [32, Proposition 1.3], we can construct 
a Hermitian complex Z* which is homotopy equivalent to C*(K;V°°) 
and whose map <&z '• Z* —> (Z2rn~l~*)' is an isomorphism in degrees 
other than m — 1 and m. Looking at the diagram in the proof of [32, 
Proposition 1.3], one sees that C*(K;V°°) is in fact double homotopy 
equivalent to Z*. We again have that the surjection Wn(Z) —> H (Z) 
is an isomorphism, or equivalently, Dz(Zm~l) is closed in Zm. From 
the diagram in the proof of [32, Proposition 1.3L. there is an obvious 
#°°-valued Hermitian inner product on Z*, and Dz = ldc*rr\ (gigoo Dz 
is adjointable. 

Pu t 

(2.2) Wl 

Z% if % < m - 1, 

Ker (Dz : Zm~l —> Zm) if i = m - 1, 

Zm/lm(Dz : Zm~x —> Zm) if i = m, 

Z% if i > m. 

We give W* the differential induced from Z* in degrees other than m — 1, 

and the zero differential in degree m — 1. 
Using the fact that Dz{Zrn~l) is closed in Zrn, it follows as before 

that there is some e > 0 such that the intersection of the spectrum of 
DzD*z (acting on Zm) with the ball Be(0) C C consists at most of the 
point 0. Then with 7 as before, the projection operator ^ L \-D D* 

gives a direct sum decomposition into closed #°°-submodules : 

Zm = Im (Dz : Zm~x —>• Zm) © Ker (D*z : Zm — • Zm~x) . 

Using this decomposition, we can identify Wm with Ker Dz : Zm —> 

Zm-l\ It also follows as before that D*z(Z
m) is closed in Zm~l, and 
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there is a direct sum decomposition into closed #°°-submodules : 

Zm~l = Ker (Dz : Zm~x — • Zm) © Im (D*z : Zm —>• Zm~x) . 

Let p : Z* —> W* be the corresponding projection operator and let 
i : W* —> Z* be the inclusion operator. Let L : Z* —>• Z * _ 1 be the 
map which is an inverse to 

Dz : Im ( Z £ : Zm —>• Z™"1) ->• Im (Z>z : Z" 1 " 1 —>• Z m ) 

on Im (DZ : Z™"1 — • Zm) C Z™, i.e., L = Dz { D Z D Z \ ^ { D ^ ~ \ 

and which vanishes on 
Ker (D*z : Zm —> Zm~l) C Zm and on the rest of Z*. Then one can 
check that p and i are cochain maps, that p o i = I and that i o p = 
I - DZL - LDZ. Also, Li = pL = 0. Thus Z* and W* are doubly 
homotopy equivalent. We give W* the structure of a Hermitian complex 
by saying that §w = i' ° &z ° i- Equivalently, Qw is the quadratic form 
induced from Qz under i : W* —> Z*. Then W* and Z* are homotopy 
equivalent as Hermitian complexes. 

We claim that &w is an isomorphism. This is clear when Qyy acts on 
W*, * ̂  {m — l , r a } , as <&z is an isomorphism in those degrees. Hence 
we must prove the following result: 

S u b l e m m a 2.4 . Suppose that we have a homotopy equivalence $* : 

->. wm~2 ->• Wm~l ->• Wm ->• Wm+l ->• 

4 - 4 - 4 - 4-

->. (wm+1y ->• (wmy ->• ( T y m _ 1 ) ' ->• (wm~2y ->• 

such that <£>* is an isomorphism for * <£ { m - l , m } andD™-1 : r ~ ' - • 
VKm vanishes. Then $ m _ 1 and <&m are isomorphisms. 

Proof. We first show that <trn~l is injective. Suppose that x G 
Wrn~l and <I>m_1(2;) = 0. As <trn~l is an isomorphism on cohomology, 
and [<&m_1(a;)] vanishes in cohomology, there is a y G Wm~2 such that 
x = D™~2y. Then 

(D$)'($m-2(y)) = <S>m-\D™-2y) = 0. 

Hence [&m~2(y)] represents a cohomology class and, as Qm~2 is an iso-
morphism on cohomology, there are some z G Wm~2 and u G (Wm+2)' 
such that -D^Jr z = 0 and 

$™-*(y)-$™-*(z) = (D%+1y(U). 
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Put v = ($ m " 3 ) - 1 (u) . Then 

= 0. 

Thus y - z - D™~3v = 0 and 

-$m-2(D™-3v 

- re+1)'(d>™-

x = D™-2y = D™-2(z + D™~3v) = 0, 

which shows that $ m _ 1 is injective. 
We now show that <&m is injective. Suppose that x G Wm and 

$m(x) = 0. Then 

$m+1(D$x) = (D™-2)'($m(x)) = 0, 

so D^x = 0. Thus x represents a cohomology class. As <&m is an 
isomorphism on cohomology, and [<3>m(a;)] vanishes in cohomology, it 
follows that x G I m ( D ^ _ 1 ) = 0. This shows that $ m is injective. 

We now show that $ m _ 1 is surjective. Suppose that x G (Wm)'. 
As {D^~ )'(x) = 0, there is a cohomology class represented by [x\. As 
(jjm-i j s a n i s o m o r p h i s m on cohomology, there are some y G Wrn~l and 
ZÉ ( W m + 1 ) ' s u c h t h a t 2 ; = $ m - 1 ( y ) + (L>^)'(^). Put w = ( S ™ - 2 ) - 1 ^ ) . 
Then 

x = §m-\y) + ( D ^ ) ' ( $ m - 2 ( « ; ) ) = $ r a _ 1 ( y ) + ^ ^ ( D ™ " 2 ™ ) 
m -
W 

which shows that $ m _ 1 is surjective. 
We finally show that Qm is surjective. Suppose that x G (W 

Put y = ( $ m + 1 ) - 1 ( (D™- 2 ) ' ( a ; ) ) . As [$ m + 1 (y ) ] vanishes in cohomology, 
and <&m+1 is an isomorphism on cohomology, there is some z G Wm 

such that y = D^z. Then 

(D™-2)'(x - $m(z)) = $m+1(D$z) - (D™-2y($m(z)) = 0. 

Thus x—§m(z) represents a cohomology class. As $ m is an isomorphism 
on cohomology, there is some w G Wm such that D^w = 0 and x — 
§m{z) = <&m{w). Hence x = &m(z + w), which proves the sublemma. 

q.e.d. 

To finish the proof of Lemma 2.3, as in [20, Proposition 2.6], one 
can introduce a grading TW SO that (W*, Qw, Tw) satisfies Definition 

*m-\y + D™-2w) 

m-li 
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1.1. Hence we have constructed the desired complex W*, along with a 
double homotopy equivalence / : Q*(F; V°°) —> W*. From this, / is an 
element of (Q*(F;V°°))* ®B°O W*. A priori, it could be distributional 
with respect to F. However, in the proof we constructed / to actually be 
smooth on F, i.e., / G C°°(F; Homßoo(A*TF <g> V°°, W*)). The lemma 
follows. q.e.d. 

Following [30, (3.23)], we define a new n-dimensional complex W* 

by 

{ Wi+1 i f - l < i < m - 2 , 

0 if i = m - 1 or m, 

W1'1 i f m + l < i < 2 r a . 

The differential Dyy induces a differential D^ in an obvious way. We 

also obtain a Hermitian form Q^( - , •) on W by putt ing 

Qw(v^,z^m-1^) = Qwiv^z^-1^) 

for y* G W*, zt2™-1')-! G W^m-^-\ and a duality operator r ^ : W* - • 
fy(2m-l)-j b y p u t t i n g 

The signature operator of W* is defined to be 

(2-4) ^ T = i(Dw'rw + TwDw)-

(The right-hand-side of (2.4) differs from the right-hand-side of (1.3) 
by a sign; the reason for this will become apparent in the formula for 
-D^,gn(e) given below.) 

Let g : W* ->• Çl*(F;V°°) be the dual to / with respect to the 
Hermitian forms, i.e., 

Qw(f(a),z) = QF(a,g(z)). 

Then we leave to the reader the proof of the following lemma. 

L e m m a 2.5. g commutes with the differentials. If f* denotes the 

adjoint of f with respect to the inner products < -, • > ^ and < -, • >w 

then f* = TpgTw 
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Using the isomorphism between W* and W* in (2.3), let 
f : tt*(F; V°°) -)• VF* and £ : P?* - • fi*(F;V°°) be the obvious ex-
tensions of / and g. Define a cochain complex C* = © fc=_! Ck by 

Ck = nk(F; V°°) © Wk. Given e G M, define a differential Dc on C* by 

(2.5) 

Dc 

Dc 

DF 

0 

DF 

-ef 

eg 
~Dv 

0 
-D 

w 

w 

1 

if * < m 

2 
if * > m 

where Dp has been defined in (1.1). Since D^-f = fDp and Dp'g = 
f)D~, we have (Dc)

2 = 0. 
If e > 0 then the complex (C*,Dc) has vanishing cohomology, as can 

be seen by Lemma 2.3 and the mapping-cone nature of the construction 
of (C*, Dc)- Define a duality operator TC on C* by 

(2.6) TC 
Tp 0 

0 T VF 

There is also a Hermitian form Qc : Ck x C*(2m x) fe —> ß°° given by 

Qc({a, v), (ß, z)) = QF(a, ß) + Q^{v, z). 

Note that C has formal dimension 2m — 1. We obtain a Hermitian inner 
product on C* by 

< T >c= QC(-,TC-)-

The signature operator of (C*, Dc) is defined to be 

sign C %{TCDC + £>CTC) 

and is given on the degree-j subspace by 

P sign I DpTp + TpDp 

0 

(2.7) 

+ * 

y W W ^ WW 

if j < m — | 

if j > m 
2 

If e > 0, it follows from the vanishing of the cohomology of C* that 

>?»(e))
2 

VSçgn(e) is an invertible self-adjoint £>°°-operator. Namely, Vs
c 
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is the Laplace operator DcD*c + D*CDQ on C*. From the method of 
proof of [29, Propositions 10 and 27], the vanishing of the cohomology 
of C* implies the invertibility of DcD*c + D*cDc-

We are now in a position to recall the definition of the higher eta 
invariant. Suppose that F satisfies Assumption 1. Define the space 
Q*(£>°°) of noncommutative differential forms as in [26, Section II]. 
Define a rescaling operator 1Z on Q*(£>°°) which acts on ÇÎ2j(B°°) as 
multiplication by (2TTÌ)~:' and acts on ÇÎ2j-i(B°°) as multiplication by 
(2m)-i. 

Let 
V n : tt*(F; V°°) -+ fii(B°°) ®B°° Q*(F;V°°) 

be the connection constructed in [26, Proposition 9], in terms of a func-
tion h G CQ°(F') such that X^yer 7 ' h = 1. (Recall that F' is a normal 
r-cover of F.) As in [30, (3.28)], let 

(2.8) Vw : W* ^ni(B°°)®Boo W* 

be a connection on W* which is invariant under TW and preserves Qw-

Let_ Vw* be the obvious extension of Vw to W* and put V e = V ° © 

Vw\ 

Let Cl(l) be the complex Clifford algebra of C generated by 1 and 
CT, with a2 = 1, and let STRci(i) be the supertrace as in [22]. Let 
e G C°°(0, oo) now be a nondecreasing function such that e(s) = 0 for 
s G (0,1] and e(s) = 1 for s G [2, +oo). Consider 

7fr(S) = - ^ S T R C 1 ( 1 ) (JL[asVpa(e(s)) + Vc}^ 
(2.9) 

The higher eta invariant of F is, by definition, 

• e x p [ - ( a S ^ g n ( e ( S ) ) + V e ) 2 ] G O e v e n (ß 

oo 

(2.10) 7 ^ = / ^ ( S ) d S G Ö e v e n ( ß 0 0 ) / d Ö o d d ( ß 0 ° ) -
o 

It is shown in [30, Proposition 14] that r\p is independent of the par-
ticular choices of the function e, the perturbing complex W* and the 
self-dual connection Vw. Definition (2.10) can be seen as a way of 
regularizing the a priori divergent integral 

(2.11) -j=K r ° S T r C i ( i ) (-^[asVsì^ + V]\exp[-(asVsì^+V)2]ds 
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coming from the signature operator "Dslsn of F. It is not clear that the 
integrand in (2.11) is integrable for large s, as the spectrum of £)slsn 

may include zero. To get around this problem, we have first added the 
complex W*, whose higher eta-invariant formally vanishes by a duality 
argument. Then we have perturbed the direct sum differential so that 
for large s, we are dealing with the invertible signature operator £>^g n(l). 

The invertibility of 2?^gn(l) ensures that the integrand in (2.10) 
is integrable for large s; see the proof of [29, Proposition 28] in the 
analogous but more difficult case of the analytic torsion form. From 
[27, Proposition 26], the integrand in (2.10) is integrable for small s. 

Remark . A different regularization of (2.11) has been proposed in 
[25] using the notion of symmetric spectral section. See the Appendix for 
an informal argument showing the equality of the two regularizations. 

The higher eta-invariant satisfies 

(2.12) dr)F = / L{RF/2TT) A u, 
F 

where the closed biform u G Q*(F) (g> Q*(£>°°) is given in [26, Section 
V]. In fact, LO is the image of an element of Q*(F) ® Q*(Cr) under the 
map 0*(Cr) —> fî„,(jB°°). (This follows from the fact that the function h 
used to define V n and ui from [26, (40)] has compact support on F'.) By 
abuse of notation, we will also denote this element of Q* (F) (g> Q* (CT) by 
co. It satisfies the property that if ZT is a cyclic cocycle which represents 
a cohomology class r G H*(r ;C) then (UJ,ZT) G Q*(F) is an explicit 
closed form on F whose de Rham cohomology class is a nonzero constant 
(which only depends on the degree of r ) times v*r. 

Convent ions . Let us take this occasion to establish our conven-
tions for Chern characters. If V is a connection on a vector bundle then 
its Chern character is 

ch(V) = T R (e'^Ti J = n TR ( e " y 2 ) . 

The de Rham cohomology class of ch(V) is the representative of a 
rational cohomology class. Similarly, the de Rham cohomology class 
of the L-form L(RF/2ir) lies in the image of the map H*(i?;Q) —>• 
H*(i?;M). If A is a superconnection then its Chern character is ch(A) = 

KSTR(e-A2\ 



HOMOTOPY INVARIANCE OF HIGHER SIGNATURES 585 

3. T h e higher e ta invariant of an even-d imens iona l manifold 

Before dealing with the case of even-dimensional F, we introduce the 
notion of a Lagrangian subspace of a £>°°-module. Let H be a finitely-
generated projective £>°°-module with a nondegenerate quadratic form 
Q H : H X H - > £>°° such that Qn(bx,y) = bQH_(x,y) and Qji(x,y)* = 
Qn(y,x). A Lagrangian subspace of H is a finitely-generated projective 
£>°°-submodule L on which Q H vanishes, such that L equals L^, its 
orthogonal space with respect to Q H - Equivalently, let L be a finitely-
generated projective #°°-submodule of H. Let L' be the antidual to 
L, i.e., the set of JR-linear maps I' : L ->• B°° such that l'(bl) = l'(l)b* 
for all b G B°° and / G L. Here V is also a left £>°°-module, with the 
multiplication given by (al1)(I) = al'(I). Then for L to be a Lagrangian 
subspace of H amounts to the existence of a short exact sequence 

(3.1) 0 —> L —^ H —> L' —>0 

whose maps are an injection i : L —> H and its antidual (with respect 
to Q H ) *' : H - • L'. 

If C is a finitely-generated projective ß°°-module then there is a 
canonical quadratic form on £ © £ given by 

Q ( J l + J Ì , * 2 + * 2 ) = * ì ( * 2 ) + (*2(*l))*-

It has a canonical Lagrangian subspace given by £ (In what follows, it 
will in fact suffice to take C of the form {B°°)N.) A stable Lagrangian 

subspace of H is a Lagrangian subspace L of % = H © ( £ © £ ' ) for some £ 
as above. We say that two stable Lagrangian subspaces of H, L\ C %i 
and 1/2 C 'N.2, are equivalent if there are £3 and £4, and an isomorphism 
j : Hi © £3 © £ 3 —> I-L2 © £4 © £4 of quadratic form spaces, such that 
j ( L i © £ 3 ) =L2®£. 

Now suppose that F is a closed oriented manifold of dimension n = 
2m. Let v : F —>• 5 r be a continuous map as before. We make the 
following assumption: 

A s s u m p t i o n l . a . The natural surjection Hm(_P; V) —> Hm(_P; V) 
is an isomorphism. 

L e m m a 3 . 1 . If F is equipped with a Riemannian metric then As-
sumption l.a is equivalent to saying that the differential form Laplacian 
on Vtm(F') has a strictly positive spectrum, on the orthogonal comple-
ment of its kernel. 



586 E. LEICHTNAM, J . L O T T & P . PIAZZA 

Proof. We give an outline of the proof. Let Q'LJF;V) denote the 
completion of Q*(F;V) as a C*(r)-Hilbert module. Assumption 1 is 
equivalent to saying that the differential DF : üm~1(F;V) -> ttm(F;V) 

has a closed image. From arguments as in [29, Propositions 10 and 27], 
this is equivalent to saying that DFDF has a strictly positive spectrum 
on I m ( D F : fijg-^F; V) -> fi^-P; V)). Then by Hodge duality, D*FDF 

has a strictly positive spectrum on Ç17L (F; V)/Ker(DF). Again as in the 
proof of [29, Propositions 10 and 27], under Assumption l.a there is an 
orthogonal direct sum decomposition of closed C*(r)-Hilbert modules 

Q'^F; V) = Ker(DFD*F + D*FDF) © lm{DF) © fi^}(F; V)/Ker(DF). 

Thus DFD*F + D*FDF has a strictly positive spectrum on the orthogonal 
complement of its kernel. The lemma now follows as in the rest of the 
proof of Lemma 2.1. q.e.d. 

Hereafter we assume that Assumption l.a is satisfied. The proof of 
the next lemma is similar to that of Lemma 2.3, but easier, and will be 
omitted. 

L e m m a 3 .2 . There is a cochain complex W* = ®j™0 W% of finitely-
generated projective B°°-modules such that 

1. W* is a graded regular n-dimensional Hermitian complex. 
2. The differentials Dw : Wm~l ->• Wm and Dw : Wm -+ Wm+l 

vanish. 

3. There is a double homotopy equivalence 

(3.2) f:Q*(F;V°°) ^ W* 

which, as an element of (Q*(F; V00))* <g> W*, is actually smooth with 
respect to F. 

For brevity, let us denote H m ( i ? ;V°°) by H. Then H is a finitely-
generated projective £>°°-module which is isomorphic to the module Wm 

of Lemma 3.2. The quadratic form QF restricts to a nondegenerate 
quadratic form Q H - The grading operator TF induces a grading operator 
TH on H. Let H ± be the ±l-eigenspace of TR. Pu t H = C*(T) ®ßao H, 
and similarly for H . 

L e m m a 3 .3 . The index of the signature operator on F equals 

H + - H £KQ(C;(T)). 
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to show that the index of the signature operator V-s ' of W* vanishes. 

Proof. Put W = C;\Y) (g)ßoo W*. The index of the signature 
operator of F equals the index of the signature operator of the complex 
W [20, Theorem 4.1] and is independent of the choice of grading oper-
ator T [20, Proposition 3.6]. Hence we may work with the complex W . 
Consider the regular Hermitian complex W* = (Bi^émW . It is enough 

To show this, define an operator ß on W* by 

if w G Wl,i < m, 
ß[w) = —. 

if w G Wl,i > m. 

Then fi2 = 1, ij,Vs3n = £>~gnß and /IT^ + r^ / i = 0. Let W£ be the ±1 

eigenspaces of T^. Then ß induces an isomorphism from W+ to Wl 

and so Ind(PÌg n '+) = [W$\ - [Wl] = 0. q.e.d. 

We make the following further assumption. 

Assumption l .b . Wn(F;V°°) admits a (stable) Lagrangian sub-
space. 

Lemma 3.4. Given Assumption l.a, Assumption l.b is equiva-
lent to saying that the index of the signature operator on F vanishes 
in K0(C;(T)). 

Proof. In general, if £ is a finitely-generated projective ß°°-module, 
put £ = C*(r) (g)goo £. If h is a £>°°-valued Hermitian metric on £, let 
h be its extension to a C*(r)-valued Hermitian metric on £. Define 
1 : £ ->• ~C! by 

(3.3) (l(h))(h) = h(luh). 

Put 
_ _ (0 I-1 

Tc®c' x 0 

If ( £ © £ J denotes the ±1 eigenspaces of T-* -g then ( £ © £ ) + is 

isomorphic to ( £ © £ ) " , under x + T{x) —> x — X(x). 
Suppose that Assumption l.b is satisfied. Then there is some finitely-

generated projective £>°°-module £ such that Hffi£ffi£' has a Lagrangian 
subspace L. Give H © £ © £ the grading operator T-^ © T-~ -~L Then 
from what has been said, 

(3.4) [H+] - [H~] = [(H © £ © £')+] - [(H © £ © Z')"] 
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in KQ(C*(T)). However, as the element of KQ(C*(T)) coming from 
H © £ © C is independent of the choice of the grading operator r , we 
can use L to define a grading operator on H © C © C , as in (3.3), to see 
that [ ( H © Z © Z ' ) + ] - [ ( H © Z © Z ' ) - ] = 0 in KQ(C*(F)). From (3.4) 
and Lemma 3.3, this implies that the index of the signature operator 
on F vanishes in K0(C*(T)). 

Now suppose that the index of the signature operator on F vanishes 
in KQ(C*(T)). Then there is some N > 0 such that H + © C*(T)N is 
isomorphic to H " © C*(F)N. We can take the isomorphism j : H © 
C*(T)N —> H © C*(T)N to be an isometry. Using arguments as in 
[22, Appendix A], we can assume that j = j (gißoo I for some isometric 
isomorphism j : H+ © (B°°)N ->• H " © (B°°)N. Then graph(j) is a 
Lagrangian subspace of H © (B°°)N © (B°°)N. Thus Assumption l.b is 
satisfied. q.e.d. 

Corollary 3 .5 . Given Assumption La, if F is the boundary of a 
compact oriented manifold M and v extends over M then Assumption 
l.b is satisfied. 

Proof. This follows from the cobordism invariance of the index, 
along with Lemma 3.4. q.e.d. 

L e m m a 3.6 . 

(a) If F has a cellular decomposition without any cells of dimension 
m then Assumptions La and Lb are satisfied. 

(b) If r is finite and the signature of F vanishes then Assumptions 

La and Lb are satisfied. 

(c) Let F\ and F% be even-dimensional manifolds, with F\ a connected 
closed hyperbolic manifold and F^ a closed manifold with vanishing 
signature. Put T = ni(Fi). If F = F\ x F% and v is projection 
onto the first factor then Assumptions La and Lb are satisfied. 

Proof. 

(a) If F has a cellular decomposition without any cells of dimension 
m then Bm(F;V) vanishes and Assumptions l.a and l.b are au-
tomatically satisfied 
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(b) If r is finite then F' is compact and from standard Hodge theory, 
the result of Lemma 3.1 is satisfied. From Lemma 3.4, it remains 
to show that F has vanishing index in KQ(C*(T)). NOW KQ(C*(T)) 

is isomorphic to the ring of complex virtual representations of T. 
Given a representation p : V —> U(N), the corresponding compo-
nent of the _K"o(C*(r))-index is the usual index of the signature 
operator acting on Q* (F') ®p C

N. By the Atiyah-Singer index the-
orem this equals N times the signature of F, and hence vanishes. 

(c) From [13], the spectrum of the differential form Laplacian on the 
hyperbolic space F\ is strictly positive on the orthogonal comple-
ment of its kernel (which is concentrated in the middle degree). 
Then by separation of variables and using the fact that the uni-
versal cover i<2 is compact, it follows that the result of Lemma 
3.1 is satisfied. From Lemma 3.4 and the multiplicativity of the 
index, along with the vanishing of the signature of F2, we obtain 
that Assumption l.b is satisfied. 

q.e.d. 

Hereafter we assume that H admits a stable Lagrangian subspace. 
Let L C H © £ © £ ' be one such. We define a new complex W* by 

Wi+1 i f - l < i < m - 2 , 

L if i = m — 1 

0 if % = m 

V if % = m + 1 

W1'-1 if m + 2 < i < 2 m + 1. 

(3.5) W'1 

There is an obvious extension of Dyy to a differential D^ and obvious 

extensions of Qw and TW to W, at least on the part of W that does not 

involve L or L'. Define Q^ : L x V -> B°° by Q ^ ( U ' ) = (*'(*))*• L e t 

h be the ß°°-valued Hermitian metric on L induced from H © £ © £ ' . 

Define T ^ : L —> V by ( T ^ ( I I ) ) (I2) = h(h,l2)- Let r ^ : L' —> L be the 

inverse. Then we obtain a well-defined triple (D^, Q^,T^) on W. 

Let Q*(F; V°°) © £ © £ ' be the direct sum cochain complex, with 
£ © £ ' concentrated in degree m. Recall the notation i and i' for the 
maps in (3.1), where H is again H m (F ;V°° ) = H m (F ;V°° ) . Let X : 
H m ( i ? ; V°°) —> Qm(F;V°°) be the inclusion coming from Hodge theory 
and let 1* : Qm(F; V°°) ->• Rm(F; V°°) be orthogonal projection. Define 
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/ : n*(F; V°°) © £ © £ ->• W* to be the obvious extension of / outside 
of degree m, and to be given in degree m by f(oj + I + V) = (i' o 
X*)(u) G t^ m + 1 . Define 5 : W* -)• fi*(F;V°°) © £ © £' to be the 
obvious extension of g outside of degrees m — 1, m and m + 1, to be 
given in degree m — 1 by #(/) = (X o i)(/) G Çlm(F; V°°) and to vanish 
in degrees m and m + 1. Define a cochain complex C = ® fc=_! Cfe by 
C* = Q*(F; V°°) © £ © £ ' © VF*. Given e G M, define a differential Dc 

on C by 

(3.6) ;
 w 

£>c = ? if* > m. 

We can then define TO, Q C and ©^"(e) in analogy to what we did in 
the odd-dimensional case. 

We put 

rfF(a) =TZSTR(J-[sV^(e(s)) + Vc])j 

( 3-7 ) • e x p [ - ( ^ n ( e ( S ) ) + V c)2] 

G Qodd(ß°°) 

where STR is the supertrace and V e is a self-dual connection as before. 
The function e(s) is the same as in the odd-dimensional case. 

The higher eta invariant of F is, by definition, 

(3.8) rjF = / rjF(s)ds G Qodd(B
00)/dnevea(B°°). 

o 

As in [30, Proposition 14], r\p is independent of the particular choices 
of e, the perturbing complex W* and the self-dual connection Vw. It 
satisfies (2.12). 

Let us consider how r\p depends on the choice of (stable) Lagrangian 
subspace L. For the moment, let us denote the dependence by rjp(L). 
From equation (2.120, if L\ and L2 are two (stable) Lagrangian sub-
spaces then d(r]F(Li) — TJFÌL^)) = 0. Thus rjp(Li) — 7^(-^2) represents 
an element of H0<jd(#°°)- To describe it, we construct a characteristic 
class coming from two (stable) Lagrangian subspaces. 

Let H be a finitely-generated projective £>°°-module as above, equipped 
with a quadratic form QH- For simplicity, we will only deal with honest 
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Lagrangian subspaces of H; the case of stable Lagrangian subspaces can 
be dealt with by replacing H by H © (B°°)N © (B°°)N. 

As in the proof of Lemma 3.4, after choosing a grading TH, the set of 
Lagrangian subspaces of H can be identified with Isonigoo (H + , H~), the 
set of isometric isomorphisms from H + t o H~. If J i , J2 G Isonigoo(H+ ,H_) 
then ji o j ~ G Isonißoo(H~,H~). Now Isonigoo(H_ ,H_) is homotopy-
equivalent to GLgoo(H~). Hence given two Lagrangian subspaces L\ 
and L2 of H, we obtain an element of no (GLgoo(H -)) represented by 
ji o j ~ . Let [L\ — L2] denote its image in Ki(B°°) = -KQ (GLgoo(oo)). 

Propos i t i on 3 .7 . 

rjF{L{) - ?jF{L2) = ch([Lx - L2]) in H o d d (ß°° ) . 

Proof. Fix, for the moment, a Lagrangian subspace L of H. Writing 
L = graph(j) with j G Isonigoo(H+, H~), we can identify L, and hence 
L', with H + . Under these identifications, the short exact sequence (3.1) 
becomes 

0 —> H+ —> H+ © H - —> H+ —> 0. 

To describe the maps involved explicitly, let us consider this to be a 
graded regular 2m-dimensional Hermitian complex £* concentrated in 
degrees m — 1, m and m + 1. Then the maps are given by saying that 
if h+ G £m~l then D£(h+) = ^.(h+,j(h+)), while if (h+,h-) G £m 

then D£(h+,h-) = ^(-h++j-1(h-)). If (h+,h-),(k+,k-) G £m 

then Qe((h+, h-), (k+,k-)) = (h+,k+) - (h-,k-), while if h+ G £m~l 

and k+ G £m+1 then Qe(h+,k+) = (h+,k+). If (h+,h-) G £m then 
Ts{h+,h-) = (h+,—h-), while T£ : £m±1 —>• £™Ti \s the identity map 
o n H + . 

The connection V H , induced from V n , breaks up as a direct sum 
V H © V H . We choose to put the connection V H on both £ m _ 1 and 
£m+i ^Ye o ^ a i n a self-dual connection V £ on £. 

It is convenient to perform a change of basis by means of the iso-
morphism 

K, : £m~l © £m+l -+ H+ © H -

given by 

JC(oi,o2)= -y=(oi-o2,j(oi+o2)). 

One can compute that the signature operator T>£ = Dg — T^D^TS acts 
as K on £m~l © £m+1, and as /C"1 on £m = H+ © H " . Thus using the 
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isomorphism K, to identify £m l © £m+l with H+ © H , the signature 
operator T>£ acts on the total space 

gm 0 (gm-1 e £m+l) ^ (R+ Q R - ) Q (R+ Q R - ) 

/ Q J 0 j \ 
as T T _ . We note that this is indeed an odd operator with 

I®I 0 p 

respect to the Z2-grading, as the induced duality operator on the second 
H+ © H~ factor is ÏCT£ÏC~1 = (—7", I). One can compute that in the new 
basis, the connection V^ becomes 

/CV^/C"1 = (VH+ © VH") © (VH+ © j V ^ r 1 ) -

We now consider the complex C* = Q*{F; V°°) © £ © £ ' © W* used 
to define rjp. Then £* is a subcomplex of C* and there is a direct sum 
decomposition C* = £* © (£*)'L. As a Z2-graded vector space, we have 
shown that C* is isomorphic to (H+ © H") © (H+ © H ) © (£*)±, re-
gardless of L. For s > 0, put As = sT>s^n (e(s)) + Ve*, thought of as 
a superconnection on this Z2-graded vector space. With our identifi-
cations, the 0-th order part of As, namely s'D^,gn(e(s)) is independent 
of L. Furthermore, for large s, the operator -D^,gn(e(s)) is invertible. 
However, the connection part of As, 

(3.9) V e = (VH+ © VH") © (VH+ © j V ^ i " 1 ) © V £ ± , 

does depend on L through the map j : H+ —> H~. 
We are reduced to studying how rjp depends on the connection 

part of the superconnection. In general, if {A(u)}uer0)ii is a smooth 
1-parameter family of superconnections of the form 

i=o 

and we put 

Eal_iAb-](u) 
3=0 

then from [27, (49)], modulo exact forms, 

—r](s)= —nSTR—^e-A>. 
au as du 



HOMOTOPY INVARIANCE OF HIGHER SIGNATURES 593 

Hence, when it can be justified, 

—ri= llSTR—^e-A» 
du du du s=0 

Now consider two Lagrangian subspaces L\ and L2 of H. Choose a 

1-parameter family {VW*^u'}ue[o,i] of self-dual connections on W* such 

that V ^ * ( l ) is the connection coming from L\ and V^*(0) is the con-
)Sig 

0. For small s, the complexes 

Q*(F; V°°) and W* decouple. After making a change of basis as above, 

the only w-dependence of As (it) arises from the u-dependence of Vw . 

Hence 

nection coming from L2. In our case, the invertibility of 2?^gn(e(oo)) 

implies that ftSTR^e" 

du s=o du 

and so 

VF(LI) - Î]F(L2) = - ftSTR^—e-(vW )2rfn. 
o « u 

Let J i , j2 G Isonißoo(H+ ,H~) be the maps corresponding to L\ and L2. 

Recall that \L\ — L2] denote the element of Ki(B°°) = TTQ (GLgoo(oo)) 

corresponding to jioj~ . As — f0 1Z STR du e_ (-v ' du is the Chern 

character of j\oj~ [14, Definition 1.1], the proposition follows. q.e.d. 

Remark . In Assumption l.b of the introduction, instead of assum-
ing that the index Indi? of the signature operator vanishes in KQ(C*(T)), 

for our purposes it suffices to assume that it vanishes in _K"o(C*(r))(g>zQ. 
If this is the case then there is an integer N > 0 such that N Indp van-
ishes in KQ(C*(T)). We can then take N disjoint copies of F, choose 
a (stable) Lagrangian subspace of CN <g) H, go through the previous 
construction of rjp and divide by N. 

4. Manifo lds w i t h boundary: the p e r t u r b e d 
s ignature operator 

Let M be a compact oriented manifold-with-boundary of dimension 
2m. We fix a non-negative boundary defining function x G C°°(M) for 
dM and a Riemannian metric on M which is isometrically a product 
in an (open) collar neighbourhood U = (0, 2)x x dM of the boundary. 
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We let fî*(M) denote the compactly-supported differential forms on the 
interior of M. 

Let r be a finitely-generated discrete group. Consider a continuous 
map M —T- -Br, with corresponding normal T-cover M' —> M. Let B°° 
be a subalgebra of C*T as in Section 1. 

We consider the following bundles of left modules over M: 

V = C;{T)xTM' V00 = B00xrM', 

and denote their restrictions to the boundary dM by Vo and Vg°. We 
suppose that Assumption 1 of the introduction is satisfied, with F = 
dM. Under this assumption, we shall define, following [30, Appendix 
A], a perturbation of the differential complex on M. We shall also give 
the product structure, near the boundary, of the associated signature 
operator. 

Using Assumption 1 and following the construction of the previous 
section with F = dM, we obtain a perturbed differential complex on the 
boundary dM; this complex is constructed in terms of a graded regular 
Hermitian complex W* which is homotopy equivalent to Çl*(dM; VQ°). 

N o t a t i o n . We shall denote the complex on the boundary by QJ; 
thus CQ = tt*(dM; VQ°) © W*. In general, we let the subscript 0 denote 
something living on dM. 

Equation (2.7), with F = dM, defines an inverüble boundary-
signature operator 

D^ g n ( l )o : Ü * ( 9 M ; V 0 ° ° ) ® r -)• Q*(dM; V0°°) © W*. 

We wish to realize 'D^,gn(l)o as the boundary component of the signature 

operator 2?^g n(l) associated to a perturbed complex (C*,Dc) on M. 

To this end, consider the Hermitian ß°°-cochain complex f2*(0, 2) © W. 

We imitate the results of (1.4), thinking of W as algebraically similar 

to Q*(dM;Vo°). Thus, we have objects Q&ig, raig and D a ig defined on 

O*(0, 2) © W by the formulas in (1.4), replacing the "9M" on the right-

hand-side of (1.4) by "W" and changing the sign of D^. Recalling that 

a = i'a'a, we thus have 

f2 

Qalgidx A a, 1 Aß) = Q^(a(x),ß(x))dx, 
Jo 

f2 — 
Qaig(l A a, dx Aß) = Q^(a(x),ß(x))dx, 

o 
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(4.1) 

dx A T^rpâ, Talg( l A Of) 

Ta\g(dx A a) 

Adg( l A a ) 

DgXg(dx A a) 

One easily checks that the dual to Da\„, with respect to Qaig? is 

(1 A -D^a) + (dx A dxa) 

dx A iD^a. 

D' A alg ~~ -^alg-
Define a new ß°°-cochain complex C* by 

C* = O * ( M ; V ° ° ) © ( O * ( 0 , 2 ) ê t ? * ) . 

It inherits objects Qc-, TC and Dc from the direct sum decomposi-
tion. Consider the open collar U of dM, with U = (0, 2) x dM. The 
bundle V°°\u is isomorphic to (0,2) x VQ°. Using this isomorphism, 
we can identify the elements of Q*(M;V°°) with support in U, with 

fì*(0,2)®fì*(oM;V§°)-
Now we construct a perturbation of the differential Dc to an "al-

most" differential on the complex C*. Let <f) G C°°(0,2) be a nonin-
creasing function satisfying (f>(x) = 1 for 0 < x < \ and (f>(x) = 0 for 
\ < x < 2. Using Assumption 1, we construct a homotopy equivalence 
/ : Q*(dM; V0°°) - • W* with adjoint g : W* ^ Q*(dM; V0°°), exactly as 
in (2.1) of Section 2 (but with F = dM). We define / : Q*(dM; V0°°) - • 
W* and g : W* ->• ft* (<9M; V£°) as in Section 2. We extend / a n d <? to 
act on fi*(0, 2) ® Q*{dM; V0°°) and fi*(0, 2) ® 1?*, respectively, by 

/ (w 0 + dx A wi) = / (w 0 ) - i dx A / (wi ) 

and 

g(tüo + da; A wi) = g(u>o) — i dx A 5(101). 

Using the cutoff function <f> and the product structure on U, it makes 
sense to define an operator on C* by 

if * < m — 1, 

(4.2) D c if m, 

if * > m + 1. 
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Note that (De)2 ^ 0, as cf> is nonconstant. With our conventions, we 
have 

Dc + (De)* = DC- TCDCTc • 

The next lemma follows from the same calculations as at the end of 
Section 1. 

Lemma 4.1. Define an operator 0 on O*(0,1/4) (g> CQ by 

G((l A a) + (dx A ß)) = (1 A - r ^ l ß ) + (dx A i ^ a ) . 

XTien w/îen restricted to U, we can write Dçj + (De)* in the form 
Dc + (Dc)* = &(dx + H). Define an isomorphism $ from 
C7C°°(0,1/4) <g> C0* to iÄe +l-eigenspace E+ C îî*(0,l/4) (g) C0* of TC 

by 
$(a) = (cfe A a) + Tc(dx A a). 

Then 
<s>-iH\E+$ = v^(i)0 

and 
(DC + (DC)*)+ = e • $(0, + ^ ( ì j o ) ^ - 1 . 

Notation. We shall denote the signature operator Dc + (Dc)* by 
psign rp^g c o n^ e n^ 0£ ^ g above lemma is that the boundary operator 

corresponding to Vs^n is precisely the odd perturbed signature operator 
(2.7) introduced in Section 2 for closed manifolds, with e = 1. 

5. The conic index class 

We wish to apply the formalism of Hilsum-Skandalis [16] to show 
that the higher signatures of manifolds-with-boundary are homotopy-
invariant. The approach of [16] is to show that the index of an appro-
priate Fredholm operator is homotopy-invariant. In particular, to apply 
the results of [16, Sections 1 and 2], we need to have an operator with a 
C*(r)-compact resolvent. For this reason, we will replace the product 
metric on (0, 2) x dM with a conic metric. Recall that M has dimension 
2m. 

We keep the notation of Section 4 and assume that dM satisfies 
Assumption 1. We take an (open) collar neighborhood of dM which 
is diffeomorphic to (0,2) x dM. Let tp G C°°(0,2) be a nondecreasing 
function such that <p(x) = x if x < 1/2 and <p(x) = 1 if x > 3/2. Given 
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t > 0, consider a Riemannian metric on int(M) whose restriction to 
(0, 2) x dM is 

(5.1) gM = t~2dx2+ ip2(x)gdM-

We have a triple (Q,D,T) for ft*(M;V°°) as in (1.4), with the dif-
ference that r is now given on O*(0, 2) (g> Q.*{dM) by 

T ( 1 A a) = dœ A r V (a : ) 2 m " 1 _ 2 | a | TaM«, 

r(da; A a ) = 1 A r t 2 7 " - 1 ) ^ ) 2 " 1 - 1 - 2 1 " ^ ^ « -

We define Qaig and D a ig as in (4.1). We modify raig of (4.1) to act on 

ft*(0,2) g l ? * by 

r a l g ( l A a ) = à A t " 1 ^ ) ^ - x))2™-1-2^^, 

Talg (da; A a) = 1 A r ^ - ^ t ^ x ) ^ - a ,))2m-i-2|«| Twa-

That is, we metrically cone off the algebraic complex at both 0 and 2. 
Then we obtain a direct sum duality operator TC on 

C* = ft*(M; V°°) © ft*(0, 2)®W 

and a corresponding "conic" inner product on C*. 
By the definition of the ß°°-module associated to ft*(M;V°°) (en-

dowed with the conic metric above), the following maps are isometries: 

J'p : Cc°°(0,1/2) <g> (iV-l{dM- V0°°) © ÜP(dM-V^)) 

^ f t ^ ( ( 0 , l / 2 ) xdM-V°°) 

J^P-I^P) = ( ( fcrAr ' /V- 1 -^- 1 ) /^ . ! ) 

+ (lAi1/V-(2m-1>/VP) . 

Similarly, by definition, the following maps are isometries: 

Jp : Cc°°(0,1/2) <g> ( T ^ - 1 © t?p) ->• 0 (îîg(0,1/2) g t? r 

J p K " 1 , ^ ) = (da; A t - i /V- 1 -^" 1 - 1 ) / 2«^- 1 ) 

+ ( i A t 1 / V - ( 2 m - 1 ' / V ) . 
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Put 

We define an "almost" differential D£?ne on the conic complex 

C* = fi*(M; V°°) © (fi*(0, 2) ê W*) 

by the same formula as in (4.2). Let C?2N denote the completion of C* 

in the sense of C*(r)-Hilbert modules. 

L e m m a 5 .1 . D£?ne is a regular operator in the sense of [2, Defini-
tion 1.1] when acting on C?2y 

Proof. We give a sketch of the proof and omit some computational 
details. We will use throughout the general fact that if T is a regular 
operator and a is an adjointable bounded operator then T + a is a 
regular operator. This is proven in [39, Lemma 1.9] when T and a are 
self-adjoint, but one can check that the proof goes through without this 
additional assumption. In addition, it follows from [15, Lemme 2.1] that 
a compactly-supported change in the Riemannian metric does not affect 
the regularity question. Hence, for simplicity, we will only specify our 
Riemannian metrics up to a compactly-supported perturbation. 

We define three new complexes. Put 

C* = (f i*(-00, oo) ê n*(dM; Vo)) © (p*c(-oo, OO) g t ? * ) , 

CI = (fi*(0, oo) ® n*(dM; Vo)) © (fi*(0, oo) ê W*) , 

C; = fi*(((-oo,0] xdM)UdMM;V)® ( f i* ( -oo , 2) g t ? * ) . 

For 1 < i < 3, the differentials Dci will roughly be of the form (4.2), 
but the "coupling" between the geometric and algebraic subcomplexes 
will depend on i. Namely, DQ will be uncoupled on (—oo,0) and fully 
coupled on (1/4, oo). The differential Dc2 will always be fully coupled. 
The differential Dc3 will always be completely uncoupled. The metric 
on CI will be product-like on (—oo,0) and conic on (1/2, oo). The 
metric on C?A will be fully conic on (0, oo). The metric on C | will be 
product-like on (—oo, 0), and conic on its algebraic part for (3/2, 2). Let 
Cj*c2) be the completion of C* in the sense of C* (r)-Hilbert modules. 
By abuse of notation, we will also let Dc{ denote the densely-defined 
differential on C*<2y 
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We claim that DQ2 is regular, when acting on C'2 ,2N . It is not hard 
to show that DQ2 is closable and that D£, is densely defined. It re-
mains to show that I + D*c Dc2 is surjective. To see this, we can use 
separation of variables and adapt the functional calculus of [8, Sec-
tion 3] to our setting. That is, it is possible to write down an ex-
plicit inverse to I + D*c^Dc2- Namely, as in [8, p. 586], we can span 

fi*(0, oo) ® Ul*(dM; V0) © W*) by forms of type 1-4, E and O. As in 
[8, p. 587], the operator I+D*c^Dc2 acts as the identity on forms of type 
2, 4 and O and as I + D*c DQ2 + DQ2D*C on forms of type 1, 3 and E. 
Then using the equivalent of [8, (3.37) and (3.40)], one can write down 
an explicit inverse to I + D*c DQ2 + Dc2D*c, when acting on forms of 
type 1, 3 and E. (The spectrum of the transverse Laplacian is discrete in 
[8], but in our case the spectrum of the Laplacian on Q*(dM; Vo) ffi W* 

is generally not discrete. Thus one must make the notational change 
of replacing the eigenvalue sums in [8] by a functional calculus.) This 
proves the claim. 

We claim that DQ3 is also regular, when acting on C^ ,2y To see this, 
let dc3 denote the differential on QLN(( (—OO,0] xdM)L)gMM). It follows 
from the analysis in [1] that dc3 is regular. Hence, for any N G N, dc3 

Idjv is regular when acting on ^ 2 ) ( ( ( - o o , 0 ] x dM) UdM M) <g> C*(T) 

Now we can find some N > 0 and a projection p G C°°(M; MN(C*(T))) 

so that V = lm(p). Taking p to be a product near dM, we can extend 
it to a projection p G C°°( ( ( -oo ,0] x dM) UdM M;MN(C*(T))). As 
p(dc3 <8> Id7v)p + (1 — p){dc3 <8> Idjv)(l — p) differs from dc3 <8> Id^ by 
an adjointable bounded operator, it follows that p(dc3 <8> Idjy)p + (1 — 
p)(dc3 <8> Idjv)(l — p) is regular. Hence, p(dc3 <8> ld]y)p is regular. Now 
p(dc3 (8> ldff)p differs from the differential on QLN(((—OO, 0] x dM) UOM 

M; V) by an adjointable bounded operator. Finally, one can show by 

hand that the differential on Q*(—oo, 2) (g> W* is regular. Thus DQ3 

is regular. 

We now define a certain unitary operator U from C^ ^ © Cjf ,^) to 
CL) © C* ,2y The construction of U is as in [6, Section 3.2], with some 
obvious changes in notation. We refer to [6, Section 3.2] for the details. 
Clearly U(Dc2 © DQ3)U~1 is regular. From the method of construction 
of [6, Section 3.2], one sees that U(DCj2 ®DC3)U~l differs from Dc£ne © 
Dcj by an adjointable bounded operator. Hence, D<^ne®Dc1 is regular 
when acting on CJ2\ ©C* r2)- ^n particular, D^ne is regular when acting 
on CLy q.e.d. 
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The perturbed conic signature operator -£>^sn>cone
 = D™ne + (Dg)ne)* 

satisfies 
pggn.cone = £>cone _ rD^ne^ 

A straightforward calculation shows that on the part of C* correspond-
ing to x G (0,1/4), we have 

T - l -T-,sign,cone j 

( 5-2 ) / m - ± - d e g r e e 2^ g n ( l ) 0 i 
= G • $ it dx +

 2
 x

 & + c ^ v ;o S"1, 

where <&, 0 and 'D^.gn(l)o are as in Lemma 4.1, and "degree" is the 
Z-grading operator. As 2?^gn(l)o is invertible, we can evidently choose 
a t > 0 small enough so that for any s G [0,1], 

(5.3) Spec (s(m - - - degree) + t-1X>ggn(l)0 J n (-1,1) = 0 . 

In the rest of this section, we will fix such a number t. 

Proposi t ion 5.2. For t > 0 small enough the triple 

C(2)->Qc,D'çne\ defines an element o/Ln&(C*(r)) in the sense of [16, 

Définition 1.5]. 

Proof. We have shown in Lemma 5.1 that Dg?ne is regular. We 
must show in addition that 

1. (Dg»ne)' + Dg»ne is C;(r)-bounded. 

2. (Dg»ne)2 is Cr*(r)-bounded 

3. There are C* (T)-compact operators S and T such that SD™ne is 
C;(r)-bounded, Im(T) C Dom(Dg)ne), Dg»neT is C;(r)-bounded 
and SD™ne + D™neT - I is Cr*(r)-compact. 

For 1., we have (D^ne)' + L>g>ne = 0. For 2., we have 

(5.4) (Dc
c?

nef 

0 #dx(dx<f>)? 

0 0 
if * < m — | , 

0 <M -, i 
^ it * > m — jj, 

#dx(dx4>)f o 2 
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where # denotes a power of i. This is clearly a bounded operator. 
Following [5, Section 2], for / G L2(0, oo), put 

Pi(s)[f](x) = f (y/x)sf(y)dy, s > - 1 / 2 
o 

P2(s)[f](x) = J (y/x)sf(y)dy, s < 1/2 

Let 0 i ( s ) , c/>2(s) G C°°(M) be such that <£i(s) = 1 for s > 1, 4>i(s) = 0 for 
s < 1/2, <p2 (s) = 1 for s < — 1 and </>i(s) = 0 for s > —1/2. Moreover, 
put 

X = - ^ g n ( l ) o + (m - \ - degree). 

There is a standard interior parametrix for -j)^gn>cone_ Furthermore, as 
in [5, Theorem 2.1], 

t-HPiiMx)) + P2(h(x))) 

is a parametrix for t(dx + X) on (0,1/4) x dM. Finally, if z = 2 — x 

then with an evident notation, when acting on Q*(7/4, 2) (g) W*, we can 
write 

( J " 1 D^ n > c o n e J 

(5'5) = e . * ( t U + m " ^ d e g r e e ] + ^ ] *-!. 

We remark that , as in [5, Lemma 5.4], the middle-dimensional vanishing 
in (2.3) ensures that the conic operator (5.5) exists without a further 
choice of boundary condition. Put 

X' = -Vs3n + (m degree). 
t w K 2 ' 

Then a parametrix for t(dx + X') on fi* (7/4, 2) ® W* is given by 

t-1 {Pi(Mx')) + PiiMx'))) • 

One constructs an (adjointable) parametrix G for -£>^gn>cone ]-,y patching 
these three parametrices together, using (5.2) and (5.5). Pu t S = T = 

G(D^ne)*G. The proposition follows. q.e.d. 
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From [16, Proposition 1.6], the conic signature operator defines a 
higher index class Ind(-D^,gn 'cone ' ) G Ko(C*(T)) which depends neither 
on the choice of Riemannian metric on M nor on t (provided that t 
is sufficiently small for the constructions to make sense). As in [30, 
Proposition 14], it is also independent of the choices of </>, W and the 
homotopy equivalence / . 

6. H o m o t o p y invariance of t h e conic index class 

We keep the notation of Section 4. In this section alone, we put 
B°° = C*(T). Let M\ and M2 be compact oriented manifolds-with-
boundary. Suppose that we have oriented-homotopy equivalences h\ : 
(Afi,5Afi) - • {M2ìdM2) and h2 : {M2idM2) -+ (MudMi) which are 
homotopy inverses to each other. We can homotope hi and h2 to assume 
that they are product-like near the boundaries. That is, for i G {1,2}, 
put dhi = hi\dM . Then when restricted to the collar neighborhood 
Ui = (0,2) x dMj, we assume that hi(x,bi) = (x,dhi(bi)) for x G (0,2) 
and bi G dM{. ^ 

We assume that dM\ and dM2 satisfy Assumption 1. Let W* be 
cochain complexes as in (2.3), with corresponding maps 

^fi*(ÖM i ;(Vi)o)->W7 

and 

We would like to compare Q*^(M2; V2) with Çl%AMi\Vi) using the 
maps h*, but there is the technical problem that h*, as originally defined 
on smooth forms, need not be I/2-bounded if hi is not a submersion. 
As in [16, p. 90], we modify {h*}f=l to obtain L2-bounded cochain 
homotopy equivalences between QJ2JM2;V2) and Q%JMi;Vi) as fol-
lows. From [16, p. 90], for suitably large N, there is a submersion 
Hi : BN x Mi -)• M3_j such that 7^(0 ,m,) = hi(mi). Here BN is an 
open ball in an euclidean space of dimension N. Furthermore, from 
the construction in [16, p. 90], we may assume that H,b is product-like 
near dM;b. Fix v G 0^(_BW) with fBN v = 1. Define a bounded cochain 
homotopy equivalence 

by ti(uj) = JBN v A i?3_j(u;). Let dti be the analogous map from 
W2){dMi-, (Vi)o) to œ2)(dM3_fl (V3-i)o). 
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As fi and g,b are homotopy inverses, there are bounded operators 

Ai : Q*(dMt; (V,)0) - • O * " 1 ^ ; (V,)0) 

and 
Bi : W* ->• T^*"1 

such that 

I - 9i° fi = DdMiAi + AiDdMi 

and 
I - fi°9i = DWiB,i + BiDWi. 

As (fi)' = 9i, (DdMiY = -DdMi and (DyJ = ~DWi, we can assume 
that (Ai)' = —Ai and (Bi)' = —Bi. Let Bi denote the obvious extension 
of Bi to a map from W* to W*'1. Pu t 

T h e o r e m 6 .1 . Tfte mdea: dass Ind(£>^.+ c o n e) G K 0 ( C ; ( r ) ) is the 

same for Mi and Mi-

Proof. We will show that [16, Lemme 2.4] applies. From [16, pp.90-

91], there are bounded operators y-i : Q,*(Mf,Vi) —> Q * _ 1 ( M J ; V , ) such 
that 

1 - t'jti = DMiiji + ijiDMi. 

Similarly, there are bounded operators Zi : Q * ( M J ; V , ) —> ü*~l(Mf,Vi) 

such that 
1 — titi = DMÌZ?,-Ì + Z^-ÌDMÌ-

(This follows from the proof of [16, Proposition 2.5] in the case a = 0, 
with the operator S being the analogue of [16, p. 94 b -7].) We can 
assume that y, and z;b are product-like near ôMj. Let dy-i and dzi denote 
their boundary restrictions. 

Define Tt : C* -)• C^_t by 

(6.1) 
U 4>(x) <§> (A3_i o dti o gi)\ 

0 Id® (fa-i o dti °di) 

Ti 

if * < m — | , 

^ ^ ^ ^ ri * > m — ^. 
00*0 <8> (/3-i ° ôtj o Ai) Id® (f•i-i o ôt, o %) 
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Define Y{ : C* -)• C*"1 by 
(6.2) 

0 - I d ® (Bi +fiodyiogi + fio (dti)' o A3-i o dti o <^ 

y< = 

if * < m — I, 

(x) <§ ft - I d <§> (Bi + / j O <% o gì + fi o (dti)' ° ^3- i ° di; ° di) 

if * > m — I, 

where 

a, : W* -+ il*-z(dMi- (V, i)0) 

is a map which satisfies DgM.ai — aiD\Yi = giBi — Aigi, on is its extension 
to W* 

ßi:Ü*(dMfl(Vt)0)^Wi 
* - 2 

is a map which satisfies T)wißi — PÌDQMÌ = —B-ifi + fiAi and ßi is the 
extension of ßi to VKj*. Here a, and ßi exist because of Lemma 2.3, 
and from the proof of Lemma 2.3, we can take them to be continuous. 
Define Zi : C* -+ C*"1 by 
(6.3) 

Zi <f>(x)®CÌi 

0 - I d ® (Bi + fiodziogi + fio dU-i o A3-i o (dt3-i)' o g{) 

Zi = 

if * < m 

Zi 0 

4>(x)®ßi - I d ® ( ß i + fiodziogi + fio dts-i o A3-i o (dt3-i)' o gi) 

if * > m — | . 

Define £ : C* -> C* to be (- l)d es r e e . 

We will think of the small positive number t in the metric (5.1) as 
a free parameter. One can check that the operators Ti, Y;b and Z;b are 
bounded and have norms which are independent of t. In order to apply 
[16, Lemme 2.4], it suffices to show that if t is made small then (£)cone2 
1 - T'Ti - DfffYi - YiD^f and 1 - T3_tT' - D 
be made arbitrarily small in norm. 

'C,i ni - ^ ^ c , 

C,i 
ZD^T can 
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The formula for (_D™e)2 was given in (5.4). One computes that 

1 rr,rp ncone-v' V ncone 1 ~~ 1i1i~ UCÂ Yi ~ Y%UCÂ 1 - T ^ i T ^ - D ^ Z i - Z i D ^ 

0 #dx (dx(f>) ® a>i 

0 0 

0 

#dx(dx<ß)®ßi 

if * < m — 7j, 

if * > m — 7j, 

where # denotes a power of y7—Ï- (To do the calculations, it is con-
venient to note that for fixed x G (0,2), the restriction of D™"e to 
{a;} x dMi is of the form (2.5) with F = dMi and e = (/>(a;).) 

In each case, the result is of the form dx <g> K(x) where K(x) is a 
bounded operator which is only nonzero when x G Q , | ) . From (5.1), 
the norm of dx in this region is t, while the norm of K{x) is independent 
of t. The theorem follows. q.e.d. 

7. Equal i ty of t h e conic and A P S - i n d e x classes 

We first define the generalized APS-index. Fix numbers t\, t > 0 and 
consider a Riemannian metric on int(M) whose restriction to (0, 2) x dM 
is 

(7.1) g M = t1 dx2 +gdM-

In what follows, we will think of i i as a parameter associated to x = 0 
and t as a parameter associated to x = 2. Let x G C°°(0, 2) be a positive 
function such that x(x) = t\ if x £ (0,1/2) and x(x) = t if x £ (3/2,2) . 
Let us go through the steps to define the signature operator as in Section 
5, with the differences that r is now given on O*(0, 2) (g> Q.*{dM) by 

T ( 1 A a) = da; A tj~ TQM&, 

r(dx A a ) = 1 A i~( 2 m _ 1 ^iTaMa-

and raig is now given on O* (0, 2) ® W* by 

r a l g ( l A a ) = à A x W " 1 ( ^ ( 2 - z ) ) 2 " 1 - 1 " 2 ! " ^ « , 
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r # A « ) = \M-{-2m-l\{x)^{2-x))2m-l-2\a\T^â. 

That is, metrically speaking, we have a product structure near x = 0 and 

a cone on the algebraic complex near x = 2. Consider the corresponding 

perturbed signature operator £>^gn. It has an invertible boundary oper-

ator D ^ g n ( l ) 0 . We define ( f l" 1 ,n > ) to be the C r*(r)-Hilbert module of 

Sobolev-if1 elements (a,v) of f^ 2 ) (M; V) © (n*^[0,2)êwA such that 

n > ( a | a M © w ( 0 ) ) = 0 , 

where II> is the spectral projection onto the positive part of the operator 
H of Lemma 4.1. 

The work of Wu [42] shows that 

V^ : {H\H>)+ ^ L2'~ 

is a C*(r)-Fredholm operator which thus defines a higher index class 
Ind(X>^gn 'APS '+) G KQ(C*(T)). 

R e m a r k 7 .1 . The higher index class Ind(-D^.gn' ' ) is indepen-
dent of the choices of t\, t and x- i n this section we will take t = t\ and 
x(x) = t. In Section 10 we will take i i = 1. In Section 9 we will consider 
a b—metric, in which case we effectively have x(x) = x îov x £ (0,1/2) . 

T h e o r e m 7 .2 . The following equality holds in KQ(C*(T)) : 

I n d ( ^ g n ' c o n e ' + ) = I n d ( ^ g n ' A P S ' + ) . 

Proof. This follows from the relative index theorem, as given in 
[7, Theorem 1.14]. We give an outline of the argument. Let Mi be M 
with the conic metric. Let M2 be (0, 2) x dM with a product metric. 
Let M3 be M with a metric which is a product near dM. Let M4 be 
(0,2) x dM with a warped product metric dx2 + f2{x)gdM which is 
conic near {0} x dM and which is a product near {2} x dM. If Mj has 
a boundary component with a product-like metric then impose APS 
boundary conditions on that boundary component. (We always carry 
along the complex O*(0, 2) (g> W*, equipped with a "metric" near x = 2 
which is always conic and a "metric" near x = 0 which is of the same 
type as that of Mj. The complex Q*(0, 2) ê W* is coupled to Q*(M; V) 
as before.) Let Indj G KQ(C*(T)) be the index of the corresponding 
signature operator on Mj. By the method of proof of the relative index 
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theorem [7, Theorem 1.14], we have I n d i + I n c b = Inds+IncU. How-
ever, Indi = Ind(-D^,gn 'cone ' ) and Ind3 = Ind(-D^,gn' ' ). Using sepa-
ration of variables, one easily sees that Ind2 = Ind4 = 0. The theorem 
follows. q.e.d. 

Remark . One can also give a proof of Theorem 7.2 along the 
lines of [3, Theorem 1.5]. Namely, as in the proof of [3, Theorem 3.2], 
one can perturb the conic and APS operators in the interior of M in 
order to make their images closed. One can then show that the ensuing 
operators have isomorphic kernels and cokernels, as in the proof of [3, 
Theorem 1.5]. 

8. T h e enlarged ò-calculus 

In order to prove a suitable higher index formula we shall now change 
the perturbed signature operator introduced above so as to get an ele-
ment of an appropriate ò-calculus. Since the complex C* involves the 
additional piece f^(0, 2) ® W*, this step is slightly more complicated 
than in [34] and [23]. 

Thus, let M be a manifold with boundary dM. We denote by u G 
C°°(M) a boundary defining function and we fix a Riemannian metric 
g which is product-like in a collar neighbourhood U of dM: g\u = 
du2 + goM- As in [33], we add to the manifold-with-boundary M a 
cylindrical end (—oo, 0]u x dM. Similarly, we add the half-line (—oo, 0]„' 
to the interval [0,2) appearing in the definition of C*. The change of 
variables u = Ioga;, v! = Ioga/ compactifies these two manifolds and 
brings us into the framework of the ò-geometry of [33]. The original 
manifold is contained in the 6-manifold so obtained, and the same is 
true for the interval. We make an abuse of notation and call (M, g) 
and [0, 2) the ò-manifolds obtained above. Notice that g is now a b-
metric which is product-like near the boundary: g = dx2/x2 + gdu, for 
0 < x < 1/2. 

We now define an appropriate enlarged £>°°-ò-calculus. Besides the 
usual £>°°-ò-calculus on M and the usual B°°-b-calculus on [0,2), with 
values in W*, this enlarged version will have to involve operators of the 
following types: 

P:bn*([0,2);W*) ^bQ*{M;V°°) 

Q:bn*(M;V°°) -)• 6ft*([0, 2); W*). 

For the definition of the B°°-b-calculus we refer the reader to [22, Sect. 
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12] and [24, Appendix]. 
We shall only need operators of order —oo, i.e., operators which are 

defined by smooth Schwartz kernels on suitable blown-up spaces. The 
blown-up space (see [33, Sect. 4.2]) corresponding to P in (8.1) is 

[M x [0, 2)x> ; S] S = {x = x' = 0}. 

It comes with a blow-down map ß : [M x [0, 2); S] ->• M x [0, 2). There 
are three boundary hypersurfaces in the manifold-with-corners [M x 
[0,2); 5]; the front face bf = £ _ 1 ( S ) = S+N(S) and the left and right 
boundaries 

lb = ß~1(dM x [0,2)) rb = / 3 - ! ( M x {0}). 

We shall require the Schwartz kernel KP of P to lift to [M x [0, 2); S] 

smooth C°° section of the bundle ß*K, with 

K,^) = KomB™((bA*[0,2)®W)x,; (bA*(M) ® V°°)p). 

The kernel ß*Kp is also required to vanish to infinite order at lb and 
rb. We shall usually employ projective coordinates (y, s, x') in a neigh-
bourhood of bf C [M x [0,2); 5], with s = œ/x'; see [33, Ch. 4]. 
Notice that the front face is diffeomorphic to [—1,1] x dM. Restric-
tion to the front face followed by Mellin transform along [—1,1] de-
fines the indicial family of P as an entire family of ß°°-linear maps 
I(P,\) : C2 ®W* ->• O*(ÔM,V0°°), A G C, with C2 = ^ [0 ,2)1^=0; 
see [33, Sect. 5.2, formula (5.13)]. Using the Paley-Wiener theorem 
this construction can be reversed (for smoothing operators) as in [33, 
Theorem 5.1 and Lemma 5.4]. 

Operators like Q in (8.1) are defined in a similar way. They are 
integral operators with a Schwartz kernel on [0, 2) x M which lifts to 
become smooth on the blown-up space [[0, 2)xi x M ; {x = x' = 0}] and 
vanishes to infinite order at the left and right boundaries. 

E x a m p l e . We shall now exhibit two particular operators as in 
(8.1). These are 6-versions of the operators <j>f and <j>g already consid-
ered in the previous section. 

Let <j> G C°°[0,oo) be a nonincreasing function which is equal to 
1 on [0,1/4) and equal to 0 on [1/2, oo). Let U = [0,2) x dM be 
a collar neighbourhood of dM. As usual, we identify bAÌ^(M) with 
A J + 1 ( ô M ) © (AJ(<9M) A dx/x). As already explained, using this iden-
tification and a trivialization V°°\u — [0,2) x VQ°, we can write each 
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element in bW+1(U, V°°) as A;0 • ^+l{x) + (A;1 A 7
J ) , with ke G büe[0, 2) 

and 7J G £P(<9M, VQ°). NOW let p G C£°(M) be an even nonnegative test 
function such that j^p(t)dt = 1. Consider, as in [34, Lemma 9], the 
function pg defined by pg(X) = Æ~1-p(X/Æ) for Æ > 0. For j < m, consider 
an element of (bQ*[0, 2)®W)i of the form u = (h° ® ID*) + {h1 ® w^1). 
Using the above identification, we define an operator 

gb : {
bQ[0,2)êwy -)• büj+1(M; V°°) 

by 

f°° ds 
%{u))= (/)• / ps(logs)(j)(x/s)h0(x/s)— A^(w3) 

o s 

f°° ds 
— i(f>- ps(logs)4>(x/s)h (x/s)—A g(wJ~ ) 

o s 

with g : W* -)• ü*(dM; V0°°) as in Section 2. 
Similarly, if j > m, we are going to define a ß°°-o-smoothing opera-

tor 
% : 6fi j(M;V°°) - • (6O*[0,2)§T?*)J+1 

as follows: If w G &£P(M;V°°) has w|w = frV + {h1 A o^"1) with 
h1 G 6fi'[0,2) and c ^ G Qß-l{dM; V0°°), define 

AM = 4>- / p ^ i o g s ) ^ ^ ) ^ 0 ^ ) - ® j V ) 
o s 

p5(\ogs)<t>(xls)hl{xls)— <g> f{oj]-1) 
0

 s 

where f : ü*(dM; V0°°) ->• W* is as in Section 2. 

Remark. The operators <#, and /6 also depend on the choice of 
pa. They are ß°°-o-smoothing operators of the type described above, 
namely as in (8.1). 

Definition 8.1. The enlarged (small) #°°-ò-calculus of order m, 
denoted ^^g«., is the space of operators 

Pll f \ i \ b* CO b * „ acting on °ft*(M; V°°) © (W[0,2)<g>VT 
-T21 -T22 

with P u and P22 being ß°°-6-pseudodifferential operators as in [22, Sect. 
12] and P12, P21 as in (8.1) above. 
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By construction, the Schwartz kernels of P will vanish to infinite 
order at the right and left boundaries. Dropping this last condition but 
assuming conormal bounds there, one can define, as in [33, Sect. 5.16], 
[22, Sect. 12], the calculus with bounds ^^^L for ß > 0. Following the 
previous sections, we shall now consider a new differential Dc on the 
perturbed complex C* = Hr(M;V°°) © (6Q*[0, 2)®W); on the degree 
j-subspace we put 

J.2) Dc 
DM 

0 
0 

Dan + 

where % and /& are defined as above. By construction, De G ^\$ 

Notice that (D c 
Let V sign, b 

C 

is nonzero. 

Dc + (DcT be the ò-signature operator associated 
sign,6 

to the ò-complex (C*,DQ)- Then î)^,8"'" = DQ — TCDQTC is odd with 
respect to the Z2-grading defined by the Hodge duality operator TC 
on C* (see Section 4). We shall call V^F1' the perturbed ò-signature 

operator. More explicitly, on forms of degree m, Vg ' is equal to 

DM — TMDMTM 

0 Dalß 

c 

0 

Talg-^algTalj; 

,sign,6 

whereas on forms of degree j ^ m, using Lemma 2.5 

.sign,6 DM 
V 

c 
TMDMTM 0 

U -L'alg — 7~alg-^alg7~alg 

+ 

0 9b 

Jw-fbTdM 0 

0 -TdM9bTyy 

-h o 

if j < m 

if j > m 

The perturbed ò-signature operator V^F1' is an element of the enlarged 
ß°°-6-calculus defined above. 

N o t a t i o n . The perturbed signature operator depends both on the 
choice of the functions p, (fi and on the real number 6. For brevity, we 
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shall write 

T)Sign,b _ (DM - TMDMTM 0 \ / 0 S(ô)\ 
C ~ 0 ßalg - TalgDalgTalJ

 + T{0) 0 " 

Notice that by employing the bundles V, Vo and by requiring the 
maps in the definition of P12, P21 to be C*(r)-linear and the operators 
-Pu, -P22 to be in ^™c*er) ( see [^' Sect. If]), one can define in a similar 
way an enlarged C* (r)-ò-calculus, denoted ^c*(TV 

9. The 6-index class 

We shall now show that under the present assumptions, the operator 
Vpn'b defines an index class Ind(D^gn'&'+) G K0{B°°). 

We first construct a parametrix for I)^811' with C* (r)-compact re-
mainder. 

Remark . It does not seem to be mentioned in the literature that 
the definition of a C*(r)-compact operator in [36, Section 2] differs from 
that in [21, Definition 4]. The C*(r)-compact operators of [36, Section 
2] form a left-ideal in the C*(r)-bounded operators, whereas the C* (In-
compact operators of [21, Definition 4] form a 2-sided ideal. In fact, the 
C* (r)-compact operators of [21, Definition 4] consist of the adjointable 
operators K for which both K and K* are compact in the sense of 
[36, Section 2]. In [36, Theorem 2.4] it is implicitly assumed that the 
C* (r)-compact operators, as defined in [36, Section 2], form a 2-sided 
ideal. (The mistake is in the sentence "Without loss of generality...") 
Hence, there is a gap in the proof of [36, Theorem 2.4]. However, it is 
easy to correct this by using the definition of C* (r)-compact operators 
from [21, Definition 4] throughout the paper [36]. Then the results of 
[36, Section 2] go through automatically and one can check that the 
claims of [36, Section 3] remain valid. This definition of C* (r)-compact 
operators should also be used in [22]-[25]. 

The boundary behaviour of an element in the enlarged 6-calculus can 
be analyzed by looking separately at the 6-boundary x = 0 = x' and the 
boundary x' = 2. Let U = [0, 7/4) x dM be a collar neighbourhhod of 
dM. We shall consider the restriction of our operators to bQ.*(U] V\u) © 
bQ*([0,7/4))®^* and to Ü*([3/2,2))®W* separately. In this section, 
we consider a "conic metric" at x' = 2 on fT([3/2, 2))<g)W* and we put 
a b—metric at x! = 0. That is, we will use a formula as in Section 7 to 
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define r a ig , but now with a function \ £ C°°(0, 2) such that x(x) = x 

for x G (0,1/2] and x(a) = t for œ G (3/2, 2). 

We shall construct a parametrix by patching a ò-boundary parametrix 
and a parametrix for the conic-signature operator on Q*([3/2, 2))<g)W*. 
We pass to the implementation of this program, concentrating first and 
foremost on the 6-parametrix near the 6-boundary. 

First, notice that elements in the enlarged 6-calculus form an algebra. 
The proof of the appropriate composition formulae proceeds as in [33]. 
Next, we recall that each P G ^r^c*(T) n a s a w e n defined indicial family 

I (P,A) :ü*{dM;V0)®W -+n*(dM-,Vo)®W, 

where we have implicitly used suitable identifications in a neighbour-
hood of the ò-boundary. If Pu and P22 are 6-elliptic in the usual 
sense (i.e., symbolically) and if I(P, A) is uniformly invertible for each 
A G ffi then, by inverse Mellin transform, we can construct a parametrix 
G G ^ c * ' f r ) ' ß > 0, with remainders -Ri,i?2 G ^^ c*'fr) n a v m g vanish-
ing indicial family or, equivalently, a vanishing restriction to the front 
face. (For this construction; see [33, Proposition 5.28] and [22, Theorem 
11.1].) 

These remainders define bounded maps between C*(r)-Hilbert mod-
ules, from 

L\{M- bA*M 0 V) ® £g)Comp([0, 7/4); &A*[0, 7/A)®W*) 

to 

xßHl(M- bA*M 0 V) © (x')ßHlloc([0, 7/4); &A*[0, 7 / 4 ) ê V T ) . 

(Recall that in order to have a compact Sobolev embedding in the frame-
work of ò-Sobolev spaces it is necessary to have a gain both in the order 
of the Sobolev space and in the weighting; see [22, Lemma 11.2]. For the 
definition of the C*(r)-Hermitian scalar product on L\{M, bA*M (g> V) 
we refer to [22, Sect. 11]). 

Going back to our perturbed 6-signature operator V^F1' , we can 
compute its indicial family as follows. First, using Lemma 4.1 and a 
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harmless abuse of notation, we can fix the identifications 

C&-1 : ( V ( M ; V ) | a M © (bn*[0,2)êW*)\x>=o) + 

n*(dM;V0)®W* 

r ' o B : ( V ( M ; V)\dM © (&ft*[0, 2)®W*)\x,=0) ~ 

n*(dM;V0)®W* . 

We thus obtain an isomorphism 

y = # + © # " :bn*(M-V)\dM ® (btt*[0,2)®W*)\x,=0 

-+ {n(dM;V0)®W)®C2 . 

Using this isomorphism, the matrices 

and proceeding as in [34, Sect. 1], we obtain the indicial family 

I{Vpn'\ A) : {Q(dM; V0) © W) <g> C2 -)• (fi(ÖM; V0) © I ? ) <8> C2 

to be 

(9.1) 

Following [34, Lemma 9], we shall now show that I(T>^sn' , A) is invert-
ible for all A e t Since ps{X) G R for A G R we see that I(D^g n '& , A) = 
7A + A(X) with A(X) self-adjoint. From the definition of 7 we only need 
to check the invertibility of I(V^gn' , A) at A = 0. Since pg(0) = 1, we 
obtain immediately that I(V^gn' ,0) = 'D^.gn(l)o and the invertibility 
thus follows from the very definition of the perturbed differential com-
plex given in Section 2. In summary, the perturbed signature operator 
-j)^gn> £ \j/i c „ , r , has an invertible indicial family for À £ l 

# 

# 

7A + oVsigndM 

0 

0 

7A + aV sign 

+ - * • 

W 

0 oßg(x)TdMd 
OPöWfTdM 0 

0 

ops{X)T 
w 

crps(X)d 

0 
w 

if j < m 

if j > m 
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We can therefore apply the above 6-parametrix construction to P = 
VSçgn' , obtaining a G G ^ c * ( r v ^ w e n o w Pa*ch this ò-parametrix G 
with a parametrix for the signature operator on Q*([3/2, 2))<g)W*, we 
obtain a parametrix G for X)^811' with C*(r)-compact remainders. We 
omit the standard details. 

Thanks to the work of Mischenko and Fomenko, we infer that the 
operator £>^gn' has a well defined index class in KQ(C*(T)). Proceed-
ing as in [26, Section VI] and [24, Appendix], this index class can be 
sharpened into a -K"o(ß°°)-class, using an appropriate ß°°-o-Mischenko-
Fomenko decomposition theorem [22, Sect. 15]. 

Proposition 9.1. The index class Ind(D^gn'&'+) G KQ(B°°) only 
depends on the signature operator on M and not on the choice of the 
finitely generated Hermitian complex W*, the homotopy equivalence f 
or the functions p$ or <f). 

Proof. The independence of the choices of pg and <j> is proved as in 
[23, Prop. 6.4]. The fact that different choices of W* and / do not affect 
the index class is proved using the idea of the proof of [30, Proposition 
15]. q.e.d. 

Definition 9.2. We shall call the higher index class Ind('D^,gn' ' ) G 
KQ(B°°) constructed above the ò-signature-index class associated to a 
manifold-with-boundary M satisfying Assumption 1. 

The ò-signature-index class depends neither on the choice of Rie-
mannian metric nor on the choice of the Hodge duality operator TM-, 
as different choices give operators that can be connected by a suitable 
1-parameter family of operators. In Section 11 we shall compute the 
Chern character of Ind(-D^,gn' ' ) G KQ(B°°), with values in the non-
commutative de Rham homology of £>°°, in terms of the usual local 
integral and the higher eta invariant defined in Section 2. 

10. Equality of the APS and 6-index classes 

We recall Remark 7.1 and that we assume ii = 1 in the definition 
of the index class Ind('D^,gn' ' ). 

Theorem 10.1. The following equality holds in KQ(C*(T)) : 

Ind(D^gn 'APS '+) = Ind(^ g n ' 6 ' + ) . 



HOMOTOPY INVARIANCE OF HIGHER SIGNATURES 615 

Proof. The signature operator £>^gn' , associated to the odd op-
erator 2?^gn(l) of Section 4, induces an operator, denoted £>^gn'cy ' ; 

acting on the same C;(T) -Hilbert modules as D^gn '& '+. This amounts 
to adding a cylindrical end to the manifold with boundary M of Section 
4 and a half-line to the interval [0, 2). The extended operator Vs^gn,cy ' 
is not in the 6-calculus; the role of the function pg in Section 8 was 
precisely that of providing a perturbation belonging to the 6-calculus. 
This will be crucial in order to prove the higher APS-index formula in 
Section 11. However as far as Fredholm properties are concerned, the 
operator 2?^gn'cy ' , i.e., the operator 2?^gn' of Section 2 extended with 
cut-off functions to the cylindrical ends, can be proven directly to be 
C* (r)-Fredholm. In order to show this fact we shall still employ ideas 
from [33, Sect. 5.4, Sect. 5.5]. The Schwartz kernel of the perturbation 
in 2?^gn'cy , constructed from / and g in Section 1, lifts to a distribution 
on the 6-stretched product which will be smooth outside the 6-diagonal 
and vanishing to infinite order at the left and right boundaries. The 
operator X)^gn'cy still admits an indicial family: 

+ (-i) 

0 oTdMg . 
^ ii J < m 

ofTQM 0 

° . ffM iîj>m' 
oTwf ° 

Let us prove that there exists a bounded operator G : H^ © H^ —> 
L2. © L'I and a positive real number s such that G o jf^n'cy (1 ) —Id is 

bounded from L2, © L2, into xsH^ © (x')sH^; the two L2 spaces here refer 
to M and [0,2), respectively. G will then be an inverse modulo C*(T)-
compacts; this will prove the Cr*(r)-Fredholm-property for D^gn 'cyl. G 
will be obtained as in Section 5 by patching a "6-parametrix" and a 
parametrix for the (conic-)signature operator on 0([3/2, 2))®W*. We 
shall only concentrate on the "6-parametrix". Working symbolically 
first, we can find a Ga G ^hB°° s u c r i that Ga o Vs^gn,cy = Id + R, 
with R sending H%~ © H%~ into H% © H% for any p £ Z and with a 
Schwartz kernel which lifts to the stretched product as a distribution, 
smooth outside A& and vanishing to infinite order at the left and right 
boundaries. 
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If N > > 1 then there exists A > > 1 such that 

A 

( ^ ( - l ) f c i ? f c ) o Ga o vs^n'cyl = Id + ifA, 
£i>0 

with the Schwartz kernel of KA lifting to a C^-function on the b-
stretched product, smooth near lb and rb and vanishing to infinite order 
there, If TV is big enough then, proceeding as in [33] (see Section 5.13), 
we can find T : Hb~

x © Hb~
x —> L^ © h\ such that the lift of the Schwartz 

kernel of T is Ck in the interior, has conormal bounds at the right and 
left boundaries and satisfies 

I(T,X)oI(Vp^l,X) = -I(KA,\), 

we simply take the inverse Mellin transform of 

-I(KA, A) 0 ( 1 ( 2 ? ™ ' ) , A)"1 . 

The operator G = T + X]fc>o(—^)kRk ° Ga provides a left 6-parametrix 
with an (adjointable) remainder which continuously maps L2

b © L2
b into 

xsHi © {x')sHl for a suitable s > 0. 

Given t G [0,1], each F(t) = Ws^n'cyl'+ + (1 - t)Vs^nA+ has an in-
vertible indicial family. Once again, F(t) is not a b—pseudo-differential 
operator but its Schwartz kernel lifted to the b—stretched product van-
ishes to infinite order at lb and rb. One can then construct as above a 
parametrix G sending the C*(r)—Hibert module Hb ®Hb into I/^ffil/^ 
such that F(t) o G — Id and G o F(t) — Id are C*(Y)—compact. Since 
the family {i?(t)}o<t<i is obviously continuous, we have Ind(-D^,gn' ' ) = 
Ind(X^g n ' c y l '+) . Now we can find a finite number of elements u\,..., UN 

of (bn*(M, V 0 0 ) © ^ * ^ ^ ) ) ® ! ^ * ) - which vanish in a neighborhood of 
the 6-boundary (x = 0, x' = 0) (i.e., at —oo on the cylinders) such that 
if one denotes by K the operator defined by K(s\,..., SN) = X)j=i sjuj 

for any (su...,sN) G ( C ^ r ) ) ^ then the operator D^ g n ' c y l ' + © K is 
surjective from (#*)+ © ( C ^ r ) ) ^ to (Z,g)-. Then, as is well known, 
Ind(X^g n ' c y l '+) = [Ker(X^gn 'cy l '+ © K) - (B°°)N]. Of course, we can 
assume that u i , . . . , UN are such that 

I n d ( ^ g n ' A P S ' + ) = [ K e r A P S ( ^ g n ' + © K) - (B°°)N} 

Since the identification Ker A P S {T>pn>+ © K) = Ker (D^ g n ' c y l ' + © K) 
follows by standard arguments, the theorem is proved. 
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11. The higher index formula for the ò-signature operator 

We want to adapt the proof of the higher APS-index formula given 
in [23] to the present situation. First, we need to comment about the ex-
istence of a heat kernel for the perturbed signature Laplacian (£>^gn' )2. 
We shall concentrate on the ò-boundary, since the heat kernel near 
x' = 2 is a consequence of [8]. We can write (T>^sn' )2 as 

(Vpn'bf = A + P with P = (^u ^ 

where P is a smoothing operator in the enlarged £>°°-ò-calculus. More-
over, on bn*(U; V\u) © (fe^*([0,1/2]) <g> W*), we have 

A _ / DM — TMDMTM 0 

" -^alg — ^a lg^a lg^a lg 

A M 0 
0 A[0)2) ® Id + Id ® A -

The heat kernel of A is certainly well-defined as an element of a £>°°-
6-heat calculus; see [33, Sect. 7] and [22, Sect. 10]. Using exactly the 
same technique as in the proof of [34, Proposition 8], we can construct 
the heat kernel of (£>^gn' )2 as follows. We set H^ = exp(—iA) and 
consider 

( 1 + (vfF>hf)H^ = i?(°), i?(°) = Pexp( - tA) . 

Using the indicial family of (X>^gn' )2 and the heat equation on the 
boundary, we can inductively remove the whole Taylor series of i?(°) at 
the front faces where it is not zero and thus define an H in an enlarged 
£>°°-ò-heat calculus such that 

(j- + (V^'b)2)H = R with A e r ( ( 0 , o o ) ( i P S - ^ ) . 

At this point, the heat kernel exp( -£(D^gn'fe)2) is obtained by summing 
the usual Duhamel's series: 

t(VsJ?n'b)2 

H + T] [ H(t- tk)R(tk - h-i) • • • R(h)dtk ...dh 
k>its" 

G ^ o o V t > 0 , 
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with tSk = {(ti,t2, - - - ,tfc);0 < h < t2--- < tk < t}. We refer the 
reader to [34, Proposition 8] for the details. 

Next, we need to introduce a superconnection As as in [26, (51)] and 
[22], and define the associated superconnection heat kernel. We fix, as 
in (2.8), a r^-invariant connection 

V ^ : W* -+ Qi(B°°) ®B°° W*, 

define the superconnection 

s(Ang - Taigßaigralg) + VW : C°°([0, 2); ftA*[0, 2))®W* 

-+ C00([0,2);6A*[0,2))®(n»(ß00) <g>ßoo W*) 

and consider the total superconnection 

(s(DM - TMDMTM) + V 0 

0 s ( D a i g - TaigJDaigTaig) + Vw 
:C* 

^C*©(Ol(£°°)<g)ßcoC*), 

with 

(11.1) V:C00(M;6A*M(g)V00) -)• fii(ß°°) ®ßco C°°(M; &A*M <g> V°°) 

as in [27, Proposition 9]. As extends to a map fî*(jB°°) ®ßoo C* —> 
fî*(jB°°) (gigoo C* which is odd with respect to the total Z2-grading and 
satisfies Leibniz' rule. 

This is the unperturbed superconnection; we shall need 

As " s U ° + o vw 

with 

^jsign,6,s _ DM — TMDMTM 0 

ilg — 'alg^alg'alg U -L'ale Talg^alg^alf 

+ e ( s ) 4) T 
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where we have used the notation at the end of the previous section 
and e G C°°(0,oo) is a nondecreasing function such that e(s) = 0 for 
s G (0, 2) and e(s) = 1 for s > 4. 

Remark. The operator I)^811' ,S , and thus the superconnection As, 
depend on ö. Using Duhamel's expansion and the existence of the heat 
kernel exp(—(s2^gn' 's)2) we can define the superconnection heat kernel 
exp(—Ag). For each s > 0, it is a smoothing operator in the enlarged 
6-calculus with coeÆcients in fî„,(jB°°). We denote the latter space by 

%Z(B°°y t h u s e x P ( - Ä ? ) G *b,n.(B°°y T h e n 

'2 I Ell E\2 

with 

-E/21 -^22 

^ 1 G *6"~.(B~)(M ; n*(ß 0°) ®ß°° 6 A * M ® ^ ° ° ) ' 

^22 G ̂ £ ( B o o ) ( [0 ,2) ; f i , (B°°) ®ß=o 6 A*[0 ,2 )®r ) . 

Each operator such as En has a well defined ò-supertrace, with values 
in Çl*(B°°)] see [22, Section 13]. Similarly each element such as £"22 will 
have a well-defined ò-supertrace, also with values in Q*(£>°°). Notice 
that the heat kernel in a neighbourhood of x' = 2 has a well-defined 
supertrace - there is no need for regularization there. 

We define the ò-supertrace of exp(—A2) as 

6-STR(exp(-A^)) = ft-STR^n) + 6-STR(E2 2) G 0*(£°°). 

The same definition applies to any element 

_ (Ru Ru\ o oo 
U21 R22 GW&>n.(s~)' 

This 6-supertrace is not necessarily zero on supercommutators. As 
in [33] (and then [34], [22]), one can write a formula for the 6-supertrace 
of a supercommutator of two elements i?, S G ̂ l'n' (B°°)' 

Proposition 11.1. Given 

R11 Ri2\ / ^11 ^12 \ - 0 0 
R~R21 R22 ' 5 _ U l S a a ^ W B - ) 
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the following formula holds in Q*(£>°°) : 

b-STR[R,S] = —- I ° ° S T R ( a i ^ , A ) oI(S,X))d\. 
2n _0O ÖX 

Moreover, the same formula holds if Rn and R22 are b-

Proof. On applying some straightforward linear algebra, the proof 
can be eventually reduced to the one in [33, Prop. 5.9]; the details 
are exactly as in [34, Prop. 9], [22, Sect. 13], but with the additional 
(harmless) complication coming from the fact that we are dealing with 
the enlarged 6-calculus. Since the details are elementary but tedious, we 
omit them. q.e.d. 

Using the 6-supercommutator formula and proceeding as in 
[34, Proposition 11], we can now compute the «-derivative of 
b —STR(exp(A^) ). To this end, we first need to analyze the boundary 
behaviour of As. 

Let 

V9M . c°°(dM;A*(dM) <g>V0°° ®C1(1)) 

->• fii(ß°°) » s - C°°(dM; A*(dM) <g> VQ00 <g> Cl(l)) 

be the Cl(l) analog of the connection in (11.1). We consider 

aVsign(dM) 0 
0 oVt (A) - s slgn 

w 

+ Se[Sil(T{o),\) 0 

fvdB o \ 
+ 0 V ^ 

where we recall, see (9.1), that using our identifications at the boundary, 

0 I(S(Ô),X) 
I(T(S),X) 0 

111-2) 
0 crÆ(A)r9M0 

uÆ{X)fTdM 0 

0 ^ vÆWgTyçA 

aÆ{X)TWf 0 

if j < m 

if j > m 
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For each fixed A G M, BS(A) is a Cl(l)-supercormection, mapping 

(C°°(dM; A*(dM) <g> V0°°) © W*) <g> Cl(l) 

->• Q*(ß°°) (g)ßoo ( ^ ^ ( Ö M ; A*(dM) <g> Vo00) © I?*) ® Cl(l) . 

It depends on Æ through the indicial families (11.2). 

Propos i t i on 11 .2 . The following formula holds in Çl*(B°°): 

(11.3) ^-(b- STRexp(-Ä2)N) =-d(h- STR ^ e " 1 2 - % ( s ) 
(is (is 

Proof. Using Proposition 11.1, the proof given in [34, Prop. 11], 
[23, Prop. 7.2] can be easily adapted to the present situation. q.e.d. 

We define rjg(s) = TZrfg(s), with 1Z as in Section 2, and we put 
v(Æ) = Jo°° Vö(s)ds. The convergence of the integral can be proven as in 
Proposition 7.4 in [23]. Regarding the relationship of rj(Æ) to the T\QM 
of Section 2 (see equation (2.10 with F = dM), we have the following 
proposition. 

Propos i t i on 11 .3 . The following equality holds for any Æ > 0: 

(11.4) rj{Æ) =rldM in Q^B^/dü^B00). 

Proof. The proof of Proposition 7.4 (2) in [23] applies mutatis 
mutandis to the more general case treated here. q.e.d. 

These two propositions are crucial in the proof of the following higher 
index theorem for the 6-signature operator : 

T h e o r e m 11.4 . Let M be an even-dimensional manifold-with-boun-
dary. Let Y be a finitely-generated discrete group and let v : M —>• BT be 
a continuous map, defined up to homotopy. We make Assumption 1 on 
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dM. Let g be a b-metric on M which is product-like near the boundary 
and let RM be the associated curvature 2-form. The following formula 
holds for the Chern character of the higher b-signature-index class: 

(11.5) ch(Ind(D^g n '& '+)) = / L(RM/2IT)AUJ- r]dM in H*(£°°) 
M 

with rjdM equal to the higher eta-invariant of Section 2. 

Proof. Integrating formula (11.3), we obtain that for u > t > 0 and 
modulo exact forms, 

~ ~ U 

(11.6) TZb-STR(e-^)=TZb-STR(e-^)- rjs(s)ds. 

The limit of the right-hand-side as t —> 0 + can be computed as in [26, 
Proposition 12] and [22] (we also use [8, Section 4] near x' = 2). Let 
us consider the asymptotic expansion near t = 0 of the first summand 
on the right-hand-side of (11.6). Using [26, Proposition 12], [22] and [8, 
Section 4], one sees that the coefficient of t° will be the sum of three 
noncommutative differential forms. The first term is 

/ L(RM/2ir) A CU . 
M 

The second term is the t° term of the ò-integral over [0, 2) of the 
pointwise supertrace of the heat kernel associated to the superconnec-
tion ___ 

*(Adg - Talg AilgTalg) + V . 

As we are effectively computing a heat kernel on the real line, the local 

heat trace asymptotics will be of the form t~1^°?_0CjP. (Note that 

the usual t of the heat kernel expansion is, in our case, t2.) Using 

the Duhamel formula, we see that the t° term is proportionate to the 

local supertrace of [(-Daig
 — TaigAiigTaig)? Vw]. As Vw is independent 

of x, this equals Strf 'DÏP, Vw]. However, being the supertrace of a 

supercommutator involving Vw, this is exact as an element of O * ^ 0 0 ) . 
As we are working modulo exact forms, it thus vanishes. 

The third term is a eta-contribution coming from x' = 2: 

r]^(s)ds , 
0 
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where we recall that 

Thus, modulo exact forms, we obtain: 

~ OO 

lim ftö-STR(e_At) = / L(RM/2ir) A to - / rjw(s)ds, 
* ^ ° +

 M O 

However, as in [27, p. 227], a duality argument shows that for all s > 0, 
modulo exact forms, 

(11.7) VW(s) = 0. 

Summarizing, 

ftò-STR(e-^)= f L(RM/2ir)Acü- [ rjs(s)ds . 
M O 

Proceeding as in [22, Theorem 14.1] and [24, Appendix], one can now 
complete the proof of the theorem. We omit the details as they are 
very similar to those explained at length in the above references. (The 
Appendix of [24], which is based on results in [29, Section 6], extends 
the higher APS-index theorem proven in [22, Section 14] to any finitely-
generated discrete group T, under a gap hypothesis for the boundary 
operator.) This proves the theorem. q.e.d. 

12. Proofs of T h e o r e m 0.1 and Corollaries 0 .2 -0 .4 

Before proving the main results, let us comment about our normal-
ization of eta-invariants. In the case B°° = C, our definition of rjp in 
(3.7) gives half of the eta-invariant as defined in [1, Theorem 3.10(iii)] 
for Dirac-type operators. This normalization is more convenient for our 
purposes, albeit unconventional, and is also used in [3]. In [1, Theorem 
4.14(iii)], the eta-invariant of the (tangential) signature operator is de-
fined in terms of an operator on even forms, and so gives half of the 
APS eta-invariant of the corresponding Dirac-type operator. The up-
shot is that when considering the signature operator, our eta-invariant 
coincides with that considered in [1, Theorem 4.14(iii)]. 

Proof of Theorem 0.1. Suppose first that M is even-dimensional. 
By Theorem 6.1, the conic index in KQ(C*(T)) is an oriented-homotopy 
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invariant. By Theorems 7.2 and 10.1, the conic index equals the b-
index. As B°° is a dense subalgebra of C*(Y) which is closed under 
the holomorphic functional calculus in C*(T), there is an isomorphism 
K0(B°°) = KQ(C*(T)) [9, Section IIIC]_By Theorem 11.4, the Chern 
character of the index, as an element of H*(£>°°), equals OM- The theo-
rem follows in this case. 

If M is odd-dimensional, say of dimension n = 2ra — 1, then we can 
reduce to the even-dimensional case by a standard trick, replacing M by 
M x S1 and replacing T by T x Z. Observe that by Fourier transform, 
Cr*(r x Z) = C;(T) <g> C^S1) and B™xZ1 =* B™ <g> C°°{Sl), where <g> 
denotes a projective tensor product. Under these identifications, the 
signature operator of M x S1 can be identified with the suspension 
of the signature operator on M, as in [32, p. 250] and [4, p. 124]. 
Moreover, instead of the universal graded algebra Q*(£Ç°xZ), it suffices 
to deal with the smaller differential graded algebra Q*(£Ç°) (g> Q*(Sl). 
Let T' be the standard generator for H1(Z;Z) C H1(Z;C). Put r = 
V—1 T'/2-7T G H1(Z; C). There is a natural desuspension map 

xZ -ildMxS1 

and one can check, as in [35, Lemma 6], that 

( / L(T(M xS1)) Aw r 
M X S 1 

= / L(TM)AioT - rjdM in ^ ( ^ r 0 ) -

In order to directly apply the even-dimensional results to M x S1, 
we would have to know that if dM satisfies Assumption 1, then dM x S1 

satisfies Assumption 1. This is not quite true. However, if we consider 
the complex W* for dM, from (3.5), and take its graded tensor product 
with Q*(Sl), then the terms in degrees m — 1 and m are L<S'Ql(S1) 
and L' <g) Q°(5'1), respectively, with the differential between them being 
the zero map. We can then go through all of the arguments in Sections 
5-11 for M x S1, using W* <g)0*(S'1) as the perturbing complex. The 
important point is that by duality, we again have rj^y = 0 [27, p. 227]. 
This implies Theorem 0.1 in the odd-dimensional case. q.e.d. 

Proof of Corollary 0.2. This is an immediate consequence of The-
orem 0.1. q.e.d. 

Example. Given N > 0 and 0 < j < AN - 2, put Mx = 

(CP2N#CP2N#D4N)xTi andM2 = {CP2N#CP2N#Dm)xTK Then 
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Mi and M2 are homotopy equivalent as topological spaces, as they are 
both homotopy equivalent to (CP™'1 V C P 2 A r _ 1 ) x TK Put V = V 
and let ^ : M;b —> BZJ be the classifying maps for the universal covers. 
Then Assumption 1 is satisfied. Take T = [BV] G W(B1J;C). Then 

(aMl,r) = o{CP2N#CP2N#DiN) = 2, 

while 
(OM2,T) = a(CP2N#CP2N#D4N) = 0. 

Thus by Corollary 0.2, Mi and M^ are not homotopy equivalent as 
manifolds-with-boundary. 

Proof of Corollary 0.3. From [26, Corollary 2], the higher signature 
of M corresponding to r G H*(r ;C) is a nonzero constant (which only 
depends on the degree of r ) times (fM L(TM) Aw, ZT > . Let us choose 
a Riemannian metric on M so that a tubular neighborhood of F is 
isometrically a product. Then 

/ L{TM)AOJ= \ L(TM)AOJ+ / L(TM)AUJ M JA JB 
= (f L{TM) AuA -îjdA+U L{TM) A u J - rjdB, 

as dA and dB differ in their orientations and rj is odd under a change 
of orientation. Here we have chosen a (stable) Lagrangian subspace L 
for dA, if necessary, and then taken the (stable) Lagrangian subspace 
-L for dB. Thus 

(12.1) L(TM) Aüü = aA + aB. 
M 

The corollary follows from pairing both sides of (12.1) with the cyclic 
cocycle ZT. q.e.d. 

Corollary 0.4 contains a condition in the odd-dimensional case con-
cerning the preservation of a stable Lagrangian subspace. In order to 
state this condition precisely, let us first discuss some generalities. Let 
F be a connected manifold with universal cover F and corresponding 
covering group G. Let <f> be a diffeomorphism of F. Then we can lift <f> 
to a diffeomorphism <f> of F such that n o <j> = <p o n. Given such a lift, 
there is an automorphism a of G so that for all g G G and f £ F, 

(12.2) £ (0 / ) = a(g)j(f). 
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Let r be a discrete group and let p : G —> V be a homomorphism. 
There is a corresponding normal T-cover F of F given by pairs [7, / ] G 
r x F, with the equivalence relation 

(12.3) [7,0/] = [1P{g)J]. 

Suppose that some fixed 7' G Y satisfies 

(12.4) p(a(g)) = <y'p(g) (V)"1 

for all g € G. Then there is a corresponding normal T-cover of the 
mapping torus ,Q kLÌióff)) °^ ^ Namely, take [0,1] x F and put on it 
the equivalence relation generated by 

(12.5) (0,7, / ) M l , 7 ( 7 ' ) - W ) ) 

for 7 G r and / G F. It is easy to check that this equation gives a 
well-defined diffeomorphism from {0} x F to {1} x F. 

Conversely, let T be a mapping torus with fiber F. Then m (T) is the 
semidirect product GxaZ for some automorphism a of G. Explicitly, 
the product in GxaZ is 

(12.6) (g,n)-(g',ri) = (gan(g'),n + ri). 

Let T ' be a normal T-cover of T• It is classified by a homomorphism r : 
G x a Z —T- r . Let p be the composite homomorphism G —> GxaZ —> V 
and put 7' = r(e, 1). Then T ' arises from the above construction, using 
a, p and 7'. 

Let C*(r) Xr F be the vector bundle generated by pairs [^ c7 7, / ] 
with X^yc7 7 £ Cr(r)? and with the equivalence relation 

(12.7) [ £ C7 7, 9/1 EE E C7 1P(9)J\ 
7 7 

Given (/) and 7', we obtain an automorphism of the C*(r)-bundle C*(r)xp 
F coming from 

(12.8) 5 > 7 7, /] -> £ ^ 7 ( 7 ' ) - ' , ? ( / ) ] , 
7 7 

which covers (/>. 
Now with reference to Corollary 0.4, suppose that dim(Mj) = 2k + l. 

For simplicity, we assume that the hypersurface F is connected; the 
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general case is similar. There are two diffeomorphisms of F and two 
homotopies [0,1] x F —> BT. Gluing together the two homotopies at 
the ends, using the two diffeomorphisms of F, we construct a mapping 
torus T with fiber F and a well-defined map from T to -Br. Hence 
there is a corresponding T-cover of T. Then let <j> and 7' be as above. 
The automorphism of (12.8) induces an automorphism A of H (F;Vo). 
The precise statement of the condition in Corollary 0.4 is that A should 

fc 
preserve a (stable) Lagrangian subspace L of H (F;Vo). 

Proof of Corollary 0.4- Suppose first that M\ and M^ are even-
dimensional. Then Corollary 0.4 is an immediate consequence of Corol-
lary 0.3, along with the fact that a A and <7g are smooth topological 
invariants, i.e., independent of the choices of Riemannian metric and 
function h, and only depend on v through its homotopy class. That a A 
and OB are smooth topological invariants follows from Theorem 0.1 or 
more directly from Theorem 11.4, using the fact that the index class 
is a smooth topological invariant. (Without using the index class, the 
smooth topological invariance also follows from the variational formulae 
in [27, Proposition 27] and [30, Theorem 6]. The papers [27] and [30] 
deal with a slightly stronger assumption than Assumption 1, but their 
proofs can be extended to the present case, too.) 

Now suppose that M\ and M^ are odd-dimensional. Let L be a 
f. 

(stable) Lagrangian subspace of H (_P;Vo) which is preserved by the 
automorphism A described above. We first think of L as living on dA, 
where A comes from the decomposition Mi = A Up B. Equivalently, in 
terms of the homotopy VA '• [1, 2] x A —> BT between f\\A and vi\A, we 
think of L as a (stable) Lagrangian subspace L\^A on {1} x dA. Using 
VA, we transfer L\^A to a (stable) Lagrangian subspace L^^A on {2} x dA. 

Let L,2tB be the (stable) Lagrangian subspace on {2} x dB corre-
sponding to L,2tA through the diffeomorphism fa of the decomposition 
M2 = A Up B. Using the homotopy ? B : [ 1 , 2 ] X B - > BT between v\\B 

and V2\Bi we transfer L^B to a (stable) Lagrangian subspace L\^ on 
{1} x dB. The fact that L is preserved by A ensures that L\^B is iden-
tical to the (stable) Lagrangian subspace on {1} x dB corresponding to 
L\ A through the diffeomorphism fa of the decomposition M\ = AUpB. 

From Corollary 0.3, the higher signature of Mi equals {CJA(LI!A),T) + 

(CBÌ—LI^B)^), where we have indicated the dependence on the (sta-
ble) Lagrangian subspace. Similarly, the higher signature of M^ equals 
(O-A(L2,A),T) + (CTB(-L2,B),T) Using the homotopy vA, we have 
(O-A{LIÌA)-,T) = (UA{L2,A)-,T)- Using the homotopy VB, we have 
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(o"s (—LI ,B) ,T) = {OB{—L<2,B), T). The corollary follows. q.e.d. 

13. A p p e n d i x 

Let M be a compact oriented manifold-with-boundary and let v : 
M —> BT be a continuous map. Let M' be the associated normal T-cover 
of M. If dim M = Im (resp. dim M = Im + 1) then, for the purposes 
of this Appendix, we assume that the differential form Laplacian has 
a strictly positive spectrum on Qm(dM') (resp. Qm(dM')). This is a 
slightly stronger assumption than Assumption 1; see Lemma 2.1 and 
Lemma 3.1. 

Under this assumption, a higher 6-signature-index class for manifolds 
with boundary was introduced in [25]. A higher signature index formula 
was then proven in the virtually nilpotent case using the higher APS 
index theorem proved in [22], [23]. The regularization proposed there 
followed [23] and employed the notion of a symmetric spectral section V 
for the boundary signature operator of 2?sign,b- The index class in [25] 
was denoted by Ind( -D s | b , V) and was proven to be independent of the 
particular choice of symmetric spectral section V. We shall now indicate 
how to prove that ch(Ind( -D s | b,"P)) = a M ) with OM as (0.1). This 
will imply (for virtually nilpotent groups) that the higher signatures 
considered in [30] and in [25] are in fact the same. We shall only sketch 
the argument. 

According to Theorem 11.4, it suffices to show that 

(13.1) c h ( I n d ( D ^ , + ) ) = ch ( Ind(P s + n ) b ,P ) ) . 

Recall [23, Definition 6.3] that Ind('D^j . , P ) is equal to Ind((-DsigI1)b + 
Ap)+), with A-p a regularizing operator associated to V. A-p is con-
structed as in Section 8 starting from a perturbation Aj, on dM which 
makes the boundary operator (-Psign,b)o invertible. The symmetry of 
V corresponds to a vanishing of Aj, in middle degree plus a suitable 
Z2-grading of Aj, outside the middle degree, see [25, Definition 4.2]. 

We can extend the operator "Dgign^ + A-p and make it act on 
bQ*(M] V°°) © bfì*[0,2)®W* without changing the Chern character of 
the corresponding index class. For this, it suffices to first consider the 
operator 

(13 21 V® = (Vsi^b ° 1 
1 ' ' sign'& 0 .Daig - r a l g o a l g r a l g 
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and then the operator in the enlarged ò-calculus given by 

m SÌ D® +(Av °\ = (v^,b + AT o \ 
1 ' ' S ign 'b ° 0 ° Adg - TalgßalgTaig • 

Notice that the boundary operator of (13.3) is not invertible; however 
we can add a perturbation ^45- to V . ^ and make it invertible on all 

r w sign,W 

of Q*(dM; V°°) © W. The resulting operator is thus 

(13-4) I 0 v. tz + A^ 

sign,W \y 

Let Ar^ be the corresponding perturbation for D a ig — TaigDaigTaig, con-
structed as in Section 8. It is clear that the index class associated to 
the operator 

(13.5) 
sign,b T g ^ 

£>sign,6 + A-p 0 

Ü i 'alg Talg-^'alg'ralg + ^ VF 

has the same Chern character as Ind(X>gt n 6, P ) . We denote by T>® b + 
J 4 „ fr? the operator in (13.5). Thus 

(13.6) ch(Ind(D+g n ; 6 ,P)) = ch(Ind(D®gn;6 + ^ ) + ) . 

It remains to show that Ind( ( £ > ? ( , + Ap ^ ) + ) = Ind(D^ g n ' b ' + ) in 
KQ(C*(T)) <g) Q. TO this end, we remark that the boundary operator of 
^sig'n b' denoted as usual by (^ s ^ n b)o? is invertible in the middle degree 
of the Hermitian complex Çl(dM; V°°) © W. The notion of spectral sec-
tion and of symmetric spectral section for {T>® b)o can be extended to 
the more general situation considered in Sections 8 and 9. The APS-
spectral projections n > for the boundary operator of (13.5) and for 
the boundary operator of (î>s i 'n b) in Section 8 are both examples of 
spectral sections for (^s®gnb)o- Here we have used the correspondence, 
explained in detail in [34] and [42], between APS-spectral projections for 
perturbed Dirac-type operators and spectral sections for unperturbed 
Dirac-type operators. Let us denote by V® and Qc these particular 
spectral sections. It turns out that V ® and Qc are in fact symmetric 

spectral sections; this follows from the structure of the above perturba-
tion (see (13.4)) and of the mapping-cone-perturbation of Section 4 (see 
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(2.7)). More precisely, it is implied by the vanishing in middle degree 
plus a Z2-grading outside the middle degree for 

A% 0 

w 
0 

and for 

l 
2 ' 

respectively. 
Thus, by definition, 

113.7) 
™«Vsl + A 

Ind(D s i g n ' b 

T,W 

C ™<P*£j,> Q 
C 

By the relative index theorem of [25, Prop. 6.2], suitably extended to 
this more general setting, we obtain 

;i3.8) Ind(£>, sign,6' V Ind(D| g + f e ,Q C 
[or -v 

However, both V® and Qc are symmetric spectral sections. Thus by 
the symmetry argument in [25], see in particular [25, Prop. 4.4], we 
have [Qc - V®] = 0 in K0(C;{T)) <g> Q. The claim then follows from 
(13.6), (13.7) and (13.8). The odd dimensional case is similar, using 
Cl(l)-symmetric spectral sections. 

This proof shows that in the particular case F = dM (and Y vir-
tually nilpotent), the two regularizations of the higher eta invariant 
proposed in [30, Definition 8] and [25, Definition 5.2] coincide. The reg-
ularization using symmetric spectral sections can also be given for any 
closed oriented manifold F and any normal T-cover F' satisfying the 
assumption that AFi is L2-invertible in middle degree (but with T still 
virtually nilpotent). Using the above arguments and an extension of 
the jump-formula for higher eta-forms [34, Proposition 17], [23, Theo-
rem 5.1], one can show that in this general situation, the two definitions 
of the higher eta form given in [25, Definition 5.2] and [30, Definition 8] 
coincide. 
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