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#### Abstract

In this paper we show that mixed finite element methods for a fairly general second-order elliptic problem with variable coefficients can be given a nonmixed formulation. (Lower-order terms are treated, so our results apply also to parabolic equations.) We define an approximation method by incorporating some projection operators within a standard Galerkin method, which we call a projection finite element method. It is shown that for a given mixed method, if the projection method's finite element space $M_{h}$ satisfies three conditions, then the two approximation methods are equivalent. These three conditions can be simplified for a single element in the case of mixed spaces possessing the usual vector projection operator. We then construct appropriate nonconforming spaces $M_{h}$ for the known triangular and rectangular elements. The lowest-order Raviart-Thomas mixed solution on rectangular finite elements in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, on simplices, or on prisms, is then implemented as a nonconforming method modified in a simple and computationally trivial manner. This new nonconforming solution is actually equivalent to a postprocessed version of the mixed solution. A rearrangement of the computation of the mixed method solution through this equivalence allows us to design simple and optimal-order multigrid methods for the solution of the linear system.


## 1. Introduction

We consider the following elliptic problem for $u$ on the bounded domain $\Omega \subset \mathbb{R}^{n}, n=2$ or 3 , with boundary $\partial \Omega=\bar{\Gamma}_{1} \cup \bar{\Gamma}_{2}, \Gamma_{1} \cap \Gamma_{2}=\varnothing$ :

$$
\begin{align*}
& \nabla \cdot \sigma+d u=f \text { in } \Omega,  \tag{1.1a}\\
& \sigma=-a(\nabla u+b u-c) \text { in } \Omega,  \tag{1.1b}\\
& u=-g \text { on } \Gamma_{1},  \tag{1.1c}\\
& \sigma \cdot \nu=0 \text { on } \Gamma_{2}, \tag{1.1d}
\end{align*}
$$

where $a(x)$ is a uniformly positive definite, bounded, symmetric tensor, $b(x)$ and $c(x)$ are bounded vectors, $d(x) \geq 0$ is bounded, $f(x) \in L^{2}(\Omega), g(x) \in$

[^0]$H^{2}(\Omega)\left(H^{k}(\Omega)=W^{k, 2}(\Omega)\right.$ is the Sobolev space of $k$ times differentiable functions in $L^{2}(\Omega)$ ), and $\nu$ is the outer unit normal to the domain. Let $(\cdot, \cdot)_{S}$ denote the $L^{2}(S)$ inner product (we omit $S$ if $S=\Omega$ ). Assume that the problem is coercive in the sense that there is a positive constant $\kappa$ such that for any $v \in\left(L^{2}(\Omega)\right)^{n}$ and $w \in L^{2}(\Omega)$,
\[

$$
\begin{equation*}
\left(a^{-1} v, v\right)+(b w, v)+(d w, w) \geq \kappa\left\{\|v\|_{\left(L^{2}(\Omega)\right)^{n}}^{2}+(d w, w)\right\} \tag{1.2}
\end{equation*}
$$

\]

(this immediately implies that if $d=0$ a.e. on a set $S$, then $b=0$ a.e. on $S$ ). Assume also that if $\Gamma_{1}=\varnothing$, then $d>0$ on some set of positive measure, so that if $v=-a(\nabla w+b w-c)$, then a generalized Poincaré inequality gives us control over $w$.

Problem (1.1) is recast in mixed form as follows. Let

$$
\begin{aligned}
& H(\operatorname{div} ; \Omega)=\left\{v \in\left(L^{2}(\Omega)\right)^{n}: \nabla \cdot v \in L^{2}(\Omega)\right\}, \\
& V=\left\{v \in H(\operatorname{div} ; \Omega): v \cdot \nu=0 \text { on } \Gamma_{2}\right\}, \\
& W=L^{2}(\Omega) .
\end{aligned}
$$

Then the mixed form of (1.1) for the pair $(\sigma, u) \in V \times W$ is

$$
\begin{align*}
& (\nabla \cdot \sigma, w)+(d u, w)=(f, w), \quad \forall w \in W  \tag{1.3a}\\
& \left(a^{-1} \sigma, v\right)-(u, \nabla \cdot v)+(b u, v)=(c, v)+(g, v \cdot \nu)_{\Gamma_{1}}, \quad \forall v \in V
\end{align*}
$$

In 1985, Arnold and Brezzi [1] showed that if $b=c=d=0$, and $n=2$, the mixed finite element methods for the even-order Raviart-Thomas spaces defined over triangles are equivalent to certain nonconforming methods. In particular, the lowest-order Raviart-Thomas space defined over triangles [21] is equivalent to a simple modification of the $P_{1}$-nonconforming Galerkin method. This nonconforming method yields a symmetric and positive definite problem (i.e., a minimization problem), whereas the mixed formulation is a saddle point problem.

Marini [18] noted that the computational cost of this modification is almost nil, if $a$ is a piecewise constant scalar. This equivalence has been exploited to obtain optimal $L^{\infty}(\Omega)$-error estimates for the mixed method [16]. Recently, Brenner [4] has used the equivalence to define and analyze an optimally convergent multigrid method. Chen $[9,11]$ has derived some nonconforming methods that are equivalent to certain lower-dimensional mixed methods, and exploited superconvergence properties to obtain a better approximation to the scalar variable.

Analogous equivalences for problems with nonzero low-order terms or for problems posed in higher dimensions (say $n=3$ ) have not been shown. It is necessary to obtain an equivalence for $d \not \equiv 0$ to treat time-dependent, parabolic problems. Moreover, an equivalence has not been shown for rectangular mixed methods, even though they are used widely in practice. We consider such problems in this paper, concentrating on the case of the lowest-order Raviart-Thomas mixed method defined over rectangles or rectangular parallelepipeds. An outline of the paper and a summary of our results follows.

We begin in $\S 2$ with the development of a general theory on the equivalence of mixed and nonconforming methods. Our theory is similar to, but more general than, that developed earlier by one of the authors [11]. We generalize the results of Arnold and Brezzi [1] in defining a nonconforming method for some
finite element space $M_{h}$. It is a Galerkin method with the addition of some special projection operators, and hence we will call it a projection finite element method. We then develop three conditions on $M_{h}$ that are sufficient to imply the equivalence of the projection method to a given mixed method. In $\S 3$ we consider the problem of constructing finite element spaces that satisfy these three conditions. We derive a simple local criterion that guarantees the equivalence in the case of mixed spaces possessing the usual vector projection operator. In $\S \S 4$ and 5 , we use this general theory to define equivalent projection methods for various mixed methods for the problem (1.3). We treat the mixed spaces of Raviart and Thomas [21], Nedelec [19], Brezzi, Douglas, and Marini [8], Brezzi, Douglas, Durán, and Fortin [6], and Brezzi, Douglas, Fortin, and Marini [7] defined over triangles or rectangular parallelepipeds in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. Our nonconforming spaces perhaps illuminate some of the relationships between these mixed spaces. We point out that projection finite element spaces are not necessarily unique, since two such spaces are known for the lowest-order Raviart-Thomas space over triangles: the one defined by Arnold and Brezzi [1] uses cubic "bubble functions" while the one defined by Chen [11] uses quadratic bubble functions.

Then, for several sections, we restrict our attention to the lowest-order Raviart-Thomas mixed method on rectangles. In §6, our general projection space is shown to have a nice structure. It is a simple augmentation of a standard nonconforming Galerkin space with $P_{2}$-bubble functions. These bubble functions are orthogonal in some sense to the standard nonconforming part of the solution. Diagonal $a$ and a modification to the mixed method, in which the coefficients are projected into the space of piecewise constants, allows us to exploit this fact. We can therefore give an explicit expression for the bubble function corrections (see formula (6.9) below), and so the method is easily implemented. A trivial postprocessing of its solution recovers the mixed solution. However, the nonconforming solution has better convergence properties than the mixed solution in that the scalar variable is approximated to the optimal order two (see §7). Alternatively, we may view the nonconforming solution as an approximation to $u$ obtained by a special postprocessing of the mixed solution.

This equivalence is exploited in $\S 8$ to derive optimal-order multigrid algorithms for the mixed and nonconforming methods. Unlike the multigrid algorithm imposed in [4] for the lowest-order Raviart-Thomas mixed triangular finite element method, our multigrid algorithms are based on standard nonconforming finite element methods. The bubble functions can be handled separately in the computations because of the orthogonality; in fact, the mixed method solution can be obtained without the need to obtain multigrid approximations to the bubble functions. The convergence of the multigrid algorithms is shown in the appendix.

The above results will be shown explicitly in two space dimensions. We will extend them to the three-dimensional case of mixed methods defined over rectangular parallelepipeds in $\S 9$, and also in an analogous way to simplices and prisms in $\S \S 10$ and 11.

Problem (1.1) arises in many practical applications. We note only that the simple formula (6.5) given below for the calculation of the flux variable $\sigma$ is very useful in calculations and in obtaining a priori estimates for the numerical electric fields of semiconductor devices [12].

## 2. EQUiVAlent projection finite element methods

To define a finite element method, we need a partition $\mathscr{E}_{h}$ of $\Omega$ into elements $E$, say, simplexes, rectangular parallelepipeds, and/or prisms, where only edges or faces on $\partial \Omega$ may be curved. In $\mathscr{E}_{h}$, we also need that adjacent elements completely share their common edge or face; let $\partial \mathscr{E}_{h}$ denote the set of all interior edges $(n=2)$ or faces $(n=3) e$ of $\mathscr{E}_{h}$. We tacitly assume that $\partial \mathscr{E}_{h} \neq \varnothing$. Finally, each exterior edge or face has imposed on it either Dirichlet or Neumann conditions, but not both.

Let $V_{h} \times W_{h} \subset V \times W$ denote some standard mixed finite element space for second-order elliptic problems defined over $\mathscr{E}_{h}$ such that $\nabla \cdot V_{h}=W_{h}$ (see, e.g., $[6,7,8,13,19$, and 21]). This space is finite-dimensional and defined locally on each element $E \in \mathscr{E}_{h}$, so let $V_{h}(E)=\left.V_{h}\right|_{E}$ and $W_{h}(E)=\left.W_{h}\right|_{E}$. The constraint $V_{h} \subset V$ says that the normal components of the members of $V_{h}$ are continuous across the interior boundaries in $\partial \mathscr{E}_{h}$. Following [1], we relax this constraint on $V_{h}$ by defining

$$
\tilde{V}_{h}=\left\{v \in L^{2}(\Omega):\left.v\right|_{E} \in V_{h}(E) \text { for each } E \in \mathscr{E}_{h}\right\}
$$

We then need to introduce Lagrange multipliers to enforce the required continuity on $\tilde{V}_{h}$, so define

$$
L_{h}=\left\{\mu \in L^{2}\left(\bigcup_{e \in \partial \mathscr{E}_{h}} e\right):\left.\left.\mu\right|_{e} \in V_{h} \cdot \nu\right|_{e} \text { for each } e \in \partial \mathscr{C}_{h}\right\}
$$

The mixed finite element solution of $(1.3)$ is $\left(\sigma_{h}, u_{h}\right) \in V_{h} \times W_{h}$ satisfying
(2.1a) $\left(\nabla \cdot \sigma_{h}, w\right)+\left(d u_{h}, w\right)=(f, w), \quad \forall w \in W_{h}$,
(2.1b) $\left(a^{-1} \sigma_{h}, v\right)-\left(u_{h}, \nabla \cdot v\right)+\left(b u_{h}, v\right)=(c, v)+(g, v \cdot \nu)_{\Gamma_{1}}, \quad \forall v \in V_{h}$.

It has a unique solution by (1.2). The unconstrained problem is to find $\left(\sigma_{h}, u_{h}, \lambda_{h}\right) \in \tilde{V}_{h} \times W_{h} \times L_{h}$ such that

$$
\begin{align*}
& \sum_{E \in \mathscr{E}_{h}}\left(\nabla \cdot \sigma_{h}, w\right)_{E}+\left(d u_{h}, w\right)=(f, w), \quad \forall w \in W_{h},  \tag{2.2a}\\
& \left(a^{-1} \sigma_{h}, v\right)-\sum_{E \in \mathscr{C}_{h}}\left[\left(u_{h}, \nabla \cdot v\right)_{E}-\left(\lambda_{h}, v \cdot \nu_{E}\right)_{\partial E \backslash \partial \Omega}\right]+\left(b u_{h}, v\right)  \tag{2.2b}\\
& \quad=(c, v)+(g, v \cdot \nu)_{\Gamma_{1}}, \quad \forall v \in \tilde{V}_{h}, \\
& \sum_{E \in \mathscr{C}_{h}}\left(\sigma_{h} \cdot \nu_{E}, \mu\right)_{\partial E \backslash \partial \Omega}=0, \quad \forall \mu \in L_{h} . \tag{2.2c}
\end{align*}
$$

Note that $\sigma_{h}$ and $u_{h}$ are identical in the two formulations, since (2.2c) enforces $\sigma_{h} \in V_{h}$.

We need some projection operators. Let $\mathscr{P}_{W_{h}}: L^{2}(\Omega) \rightarrow W_{h}$ denote $L^{2}(\Omega)$ projection: For $\varphi \in L^{2}(\Omega)$,

$$
\begin{equation*}
\left(\varphi-\mathscr{P}_{W_{h}} \varphi, w\right)=0, \quad \forall w \in W_{h} . \tag{2.3}
\end{equation*}
$$

Similarly let $\mathscr{P}_{L_{h}}: L^{2}\left(\bigcup_{e \in \partial \varepsilon_{h}} e\right) \rightarrow L_{h}$ be $L^{2}\left(\bigcup_{\rho \in \partial \varepsilon_{h}} e\right)$-projection. To handle variable $a(x)$, we introduce the weighted $\left(L^{2}(\Omega)\right)^{n}$-projection $\tilde{\mathscr{P}}_{V_{h}}:\left(L^{2}(\Omega)\right)^{n}$ $\rightarrow \tilde{V}_{h}$ defined by

$$
\begin{equation*}
\left(a^{-1}\left(\varphi-\tilde{\mathscr{P}}_{v_{h}} \varphi\right), v\right)=0, \quad \forall v \in \tilde{V}_{h} \tag{2.4}
\end{equation*}
$$

Note that each of these operators is defined locally on each $E \in \mathscr{E}_{h}$ or on each $e \in \partial \mathscr{E}_{h}$, since only $V_{h}$ has a continuity constraint.

We define now in an abstract sense our projection finite element method. Let $M_{h}$ denote some as yet unspecified finite-dimensional finite element space defined over $\mathscr{E}_{h}$ such that the degrees of freedom of $\left.M_{h}\right|_{\Gamma_{1}}$ vanish. We seek $\psi_{h} \in M_{h}-g$ satisfying

$$
\begin{align*}
& \sum_{E \in \mathscr{E}_{h}}\left(\tilde{\mathscr{P}}_{V_{h}}\left[a\left(\nabla \psi_{h}+b \mathscr{P}_{W_{h}} \psi_{h}-c\right)\right], \nabla \xi\right)_{E}+\left(d \mathscr{P}_{W_{h}} \psi_{h}, \mathscr{P}_{W_{h}} \xi\right)  \tag{2.5}\\
& \quad=\left(f, \mathscr{P}_{W_{h}} \xi\right), \quad \forall \xi \in M_{h}
\end{align*}
$$

Our goal is to define $M_{h}$ so that

$$
\begin{align*}
\sigma_{h} & =-\tilde{\mathscr{P}}_{V_{h}}\left[a\left(\nabla \psi_{h}+b \mathscr{P}_{W_{h}} \psi_{h}-c\right)\right],  \tag{2.6a}\\
u_{h} & =\mathscr{P}_{W_{h}} \psi_{h},  \tag{2.6~b}\\
\lambda_{h} & =\mathscr{P}_{L_{h}} \psi_{h} . \tag{2.6c}
\end{align*}
$$

The first requirement is that $M_{h}$ give rise to a legitimate finite element method defined by (2.5); hence, we require that there exists a unique solution to the problem. Since (2.5) is a square linear system, uniqueness implies existence. For uniqueness, if $\psi_{h} \in M_{h}$ satisfies

$$
\sum_{E \in \mathscr{C}_{h}}\left(\tilde{\mathscr{P}}_{V_{h}}\left[a\left(\nabla \psi_{h}+b \mathscr{P}_{W_{h}} \psi_{h}\right)\right], \nabla \xi\right)_{E}+\left(d \mathscr{P}_{W_{h}} \psi_{h}, \mathscr{P}_{W_{h}} \xi\right)=0, \quad \forall \xi \in M_{h}
$$

then we need to show that $\psi_{h}=0$. Take $\xi=\psi_{h}$, note that by (2.4),

$$
\begin{aligned}
\left(\tilde{\mathscr{P}}_{V_{h}}\left(a \nabla \psi_{h}\right), \nabla \psi_{h}\right)_{E} & =\left(a^{-1} \tilde{\mathscr{P}}_{V_{h}}\left(a \nabla \psi_{h}\right), a \nabla \psi_{h}\right)_{E} \\
& =\left(a^{-1} \tilde{\mathscr{P}}_{V_{h}}\left(a \nabla \psi_{h}\right), \tilde{\mathscr{P}}_{V_{h}}\left(a \nabla \psi_{h}\right)\right)_{E}, \\
\left(\tilde{\mathscr{P}}_{V_{h}}\left(a b \mathscr{P}_{W_{h}} \psi_{h}\right), \nabla \psi_{h}\right)_{E} & =\left(a^{-1} \tilde{\mathscr{P}}_{V_{h}}\left(a b \mathscr{P}_{W_{h}} \psi_{h}\right), a \nabla \psi_{h}\right)_{E} \\
& =\left(b \mathscr{P}_{W_{h}} \psi_{h}, \tilde{\mathscr{P}}_{V_{h}}\left(a \nabla \psi_{h}\right)\right)_{E},
\end{aligned}
$$

and then apply coercivity (1.2) to conclude that both $\left\|\tilde{\mathscr{P}}_{V_{h}}\left(a \nabla \psi_{h}\right)\right\|_{\left(L^{2}(\Omega)\right)^{n}}=0$ and $\left(d \mathscr{P}_{W_{h}} \psi_{h}, \mathscr{P}_{W_{h}} \psi_{h}\right)=0$. The former requires that the $\tilde{\mathscr{P}}_{V_{h}}$-projection of $a \nabla \psi_{h}$ be zero on each $E \in \mathscr{E}_{h}$ :

$$
\left(a^{-1} a \nabla \psi_{h}, v\right)_{E}=0, \quad \forall v \in V_{h}(E)
$$

We therefore require of the space $M_{h}$ the first condition:
(C1) For $\xi \in M_{h}$, if $(\nabla \xi, v)_{E}=0$ for all $v \in V_{h}(E)$ and all $E \in \mathscr{E}_{h}$, and if $\left(d \mathscr{P}_{W_{h}} \xi, \mathscr{P}_{W_{h}} \xi\right)=0$, then $\xi=0$.
In order that (2.6c) makes sense, we require that
(C2) For $\xi \in M_{h}$, its projection $\mathscr{P}_{L_{h}} \xi$ can be uniquely defined on each $e \in \partial \mathscr{C}_{h}$.
We can consider now the equivalence of the two schemes (2.2) and (2.5). It is convenient to take $\psi_{h}$ as given by (2.5) and let $\sigma_{h}, u_{h}$, and $\lambda_{h}$ be given by (2.6). We then show that (2.2) results.

By the definitions (2.6), definitions (2.3) and (2.4), and finally integration by parts, we see that for any $v \in \tilde{V}_{h}$,

$$
\begin{align*}
\left(a^{-1}\right. & \left.\sigma_{h}, v\right)-\sum_{E \in \mathscr{E}_{h}}\left[\left(u_{h}, \nabla \cdot v\right)_{E}-\left(\lambda_{h}, v \cdot \nu_{E}\right)_{\partial E \backslash \partial \Omega}\right]+\left(b u_{h}, v\right) \\
= & -\left(a^{-1} \tilde{\mathscr{P}}_{V_{h}}\left[a\left(\nabla \psi_{h}+b \mathscr{P}_{W_{h}} \psi_{h}-c\right)\right], v\right) \\
& -\sum_{E \in \mathscr{E}_{h}}\left[\left(\mathscr{P}_{W_{h}} \psi_{h}, \nabla \cdot v\right)_{E}-\left(\mathscr{P}_{L_{h}} \psi_{h}, v \cdot \nu_{E}\right)_{\partial E \backslash \partial \Omega}\right]+\left(b \mathscr{P}_{W_{h}} \psi_{h}, v\right) \\
= & -\sum_{E \in \mathscr{C}_{h}}\left(\nabla \psi_{h}+b \mathscr{P}_{W_{h}} \psi_{h}-c, v\right)_{E}  \tag{2.7}\\
& -\sum_{E \in \mathscr{E}_{h}}\left[\left(\psi_{h}, \nabla \cdot v\right)_{E}-\left(\psi_{h}, v \cdot \nu_{E}\right)_{\partial E \backslash \partial \Omega}\right]+\left(b \mathscr{P}_{W_{h}} \psi_{h}, v\right) \\
= & \sum_{E \in \mathscr{E}_{h}}\left[-\left(\nabla \psi_{h}-c, v\right)_{E}+\left(\nabla \psi_{h}, v\right)_{E}\right]+(g, v \cdot \nu)_{\Gamma_{1}} \\
= & (c, v)+(g, v \cdot \nu)_{\Gamma_{1}}
\end{align*}
$$

this is (2.2b).
For (2.2a) and (2.2c), we integrate the first term on the left-hand side of (2.5) by parts to see that for any $\xi \in M_{h}$,

$$
\begin{equation*}
\sum_{E \in \mathscr{C}_{h}}\left(\tilde{\mathscr{P}}_{V_{h}}\left[a\left(\nabla \psi_{h}+b \mathscr{P}_{W_{h}} \psi_{h}-c\right)\right], \nabla \xi\right)_{E}=\sum_{E \in \mathscr{C}_{h}}\left[\left(\nabla \cdot \sigma_{h}, \xi\right)_{E}-\left(\sigma_{h} \cdot \nu_{E}, \xi\right)_{\partial E}\right] ; \tag{2.8}
\end{equation*}
$$

hence, introducing two projection operators, (2.5) becomes

$$
\begin{align*}
& \sum_{E \in \mathscr{E}_{h}}\left(\nabla \cdot \sigma_{h}, \mathscr{P}_{W_{h}} \xi\right)_{E}+\left(d u_{h}, \mathscr{P}_{W_{h}} \xi\right)-\sum_{E \in \mathscr{E}_{h}}\left(\sigma_{h} \cdot \nu_{E}, \mathscr{P}_{L_{h}} \xi\right)_{\partial E \backslash \partial \Omega}  \tag{2.9}\\
& \quad=\left(f, \mathscr{P}_{W_{h}} \xi\right), \quad \forall \xi \in M_{h}
\end{align*}
$$

where $\mathscr{P}_{L_{h}} \xi$ on $\partial E$ is defined on the trace of $\xi$ from within $E$. To separate information on $\partial E$ from that in $E$, we require the third condition on $M_{h}$ :
(C3) For any $(w, \mu) \in W_{h} \times L_{h}$, there exist $\xi_{1}, \xi_{2} \in M_{h}$ such that
(i) $\left\{\begin{array}{l}\mathscr{P}_{W_{h}} \xi_{1}=w, \\ \mathscr{P}_{L_{h}} \xi_{1}=0\end{array}\right.$
and
(ii) $\left\{\begin{array}{l}\mathscr{P}_{W_{h}} \xi_{2}=0, \\ \mathscr{D}_{L_{h}} \xi_{2}=\mu .\end{array}\right.$

The $\xi_{1}$ gives us (2.2a) while the $\xi_{2}$ gives us (2.2c).
Since any $u_{h}$ and $\lambda_{h}$ can arise as a solution to (2.2) by adjusting the data, condition (C3) is also necessary for the equivalence. We have shown the following theorem.
Theorem 1. For a given mixed finite element method (2.1) or (2.2) such that $W_{h}=\nabla \cdot V_{h}$, the projection finite element method (2.5) is well defined if, and only if, $M_{h}$ satisfies $(\mathrm{C} 1)$. Moreover, if $M_{h}$ satisfies $(\mathrm{C} 1)$ and $(\mathrm{C} 2)$, these two methods are equivalent by the relations (2.6) if, and only if, $M_{h}$ satisfies (C3).
Theorem 2. If a given projection finite element method (2.5) with projection space $V_{h}$ (and $W_{h}=\nabla \cdot V_{h}$ and $L_{h}$ defined from $V_{h}$ ) satisfies $(\mathrm{C} 1)-(\mathrm{C} 3)$ and the property that for any $\xi \in M_{h}$ such that $\mathscr{P}_{L_{h}} \xi=0$,

$$
\begin{equation*}
\sup _{v \in V_{h} \backslash\{0\}} \frac{\sum_{E \in \mathscr{E}_{h}}(v, \nabla \xi)_{E}}{\|v\|_{\left(L^{2}(\Omega)\right)^{n}}} \geq \kappa_{h}\left\|\mathscr{P}_{W_{h}} \xi\right\|_{L^{2}(\Omega)} \tag{2.10}
\end{equation*}
$$

for some $\kappa_{h}>0$, then $V_{h}$ gives rise to an equivalent mixed method (2.1) or (2.2) for which $V_{h}$ and $W_{h}$ satisfy the inf-sup condition [5] for the constant $\kappa_{h}$ : For any $w \in W_{h}$,

$$
\sup _{v \in V_{h} \backslash\{0\}} \frac{(\nabla \cdot v, w)}{\|v\|_{\left(L^{2}(\Omega)\right)^{n}}} \geq \kappa_{h}\|w\|_{L^{2}(\Omega)}
$$

Moreover, if (2.10) holds uniformly in $h$, i.e., $\kappa_{h}=\kappa$ is independent of $h$, then also the inf-sup condition holds uniformly in $h$.
Proof. For $w \in W_{h}$, we can choose by (C3) $\xi \in M_{h}$ such that $\mathscr{P}_{W_{h}} \xi=-w$ and $\mathscr{P}_{L_{h}} \xi=0$. For this $\xi,(2.10)$ is the inf-sup condition after an integration by parts.

## 3. On the local construction of $M_{h}$

It is not yet clear whether an appropriate $M_{h}$ can be constructed for a given mixed method. In this section we consider the question of how to construct such an $M_{h}$. We do not discuss problems associated with the outer boundary of the domain, but instead concentrate on the local spaces defined on some $E \in \mathscr{E}_{h}$ with edges or faces $e \in \partial \mathscr{E}_{h}$.

We begin by noting that dimensional considerations for satisfying (C1) and (C3) easily show the following corollary of Theorem 1, wherein $M_{h}(E)=\left.M_{h}\right|_{E}$ and $L_{h}(e)=\left.L_{h}\right|_{e}$.
Corollary 1. If a given mixed finite element method (2.1) or (2.2) (with $W_{h}=$ $\nabla \cdot V_{h}$ ) is equivalent to the projection finite element method (2.5) by the relations (2.6), then, for each $E \in \mathscr{E}_{h}$ such that $\partial E \cap \partial \Omega=\varnothing$,

$$
\operatorname{dim}\left(W_{h}(E)\right)+\sum_{e \subset \partial E} \operatorname{dim}\left(L_{h}(e)\right) \leq \operatorname{dim}\left(M_{h}(E)\right) \leq \operatorname{dim}\left(V_{h}(E)\right)+1
$$

The left-hand side of the inequality follows from (C3), and the right-hand side from ( Cl ). This result can be used to bound the dimension of $M_{h}(E)$; it may even show that $M_{h}(E)$ cannot exist for some novel mixed methods.

We now localize the condition (C1) as follows:
$\left(\mathrm{C}^{\prime}\right)$ For $\xi \in M_{h}(E)$, if $(\nabla \xi, v)_{E}=0$ for all $v \in V_{h}(E)$, then $\xi$ is constant on $E$.

Theorem 3. Suppose that $V_{h} \times W_{h}$ is a mixed finite element space such that $W_{h}=\nabla \cdot V_{h}, 1 \in W_{h}(E)$ for each $E \in \mathscr{E}_{h}$, and $1 \in L_{h}(e)$ for each $e \in \partial \mathscr{E}_{h}$. If $M_{h}$ satisfies $\left(\mathrm{C}^{\prime}\right)$ for each $E \in \mathscr{E}_{h}$ and $(\mathrm{C} 2)$, then $M_{h}$ satisfies $(\mathrm{C} 1)$.
Proof. For some $\xi \in M_{h}$, suppose that $(\nabla \xi, v)_{E}=0$ for all $v \in V_{h}(E)$ and $E \in \mathscr{E}_{h}$, and $\left(d \mathscr{P}_{W_{h}} \xi, \mathscr{P}_{W_{h}} \xi\right)=0$. We conclude from $\left(\mathrm{Cl}^{\prime}\right)$ that $\xi$ is constant on each $E$. Since (C2) requires a unique definition of $\mathscr{P}_{L_{h}} \xi$, in fact $\xi$ is a constant on all of $\Omega$. Finally, either $\Gamma_{1} \neq \varnothing$ or $d>0$ implies that $\xi=0$.

The mixed method spaces that we consider have the property that there exists a projection operator $\Pi_{h}:\left(H^{1}(E)\right)^{n} \rightarrow V_{h}(E)$ such that

$$
\begin{align*}
& \nabla \cdot\left(\Pi_{h} v\right)=\mathscr{P}_{W_{h}}(\nabla \cdot v)  \tag{3.1a}\\
& \left(\Pi_{h} v\right) \cdot \nu=\mathscr{P}_{L_{h}}(v \cdot \nu) \tag{3.1b}
\end{align*}
$$

We exploit this fact in the following way.

Theorem 4. Suppose that $E$ is convex and that $V_{h}(E) \times W_{h}(E)$ is a mixed finite element space such that $W_{h}(E)=\nabla \cdot V_{h}(E), 1 \in W_{h}(E), 1 \in L_{h}(e)$ for each $e \subset \partial E$, and there exists an operator $\Pi_{h}:\left(H^{1}(E)\right)^{n} \rightarrow V_{h}(E)$ satisfying (3.1). If $M_{h}(E)$ is a space of functions such that

$$
\operatorname{dim}\left(M_{h}(E)\right)=\operatorname{dim}\left(W_{h}(E)\right)+\sum_{e \subset \partial E} \operatorname{dim}\left(L_{h}(e)\right)
$$

with unisolvent degrees of freedom described by
(DF1) $(\xi, w)_{E}$ for all $w$ in a basis of $W_{h}(E)$,
(DF2) $(\xi, \mu)_{e}$ for all $\mu$ in a basis of $L_{h}(e)$, for each $e \subset \partial E$,
and if $M_{h}(E)$ contains the constant functions, then $M_{h}(E)$ satisfies $\left(\mathrm{Cl}^{\prime}\right),(\mathrm{C} 2)$, and (C3).
Proof. The hypotheses (DF) give (C2) and (C3), so we need only show (C1'). Let $A_{S}(\varphi)=(\varphi, 1)_{S} /(1,1)_{E}$ denote a type of average of a function $\varphi(x)$ on $S \subset E$. For $\xi \in M_{h}(E)$, if $\zeta=\xi-A_{E}(\xi)$ and

$$
\begin{equation*}
(\nabla \xi, v)_{E}=(\nabla \zeta, v)_{E}=-(\zeta, \nabla \cdot v)_{E}+\sum_{e \subset \partial E}(\zeta, v \cdot \nu)_{e}=0 \tag{3.2}
\end{equation*}
$$

for all $v \in V_{h}(E)$, then we need to show that $\zeta=0$.
Given any $w \in W_{h}$, there is some $\tilde{v} \in V_{h}$ such that $\nabla \cdot \tilde{v}=w$. Solve the problem

$$
\begin{aligned}
& \Delta \varphi=A_{\partial E}(\tilde{v} \cdot \nu) \quad \text { in } E, \\
& \nabla \varphi \cdot \nu=\tilde{v} \cdot \nu \quad \text { on } \partial E,
\end{aligned}
$$

and set $v=\tilde{v}-\Pi_{h} \nabla \varphi \in V_{h}$. Then (3.1) implies that $v \cdot \nu=0$ on $\partial E$ and $\nabla \cdot v=w-A_{\partial E}(\tilde{v} \cdot \nu)$. As a consequence, (3.2) implies that $\mathscr{P}_{W_{h}} \zeta=0$.

Now for $e \subset \partial E$, take any $\lambda \in L_{h}(e)$ and then any $\tilde{v} \in V_{h}$ such that $\tilde{v} \cdot \nu=\lambda$ on $e$. Solve the problem

$$
\begin{aligned}
& \Delta \varphi=\nabla \cdot \tilde{v}-A_{E}(\nabla \cdot \tilde{v})+A_{\partial E \backslash \varrho}(\tilde{v} \cdot \nu) \text { in } E, \\
& \nabla \varphi \cdot \nu=\tilde{v} \cdot \nu \text { on } \partial E \backslash e, \\
& \nabla \varphi \cdot \nu=0 \text { on } e,
\end{aligned}
$$

and again set $v=\tilde{v}-\Pi_{h} \nabla \varphi \in V_{h}$. Then (3.1) and (3.2) imply that $\mathscr{P}_{L_{h}} \zeta=0$ on $e$.

By the unisolvence of the degrees of freedom, since $\zeta \in M_{h}$, we conclude that $\zeta=0$.

## 4. Equivalent spaces for triangular mixed methods

We are now in a position to construct some nonconforming spaces that give rise to projection finite element methods that are equivalent to standard mixed methods. We begin by generalizing the results of Arnold and Brezzi [1] to the known triangular methods. These mixed spaces satisfy the conditions of Theorem 4, so it remains only to define over a triangle $T$ a space $M_{h}(T)$ of the correct dimension and prove the unisolvence of (DF).

Let $P_{k}(E)$ denote the space of polynomials of total degree less than or equal to $k$ defined in $E$. We will make use of the barycentric coordinates $\hat{\ell}_{i}, i=$
$1,2,3$, defined on $T$ to be the unique affine functions that take the value one at vertex $i$, and the value zero on the opposite edge. Finally, for any edge $e$, let $\tilde{P}_{k}(e)$ denote the $L^{2}(e)$-orthogonal complement of $P_{k}(e)$ in $P_{k-1}(e)$ (i.e., the span of the Legendre polynomials of exact degree $k$ ).
4.1. The Raviart-Thomas spaces on triangles. These spaces [21] are defined for each $k \geq 0$ by

$$
\begin{aligned}
& V_{h}^{k}(T)=\left(P_{k}(T)\right)^{2} \oplus\left((x, y) P_{k}(T)\right) \\
& W_{h}^{k}(T)=P_{k}(T) \\
& L_{h}^{k}(e)=P_{k}(e)
\end{aligned}
$$

First let us recall what is already known for the lowest-order space. An $M_{h}$ (of dimension 4) for this space is [1, 11]

$$
M_{h}(T)=P_{1}(T) \oplus B_{h}(T)
$$

where we define $B_{h}(T)$ to be the span of either the $P_{3}$-bubble function,

$$
\beta_{T}^{3}(x, y)=\hat{\ell}_{1}(x, y) \hat{\ell}_{2}(x, y) \hat{\ell}_{3}(x, y),
$$

which vanishes on each edge, or the $P_{2}$-bubble function,

$$
\beta_{T}^{2}(x, y)=2-3\left(\hat{\ell}_{1}^{2}(x, y)+\hat{\ell}_{2}^{2}(x, y)+\hat{\ell}_{3}^{2}(x, y)\right)
$$

which vanishes at the two quadratic Gauss points on each edge.
For $\xi \in M_{h}$, we can write $\xi=\xi_{1}+\xi_{2}$ for $\xi_{1} \in P_{1}(T)$ and $\xi_{2} \in B_{h}(T)$, and then the degrees of freedom for the element are normally given as the value of:
(i) $\int_{T} \xi(x) d x$;
(ii) $\xi_{1}$ at the midpoint of each edge $e \subset \partial T$.
(Note that if $B_{h}(T)=\operatorname{span}\left\{\beta_{T}^{3}\right\}$, we may replace $\xi_{1}$ by $\xi$ in (ii).) An equivalent set of degrees of freedom can be given by the value of (i) and
(ii') $\int_{e} \xi(x) d \sigma(x)$ for each edge $e \subset \partial T$;
(ii) and (ii') are equivalent since midpoint quadrature is exact for linear functions. These degrees of freedom are (DF1) and (DF2), and their unisolvence is known.

For the family as a whole, we define

$$
M_{h}^{k}(T)= \begin{cases}\left\{v \in P_{k+3}(T): v \mid e \in P_{k+1}(e)\right\} & \text { if } k \text { is even } \\ \left\{v \in P_{k+3}(T): v \mid e \in P_{k}(e) \oplus \tilde{P}_{k+2}(e)\right\} & \text { if } k \text { is odd }\end{cases}
$$

We first show that $M_{h}^{k}(T)$ has the correct dimension. The dimension of $P_{k+3}(T)$ is $\frac{1}{2}(k+5)(k+4)$, which is exactly six more than $\operatorname{dim}\left(W_{h}(T)\right)+$ $3 \operatorname{dim}\left(L_{h}(e)\right)=\frac{1}{2}(k+8)(k+1)$. For simplicity, assume that $k$ is even; the odd case is similar. For any $\xi \in P_{k+3}(T)$, we can write that

$$
\xi(x)=\sum_{0 \leq i+j \leq k+3} a_{i, j} \hat{\ell}_{1}^{i}(x) \hat{\ell}_{2}^{j}(x)
$$

for some constants $a_{i, j}$. If now $\xi \in M_{h}^{k}(T)$, then $\left.\xi\right|_{e_{1}} \in P_{k+1}\left(e_{1}\right)$ implies that $a_{0, k+3}=a_{0, k+2}=0$, and $\left.\xi\right|_{e_{2}} \in P_{k+1}\left(e_{2}\right)$ impiies that $a_{k+3,0}=a_{k+2,0}=0$. On $e_{3}, \hat{\ell}_{2}=1-\hat{\ell}_{1}$, so

$$
\left.\xi\right|_{e_{3}}=\sum_{0 \leq i+j \leq k+3} a_{i, j} \hat{\ell}_{1}^{i}\left(1-\hat{\ell}_{1}\right)^{j} \in P_{k+1}\left(e_{3}\right)
$$

implies that

$$
\sum_{i+j=k+3}(-1)^{j} a_{i, j}=0 \quad \text { and } \quad \sum_{i+j=k+2}(-1)^{j} a_{i, j}+\sum_{i+j=k+3} j(-1)^{j-1} a_{i, j}=0
$$

These six conditions are clearly independent, so $M_{h}^{k}(T)$ has the correct dimension.

Now we consider the unisolvence of (DF). Suppose that $\xi \in M_{h}^{k}(T)$ has degrees of freedom (DF) equal to zero. The (DF2) imply that on each edge $e, \xi$ is a Legendre polynomial of degree $k+1$ if $k$ is even and $k+2$ if $k$ is odd, i.e., of odd degree. Since the odd-degree Legendre polynomials are odd functions, traversing $\partial T$, we see that $\xi$ must vanish identically on the boundary. As a consequence, we write that $\xi=\hat{\ell}_{1} \hat{\ell}_{2} \hat{\ell}_{3} w$ for some $w \in P_{k}(T)$. Now (DF1) shows that $\left(\hat{\ell}_{1} \hat{\ell}_{2} \hat{\ell}_{3} w, w\right)_{T}=0$, which finally gives that $\xi=0$.

We remark that if $k$ is even, we obtain the nonconforming method of Arnold and Brezzi [1].
4.2. The Brezzi-Douglas-Marini spaces on triangles. These spaces [8] can be defined for each $k \geq 1$ by

$$
\begin{aligned}
& V_{h}^{k}(T)=\left(P_{k}(T)\right)^{2} \\
& W_{h}^{k}(T)=P_{k-1}(T), \\
& L_{h}^{k}(e)=P_{k}(e)
\end{aligned}
$$

Let us define

$$
M_{h}^{k}(T)= \begin{cases}\left\{v \in P_{k+2}(T): v \mid e \in P_{k+1}(e)\right\} & \text { if } k \text { is even } \\ \left\{v \in P_{k+2}(T): v \mid e \in P_{k}(e) \oplus \tilde{P}_{k+2}(e)\right\} & \text { if } k \text { is odd }\end{cases}
$$

Since $\operatorname{dim}\left(P_{k+2}(T)\right)=\frac{1}{2}(k+4)(k+3)$ is exactly three more than $\operatorname{dim}\left(W_{h}(T)\right)+$ $3 \operatorname{dim}\left(L_{h}(e)\right)=\frac{1}{2}(k+6)(k+1)$, an argument as above shows that $M_{h}^{k}(T)$ has the correct dimension. The unisolvence of (DF) is also shown as above.

## 5. EQuivalent spaces for rectangular parallelepiped mixed methods

We now construct some nonconforming spaces that give rise to projection finite element methods that are equivalent to standard mixed methods defined over a rectangle or rectangular parallelepiped $R \subset \mathbb{R}^{n}, n=2$ or 3 . Again the mixed spaces satisfy the conditions of Theorem 4.

For simplicity, assume that $R=[-1,1]^{n}$. We will make use of the Legendre polynomials $p_{m}\left(x_{i}\right)$ of degree $m$ defined on the interval $[-1,1]$. Recall that $P_{k}(R)$ is the space of polynomials of total degree less than or equal to $k$ defined in $R$, and let $Q_{k, \ell, m}(R)$ denote the space of polynomials of degree less than or equal to $k$ in $x_{1}, \ell$ in $x_{2}$, and $m$ in $x_{3}$ (where $m$ and $x_{3}$ are absent if $n=2$ ).
5.1. The Raviart-Thomas spaces on rectangles. These spaces [21] are defined for each $k \geq 0$ by

$$
\begin{aligned}
& V_{h}^{k}(R)=Q_{k+1, k}(R) \times Q_{k, k+1}(R) \\
& W_{h}^{k}(R)=Q_{k, k}(R) \\
& L_{h}^{k}(e)=P_{k}(e)
\end{aligned}
$$

We define

$$
M_{h}^{k}(R)=Q_{k+2, k}(R) \oplus Q_{k, k+2}(R)=Q_{k, k}(R) \oplus A^{k}(R) \oplus B^{k}(R)
$$

where

$$
\begin{align*}
& A^{k}(R)=\left\{\sum_{i=0}^{k}\left[a_{i, 1} p_{k+1}\left(x_{1}\right)+a_{i, 2} p_{k+2}\left(x_{1}\right)\right] p_{i}\left(x_{2}\right): a_{i, j} \in \mathbb{R}\right\}  \tag{5.1a}\\
& B^{k}(R)=\left\{\sum_{i=0}^{k} p_{i}\left(x_{1}\right)\left[b_{i, 1} p_{k+1}\left(x_{2}\right)+b_{i, 2} p_{k+2}\left(x_{2}\right)\right]: b_{i, j} \in \mathbb{R}\right\} \tag{5.1b}
\end{align*}
$$

Note that $\operatorname{dim}\left(A^{k}(R)\right)=\operatorname{dim}\left(B^{k}(R)\right)=2(k+1)$, so it is trivial to verify that $\operatorname{dim}\left(M_{h}^{k}(R)\right)=\operatorname{dim}\left(W_{h}^{k}(R)\right)+4 \operatorname{dim}\left(L_{h}^{k}(e)\right)$.

We need to show that the degrees of freedom (DF) are independent. Assume that the (DF) are zero for some $\xi \in M_{h}^{k}(R)=\xi_{1}+\xi_{2}+\xi_{3}$, where $\xi_{1} \in Q_{k, k}(R)$, $\xi_{2} \in A^{k}(R)$, and $\xi_{3} \in B^{k}(R)$. By the orthogonality of the Legendre polynomials, (DF1) is zero for $A^{k}(R)$ and $B^{k}(R)$, so (DF1) implies that $\xi_{1}=0$. On the two sides where $x_{1}= \pm 1$, (DF2) for $B^{k}(R)$ is zero, but for $A^{k}(R)$ we have

$$
\sum_{i=0}^{k} \int_{-1}^{1}\left[a_{i, 1} p_{k+1}( \pm 1)+a_{i, 2} p_{k+2}( \pm 1)\right] p_{i}\left(x_{2}\right) \varphi\left(x_{2}\right) d x_{2}=0, \quad \forall \varphi \in P_{k}([-1,1])
$$

and so $a_{i, 1} p_{k+1}( \pm 1)+a_{i, 2} p_{k+2}( \pm 1)=0$ for each $i$. Since the Legendre polynomials are alternately even and odd, we conclude that $a_{i, 1}=a_{i, 2}=0$ for each $i$, i.e., $\xi_{2}=0$. Similarly, on the sides where $x_{2}= \pm 1$, we conclude that $\xi_{3}=0$, and so $\xi=0$ and we have our unisolvence.

We omit the proofs of unisolvence below, since they are similar to that given above.
5.2. The Brezzi-Douglas-Marini spaces on rectangles. These spaces [8] are defined for each $k \geq 1$ as

$$
\begin{aligned}
& V_{h}^{k}(R)=\left(P_{k}(R)\right)^{2} \oplus \operatorname{span}\left\{\operatorname{curl} x_{1}^{k+1} x_{2}, \operatorname{curl} x_{1} x_{2}^{k+1}\right\} \\
& W_{h}^{k}(R)=P_{k-1}(R) \\
& L_{h}^{k}(e)=P_{k}(e)
\end{aligned}
$$

where curl $w=\left(-\partial w / \partial x_{2}, \partial w / \partial x_{1}\right)$. We define

$$
M_{h}^{k}(R)=P_{k-1}(R) \oplus A^{k}(R) \oplus B^{k}(R)
$$

where $A^{k}(R)$ and $B^{k}(R)$ are defined above by (5.1).
5.3. The Brezzi-Douglas-Fortin-Marini spaces on rectangles. Also called reduced Brezzi-Douglas-Marini spaces [7], they can be defined for each $k \geq 0$ as

$$
\begin{aligned}
& V_{h}^{k}(R)=\left\{\varphi \in P_{k+1}(R): \text { the coefficient of } x_{2}^{k+1} \text { vanishes }\right\} \\
& \quad \times\left\{\varphi \in P_{k+1}(R): \text { the coefficient of } x_{1}^{k+1} \text { vanishes }\right\} \\
& W_{h}^{k}(R)=P_{k}(R) \\
& L_{h}^{k}(e)=P_{k}(e)
\end{aligned}
$$

Now we define

$$
M_{h}^{k}(R)=P_{k}(R) \oplus A^{k}(R) \oplus B^{k}(R)
$$

Again, $A^{k}(R)$ and $B^{k}(R)$ are defined by (5.1).
5.4. The Raviart-Thomas-Nedelec spaces on rectangular parallelepipeds. These spaces are the three-dimensional analogues of the Raviart-Thomas spaces on rectangles, and they are defined $[19,21]$ for each $k \geq 0$ by

$$
\begin{aligned}
& V_{h}^{k}(R)=Q_{k+1, k, k}(R) \times Q_{k, k+1, k}(R) \times Q_{k, k, k+1}(R) \\
& W_{h}^{k}(R)=Q_{k, k, k}(R) \\
& L_{h}^{k}(e)=Q_{k, k}(e)
\end{aligned}
$$

We define

$$
\begin{aligned}
M_{h}^{k}(R) & =Q_{k+2, k, k}(R) \oplus Q_{k, k+2, k}(R) \oplus Q_{k, k, k+2}(R) \\
& =Q_{k, k, k}(R) \oplus A^{k}(R) \oplus B^{k}(R) \oplus C^{k}(R)
\end{aligned}
$$

where

$$
\begin{aligned}
& A^{k}(R)=\left\{\sum_{i=0}^{k} \sum_{j=0}^{k}\left[a_{i, j, 1} p_{k+1}\left(x_{1}\right)+a_{i, j, 2} p_{k+2}\left(x_{1}\right)\right] p_{i}\left(x_{2}\right) p_{j}\left(x_{3}\right): a_{i, j, \ell} \in \mathbb{R}\right\} \\
& B^{k}(R)=\left\{\sum_{i=0}^{k} \sum_{j=0}^{k} p_{i}\left(x_{1}\right)\left[b_{i, j, 1} p_{k+1}\left(x_{2}\right)+b_{i, j, 2} p_{k+2}\left(x_{2}\right)\right] p_{j}\left(x_{3}\right): b_{i, j, \ell} \in \mathbb{R}\right\}, \\
& C^{k}(R)=\left\{\sum_{i=0}^{k} \sum_{j=0}^{k} p_{i}\left(x_{1}\right) p_{j}\left(x_{2}\right)\left[c_{i, j, 1} p_{k+1}\left(x_{3}\right)+c_{i, j, 2} p_{k+2}\left(x_{3}\right)\right]: c_{i, j, \ell} \in \mathbb{R}\right\}
\end{aligned}
$$

5.5. The Brezzi-Douglas-Durán-Fortin spaces on rectangular parallelepipeds. These spaces [6] are the three-dimensional analogues of the Brezzi-DouglasMarini spaces on rectangles. They are defined for $k \geq 1$ by

$$
\begin{array}{ll}
V_{h}^{k}(R)=\left(P_{k}(R)\right)^{3} \oplus \operatorname{span}\{ & \operatorname{curl}\left(0,0, x_{1}^{k+1} x_{2}\right), \operatorname{curl}\left(0, x_{1} x_{3}^{k+1}, 0\right), \\
& \quad \operatorname{curl}\left(x_{2}^{k+1} x_{3}, 0,0\right), \operatorname{curl}\left(0,0, x_{1} x_{2}^{i+1} x_{3}^{k-i}\right), \\
& \left.\operatorname{curl}\left(0, x_{1}^{i+1} x_{2}^{k-i} x_{3}, 0\right), \operatorname{curl}\left(x_{1}^{k-i} x_{2} x_{3}^{i+1}, 0,0\right)\right\}, \\
W_{h}^{k}(R)=P_{k-1}(R), & \\
L_{h}^{k}(e)=P_{k}(e) .
\end{array}
$$

We define

$$
M_{h}^{k}(R)=P_{k-1}(R) \oplus A^{k}(R) \oplus B^{k}(R) \oplus C^{k}(R)
$$

where
(5.2a)

$$
A^{k}(R)=\left\{\sum_{0 \leq i+j \leq k}\left[a_{i, j, 1} p_{k+1}\left(x_{1}\right)+a_{i, j, 2} p_{k+2}\left(x_{1}\right)\right] p_{i}\left(x_{2}\right) p_{j}\left(x_{3}\right): a_{i, j, \ell} \in \mathbb{R}\right\}
$$

$$
\begin{equation*}
B^{k}(R)=\left\{\sum_{0 \leq i+j \leq k} p_{i}\left(x_{1}\right)\left[b_{i, j, 1} p_{k+1}\left(x_{2}\right)+b_{i, j, 2} p_{k+2}\left(x_{2}\right)\right] p_{j}\left(x_{3}\right): b_{i, j, \ell} \in \mathbb{R}\right\} \tag{5.2b}
\end{equation*}
$$

$$
\begin{equation*}
C^{k}(R)=\left\{\sum_{0 \leq i+j \leq k} p_{i}\left(x_{1}\right) p_{j}\left(x_{2}\right)\left[c_{i, j, 1} p_{k+1}\left(x_{3}\right)+c_{i, j, 2} p_{k+2}\left(x_{3}\right)\right]: c_{i, j, \ell} \in \mathbb{R}\right\} \tag{5.2c}
\end{equation*}
$$

### 5.6. The Brezzi-Douglas-Fortin-Marini spaces on rectangular parallelepipeds.

 These spaces [7] are also called reduced Brezzi-Douglas-Durán-Fortin spaces, and they can be defined for each $k \geq 0$ as$$
\begin{aligned}
& \begin{aligned}
V_{h}^{k}(R)=\{\varphi & \left.\in P_{k+1}(R): \text { the coefficient of } \sum_{i=0}^{k+1} x_{2}^{k+1-i} x_{3}^{i} \text { vanishes }\right\} \\
& \times\left\{\varphi \in P_{k+1}(R): \text { the coefficient of } \sum_{i=0}^{k+1} x_{1}^{k+1-i} x_{3}^{i} \text { vanishes }\right\} \\
& \times\left\{\varphi \in P_{k+1}(R): \text { the coefficient of } \sum_{i=0}^{k+1} x_{1}^{k+1-i} x_{2}^{i} \text { vanishes }\right\}
\end{aligned} \\
& \begin{array}{l}
W_{h}^{k}(R)=P_{k}(R) \\
L_{h}^{k}(e)=P_{k}(e)
\end{array}
\end{aligned}
$$

We define

$$
M_{h}^{k}(R)=P_{k}(R) \oplus A^{k}(R) \oplus B^{k}(R) \oplus C^{k}(R)
$$

where $A^{k}(R), B^{k}(R)$, and $C^{k}(R)$ are defined in the previous subsection by (5.2).

## 6. Implementation of the lowest-order Raviart-Thomas method on rectangles

We now concentrate our attention to the lowest-order Raviart-Thomas spaces over rectangles [21] (or equivalently the lowest-order Brezzi-Douglas-FortinMarini spaces [7]), since these are widely used in practice. In this and the following three sections, let $\Omega$ be a planar domain, let $\mathscr{E}_{h}$ be a family of quasiregular partitions of $\Omega$ into rectangles oriented along the coordinate axes with maximum diameter $h$, and let $a$ be diagonal. For simplicity of exposition, assume that $a$ is a scalar, $\Gamma_{2}=\varnothing$, and $g=0$.

The lowest-order Raviart-Thomas spaces [21] are

$$
\begin{aligned}
V_{h}= & \left\{v:\left.v\right|_{R}=\left(a_{R}^{1}+a_{R}^{2} x, a_{R}^{3}+a_{R}^{4} y\right), a_{R}^{i} \in \mathbb{R}, \forall R \in \mathscr{E}_{h} ;\right. \\
& \left.v \cdot n \text { is continuous at the interelement edges of } \mathscr{C}_{h}\right\}, \\
W_{h}= & \left\{w:\left.w\right|_{R} \text { is constant, } \forall R \in \mathscr{E}_{h}\right\}, \\
L_{h}= & \left\{\mu:\left.\mu\right|_{e} \text { is constant, } \forall e \in \partial \mathscr{C}_{h}\right\} .
\end{aligned}
$$

A general, equivalent, nonconforming method is defined above in $\S 5.1$ (and also in $\S 5.3$ ) for the space

$$
\begin{aligned}
M_{h}=\{\xi: & \left.\xi\right|_{R}=a_{R}^{1}+a_{R}^{2} x+a_{R}^{3} y+a_{R}^{4} x^{2}+a_{R}^{5} y^{2}, a_{R}^{i} \in \mathbb{R}, \forall R \in \mathscr{E}_{h} \\
& \text { if } R_{1} \text { and } R_{2} \text { share an edge } e, \text { then }\left.\int_{e} \xi\right|_{\partial R_{1}} d s=\left.\int_{e} \xi\right|_{\partial R_{2}} d s \\
& \text { and } \left.\left.\int_{\partial R \cap \partial \Omega} \xi\right|_{\partial \Omega} d s=0\right\} .
\end{aligned}
$$

It will prove advantageous to understand some structure and properties of $M_{h}$.
Let the $P_{2}$-bubble function in $R \in \mathscr{E}_{h}$ be defined by

$$
\beta_{R}(x, y)=4-12\left(\frac{\left(x-x_{R}\right)^{2}}{h_{R x}^{2}}+\frac{\left(y-y_{R}\right)^{2}}{h_{R y}^{2}}\right)
$$

where $\left(x_{R}, y_{R}\right), h_{R x}$, and $h_{R y}$ are the center, $x$-length, and $y$-length of $R$, respectively. This bubble function vanishes at the two quadratic Gauss points on each edge (recall that the Gauss points on $[-1,1]$ are at $\pm 1 / \sqrt{3}$ ). Define the nonconforming spaces

$$
\begin{aligned}
& N_{h}=\left\{\xi:\left.\xi\right|_{R}=a_{R}^{1}+a_{R}^{2} x+a_{R}^{3} y+a_{R}^{4}\left(x^{2}-y^{2}\right), a_{R}^{i} \in \mathbb{R}, \forall R \in \mathscr{E}_{h}\right. \\
& \\
& \quad \text { if } R_{1} \text { and } R_{2} \text { share an edge } e, \text { then }\left.\int_{e} \xi\right|_{\partial R_{1}} d s=\left.\int_{e} \xi\right|_{\partial R_{2}} d s ; \\
& \left.\quad \text { and }\left.\int_{\partial R \cap \partial \Omega} \xi\right|_{\partial \Omega} d s=0\right\}, \\
& B_{h}=\left\{\xi:\left.\xi\right|_{R}=a_{R}^{5} \beta_{R}(x, y), a_{R}^{5} \in \mathbb{R}, \forall R \in \mathscr{E}_{h}\right\} .
\end{aligned}
$$

Namely, $N_{h}$ is a standard nonconforming space and $B_{h}$ is the set of $P_{2}$-bubble functions over $\mathscr{E}_{h}$.

Two-point Gaussian quadrature is exact on cubic functions. Therefore, we can rephrase the integral continuity constraint in $N_{h}$ (or in $M_{h}$ ) to say that on interior edges, the sum of the jump discontinuities in $\xi$ at each of the two quadratic Gauss points is zero, and on external boundary edges, the sum of $\xi$ at the two quadratic Gauss points is zero.

Lemma 1. The following three relations hold:
(i) For any $R \in \mathscr{E}_{h}, \nabla M_{h}(R)=V_{h}(R)$;
(ii) $M_{h}=N_{h} \oplus B_{h}$;
(iii) For any $R \in \mathscr{E}_{h},(\nabla \xi, \nabla \zeta)_{R}=0, \forall \xi \in N_{h}(R), \zeta \in B_{h}(R)$.

Note that (iii) holds if " $\nabla \xi$ " is replaced by any constant vector, since these are contained in $\nabla N_{h}(R)$.

Proof. Relations (i) and (ii) are trivial. Relation (iii) is a type of orthogonality. It can be seen after integration by parts,

$$
(\nabla \xi, \nabla \zeta)_{R}=-(\Delta \xi, \zeta)_{R}+(\nabla \xi \cdot \nu, \zeta)_{i d R}=0
$$

since $\Delta \xi=0$ and $\nabla \xi \cdot \nu$ is constant.

If $a$ is not diagonal, then we cannot easily exploit (i) and (iii). That is why we have assumed that $a$ is diagonal. In fact, we also need that the coefficients be piecewise constant. Fortunately, we can use a minor modification of the usual mixed method (2.1) consisting of projection of the coefficients into the space $W_{h}$. In that case, (i) and (iii) will prove to give us considerable computational savings, without any loss of accuracy (see $\S 7$ or $[10,14]$ ).

We need to maintain coercivity, so explicitly assume a somewhat stronger version of (1.2): for any $v \in\left(L^{2}(\Omega)\right)^{n}$ and $w \in L^{2}(\Omega)$,

$$
\begin{equation*}
\left(\alpha_{h} v, v\right)+\left(b_{h} w, v\right)+\left(d_{h} w, w\right) \geq \kappa\left\{\|v\|_{\left(L^{2}(\Omega)\right)^{n}}^{2}+\left(d_{h} w, w\right)\right\} \tag{6.1}
\end{equation*}
$$

for some constant $\kappa>0$ independent of $h$, where $\alpha_{h}=\mathscr{P}_{W_{h}} a^{-1}, b_{h}=\mathscr{P}_{W_{h}} b$, and $d_{h}=\mathscr{P}_{W_{h}} d$. (This follows from (1.2) if $a$ and $d$ are sufficiently large compared to $b$, the coefficients are sufficiently smooth, and $h$ is sufficiently small.)

The mixed method for (1.3) is then to find $\left(\sigma_{h}, u_{h}\right) \in V_{h} \times W_{h}$ such that

$$
\begin{align*}
& \left(\nabla \cdot \sigma_{h}, w\right)+\left(d_{h} u_{h}, w\right)=\left(f_{h}, w\right), \quad \forall w \in W_{h},  \tag{6.2a}\\
& \left(\alpha_{h} \sigma_{h}, v\right)-\left(u_{h}, \nabla \cdot v\right)+\left(b_{h} u_{h}, v\right)=\left(c_{h}, v\right), \quad \forall v \in V_{h}
\end{align*}
$$

where $c_{h}=\mathscr{P}_{W_{h}} c$ and $f_{h}=\mathscr{P}_{W_{h}} f$. It is well known that $u_{h}$ approximates $u$ only to order one; therefore, various postprocessing techniques have been defined to improve the approximation. Let us define the following scheme (cf. Stenberg [22]): Find $\tilde{u}_{h} \in M_{h}$ such that in each $R \in \mathscr{E}_{h}$,

$$
\begin{align*}
& \left(\tilde{u}_{h}-u_{h}, 1\right)_{R}=0,  \tag{6.3a}\\
& \left(\left(\nabla \tilde{u}_{h}+b_{h} u_{h}-c_{h}\right)+\alpha_{h} \sigma_{h}, \nabla \xi\right)_{R}=0, \quad \forall \xi \in M_{h}(R) . \tag{6.3b}
\end{align*}
$$

The equivalent nonconforming projection finite element method for approximating (1.1) has its coefficients modified accordingly. We find $\psi_{h} \in M_{h}$ such that

$$
\begin{align*}
& \sum_{R \in \mathscr{C}_{h}}\left(\alpha_{h}^{-1}\left(\nabla \psi_{h}+b_{h} \mathscr{P}_{W_{h}} \psi_{h}-c_{h}\right), \nabla \xi\right)_{R}+\left(d_{h} \mathscr{P}_{W_{h}} \psi_{h}, \xi\right)  \tag{6.4}\\
& \quad=\left(f_{h}, \xi\right), \quad \forall \xi \in M_{h} .
\end{align*}
$$

Theorem 5. The solutions of (6.2)-(6.3) and (6.4) have the relationship

$$
\begin{align*}
& \sigma_{h}=-\alpha_{h}^{-1}\left(\nabla \psi_{h}+b_{h} \mathscr{P}_{W_{h}} \psi_{h}-c_{h}\right),  \tag{6.5}\\
& u_{h}=\mathscr{P}_{W_{h}} \psi_{h},  \tag{6.6}\\
& \tilde{u}_{h}=\psi_{h} . \tag{6.7}
\end{align*}
$$

Proof. Since $\nabla M_{h}(R)=V_{h}(R), \mathscr{\mathscr { P }}_{V_{h}}$ is unnecessary in (6.4) and (6.5), and so (6.5) and (6.6) follow from the general theory (for each fixed $\mathscr{E}_{h}$, we have fixed coefficients). Since $\psi_{h}$ satisfies (6.3), uniqueness of $\tilde{u}_{h}$ implies (6.7).

We give now a simple formula for computing the numerical flux $\sigma_{h}$ from an only slightly modified nonconforming method, (6.8) below.

Theorem 6. For each $R \in \mathscr{E}_{h}$, let

$$
\begin{aligned}
\gamma_{R} & =\left(d_{h} \mathscr{P}_{w_{h}} \beta_{R}-\alpha_{h}^{-1} \Delta \beta_{R}\right)^{-1}, \\
\omega_{R} & =1-d_{h} \gamma_{R} \mathscr{P}_{W_{h}} \beta_{R},
\end{aligned}
$$

and on $R$, define

$$
\begin{array}{ll}
\tilde{b}_{h}=\omega_{R} b_{h}, & \tilde{c}_{h}=c_{h}-b_{h} \gamma_{R} f_{h} \mathscr{P}_{W_{h}} \beta_{R} \\
\tilde{d}_{h}=\omega_{R} d_{h}, & \tilde{f}_{h}=\omega_{R} f_{h}
\end{array}
$$

Let $z_{h} \in N_{h}$ be the solution of (6.8)

$$
\sum_{R \in \mathscr{E}_{h}}\left(\alpha_{h}^{-1}\left(\nabla z_{h}+\tilde{b}_{h} \mathscr{P}_{W_{h}} z_{h}-\tilde{c}_{h}\right), \nabla \xi\right)_{R}+\left(\tilde{d}_{h} \mathscr{P}_{W_{h}} z_{h}, \xi\right)=\left(\tilde{f}_{h}, \xi\right), \quad \forall \xi \in N_{h}
$$

and $\zeta_{h} \in B_{h}$ be given by

$$
\begin{equation*}
\left.\zeta_{h}(x, y)\right|_{R}=\left.\gamma_{R}\left(f_{h}-d_{h} \mathscr{P}_{W_{h}} z_{h}\right)\right|_{R} \beta_{R}(x, y) \tag{6.9}
\end{equation*}
$$

Then $\psi_{h} \in M_{h}$ is the solution of (6.4) if, and only if, $\psi_{h}=z_{h}+\zeta_{h}$. Moreover, $\sigma_{h}$ at a point $(x, y) \in R \in \mathscr{E}_{h}$ is evaluated by the formula

$$
\begin{align*}
\sigma_{h}(x, y)=-\alpha_{h}^{-1}\left\{\nabla z_{h}(x, y)+\tilde{b}_{h}\right. & \left.\mathscr{P}_{W_{h}} z_{h}\right|_{R}-\tilde{c}_{h}  \tag{6.10}\\
& \left.+\left.\gamma_{R}\left(f_{h}-d_{h} \mathscr{P}_{W_{h}} z_{h}\right)\right|_{R} \nabla \beta_{R}(x, y)\right\}
\end{align*}
$$

Proof. We begin by noting that $0<\omega_{R}<1$, and $\omega_{R} \rightarrow 1$ as $h \rightarrow 0$. In fact, since $a, d$, and $\Omega$ are bounded, $\omega_{R} \geq \omega_{*}>0$ for some constant $\omega_{*}$ independent of $h$. As a consequence, (6.1) holds with $\tilde{b}_{h}$ and $\tilde{d}_{h}$ replacing $b_{h}$ and $d_{h}$, respectively. Therefore, (6.8) is well posed.

We exploit the orthogonality (iii) of Lemma 1 to obtain the theorem. Let $\psi_{h}$ be the solution to (6.4) and let $\psi_{h}=z_{h}+\zeta_{h}$ for some $z_{h} \in N_{h}$ and $\zeta_{h} \in B_{h}$. We must show that (6.8)-(6.9) hold.

Restrict to a test function $\xi \in B_{h}$ in (6.4), and use orthogonality to see that (6.11)
$\left(\alpha_{h}^{-1} \nabla \zeta_{h}, \nabla \xi\right)_{R}+\left(d_{h} \mathscr{P}_{W_{h}} \zeta_{h}, \xi\right)_{R}=\left(f_{h}-d_{h} \mathscr{P}_{W_{h}} z_{h}, \xi\right)_{R},\left.\quad \forall \xi \in B_{h}\right|_{R}, \quad R \in \mathscr{E}_{h}$.
Integrate by parts the first term on the left-hand side to obtain that

$$
d_{h} \mathscr{P}_{W_{h}} \zeta_{h}-\alpha_{h}^{-1} \Delta \zeta_{h}=\left.\left(f_{h}-d_{h} \mathscr{P}_{W_{h}} z_{h}\right)\right|_{R} \quad \text { in each } R \in \mathscr{E}_{h}
$$

since the boundary term is zero by appeal to Gaussian quadrature. It follows from the definition of $B_{h}$ that $\zeta_{h}$ is given by (6.9).

In (6.4), restrict now to $\xi \in N_{h}$ and use (6.9) and orthogonality to obtain (6.8) for $z_{h}$, since in each $R \in \mathscr{E}_{h}$,

$$
\begin{align*}
\mathscr{P}_{W_{h}} \psi_{h} & =\mathscr{P}_{W_{h}} z_{h}+\mathscr{P}_{W_{h}} \zeta_{h}=\mathscr{P}_{W_{h}} z_{h}+\gamma_{R}\left(f_{h}-d_{h} \mathscr{P}_{W_{h}} z_{h}\right) \mathscr{P}_{W_{h}} \beta_{R}  \tag{6.12}\\
& =\omega_{R} \mathscr{P}_{W_{h}} z_{h}+\gamma_{R} f_{h} \mathscr{P}_{W_{h}} \beta_{R} .
\end{align*}
$$

Conversely, we obtain (6.4) from (6.8)-(6.9) and unisolvence.
Finally, from (6.5) and (6.12),

$$
\begin{equation*}
\sigma_{h}=-\alpha_{h}^{-1}\left\{\nabla z_{h}+b_{h}\left[\omega_{R} \mathscr{P}_{W_{h}} z_{h}+\gamma_{R} f_{h} \mathscr{P}_{W_{h}} \beta_{R}\right]-c_{h}+\nabla \zeta_{h}\right\} \tag{6.13}
\end{equation*}
$$

and so (6.10) follows.
We end this section with three remarks. First, if $u_{h}$ is needed, it is given by (6.12) (recall (6.6)). However, since $\psi_{h}$ approximates $u$ to a higher order of accuracy than $u_{h}$, as shown in the next theorem, the use of (6.12) seems inadvisable. Secondly, if the Lagrange multipliers for the mixed method are
desired, they are the average value of $\psi_{h}$ or $z_{h}$ on each edge. Thirdly, if $R$ is a square and $b=c=d=0,(6.10)$ is simply

$$
\begin{equation*}
\sigma_{h}=-\alpha_{h}^{-1} \nabla z_{h}+\left.\frac{1}{2} \mathscr{P}_{W_{h}} f\right|_{R}\left(x-x_{R}, y-y_{R}\right), \quad \forall(x, y) \in R \in \mathscr{E}_{h}, \tag{6.14}
\end{equation*}
$$

which is the same form as in the case of triangular mixed finite elements [18, 11].

## 7. Error estimates

Denote by $\|\cdot\|_{j, S}$ the norm of $H^{j}(S)$, where we omit $j$ if $j=0$ and $S$ if $S=\Omega$. We have the following theorem.

Theorem 7. If $u$ and $\sigma$ solve (1.1), $u_{h}$ and $\sigma_{h}$ solve (6.2), and $\psi_{h}$ solves (6.4), then there is a constant $C$ independent of $h$ such that

$$
\begin{align*}
& \left\|\sigma-\sigma_{h}\right\|+\left\|u-u_{h}\right\| \leq C\left(\|f\|,\|a\|_{W^{1}, \infty}(\Omega)\right.  \tag{7.1}\\
& \left\|\nabla \cdot\left(\sigma-\sigma_{h}\right)\right\| \leq C\left(\|f\|_{1},\|a\|_{W^{1}, \infty(\Omega)},\|b\|_{1},\|c\|_{1}\right) h \\
& \left\|\mathscr{P}_{W_{h}} u-u_{h}\right\| \leq C\left(\|f\|_{1},\|a\|_{W^{1}, \infty(\Omega)},\|b\|_{W^{1, \infty}(\Omega)},\|c\|_{1},\|d\|_{W^{1}, \infty(\Omega)}\right) h^{2} \\
& \left(\sum_{R \in \mathscr{\mathscr { O }}_{h}}\left\|\nabla u-\nabla \psi_{h}\right\|_{R}^{2}\right)^{1 / 2} \leq C\left(\|f\|,\|a\|_{W^{1, \infty}(\Omega)},\|b\|_{1},\|c\|_{1}\right) h
\end{align*}
$$

(7.5) $\left\|u-\psi_{h}\right\| \leq C\left(\|f\|_{1},\|a\|_{W^{1, \infty}(\Omega)},\|b\|_{W^{\prime}, \infty(\Omega)},\|c\|_{1},\|d\|_{W^{1}, \infty(\Omega)}\right) h^{2}$.

Proof. Results (7.1)-(7.3) are essentially known [14]. They can be obtained by a careful application of the techniques of Douglas and Roberts [15]. To handle the modified coefficients, we must recognize that for $s=0,1$ and $1 \leq j \leq \infty$,

$$
\begin{equation*}
\left\|P_{W_{h}} \phi-\phi\right\|_{W^{-s, j}(\Omega)} \leq C\|\phi\|_{W^{1, j}(\Omega)} h^{1+s} . \tag{7.6}
\end{equation*}
$$

We also use elliptic regularity to obtain that

$$
\|u\|_{2} \leq C\|f\|_{0} \quad \text { and } \quad\|\nabla \cdot u\|_{1} \leq C\|f\|_{1}
$$

and a duality argument to obtain (7.3).
Results (7.4)-(7.5) follow from the use of an abstract theorem concerning error estimates between $u$ and $\psi_{h}$ (see [11, Theorem 2.2]). However, a simpler approach is to note by equivalence from (6.3) that

$$
\begin{align*}
& \left(u-\psi_{h}, w\right)=\left(P_{w_{h}} u-u_{h}, w\right), \quad \forall w \in W_{h}  \tag{7.7}\\
& \left(\nabla\left(u-\psi_{h}\right)+b_{h}\left(u-u_{h}\right)+\alpha_{h}\left(\sigma-\sigma_{h}\right), \nabla \xi\right)_{R}  \tag{7.8}\\
& \quad=\left(\left(b_{h}-b\right) u+c-c_{h}+\left(\alpha_{h}-a^{-1}\right) \sigma, \nabla \xi\right)_{R}, \quad \forall \xi \in M_{h}(R) \text { and } R \in \mathscr{E}_{h} .
\end{align*}
$$

Estimate in a straightforward way the second elliptic equation to obtain (7.4) from (7.1) and (7.6). Use (7.7) to obtain that

$$
\left\|u-\psi_{h}\right\|_{0, R} \leq C\left\{\left\|\nabla\left(u-\psi_{h}\right)\right\|_{0, R} h+\left\|\mathscr{P}_{w_{h}} u-u_{h}\right\|_{0, R}\right\}
$$

and then apply (7.3) and (7.4) to finish the proof.

## 8. A multigrid solution algorithm

In this section we develop a multigrid algorithm for the nonconforming method (6.4) and the mixed method (6.2). We need to assume a structure
to our family of partitions. Let $h_{0}$ and $\mathscr{E}_{h_{0}}=\mathscr{E}_{0}$ be given. For each integer $k \geq 1$, let $h_{k}=2^{-k} h_{0}$ and $\mathscr{E}_{h_{k}}=\mathscr{E}_{k}$ be constructed by connecting the midpoints of the edges of the rectangles in $\mathscr{\mathscr { E }}_{k-1}$. In this section (and the appendix) only, we will replace subscript $h_{k}$ simply by subscript $k$. Since the intergrid transfer operators below do not preserve either the energy or the $L^{2}$-norm, as noted in [3], the standard argument of convergence for $V$-cycles does not carry over directly. So, only a $W$-cycle, full multigrid algorithm will be defined here. Since mixed methods are designed to approximate well the flux variable $\sigma$, and since it is of primary interest in many applications, we develop the multigrid algorithm with emphasis on the calculation of this variable. We assume in this section that $b=c=0$.

With this in mind, we now take advantage of the factorization of the system (6.4) into (6.8) and (6.11). For each $k$, let

$$
\begin{aligned}
& \tilde{a}_{k}(\xi, \zeta)=\sum_{R \in \mathscr{E}_{k}}\left(\alpha_{k}^{-1} \nabla \xi, \nabla \zeta\right)_{R}+\left(\tilde{d}_{k} \mathscr{P}_{W_{k}} \xi, \zeta\right), \\
& a_{k}(\xi, \zeta)=\sum_{R \in \mathscr{E}_{k}}\left(\alpha_{k}^{-1} \nabla \xi, \nabla \zeta\right)_{R}+\left(d_{k} \mathscr{P}_{W_{k}} \xi, \zeta\right), \quad \forall \xi, \zeta \in M_{k}
\end{aligned}
$$

Then (6.8) asks for $z_{k} \in N_{k}$ such that

$$
\begin{equation*}
\tilde{a}_{k}\left(z_{k}, \xi\right)=\left(\tilde{f}_{k}, \xi\right), \quad \forall \xi \in N_{k}, \tag{8.1}
\end{equation*}
$$

and (6.11) asks for $\zeta_{k} \in B_{k}$ such that

$$
\begin{equation*}
a_{k}\left(\zeta_{k}, \varphi\right)=\left(f_{k}-d_{k} \mathscr{P}_{W_{k}} z_{k}, \varphi\right), \quad \forall \varphi \in B_{k} \tag{8.2}
\end{equation*}
$$

For $k=1,2, \ldots$, solutions to problem (8.2) can be obtained directly, since $B_{k}$ has no continuity constraints across element boundaries; therefore, we define a multigrid procedure for (8.1) only.

Standard inverse estimates yield that the spectral radius of the operator $\tilde{a}_{k}$ on $N_{k} \times N_{k}$ is bounded above: there exists a constant $C_{1}$ independent of $k$ such that

$$
\begin{equation*}
\text { spectral radius of } \tilde{a}_{k} \text { on } N_{k} \times N_{k} \leq C_{1} h_{k}^{-2} \tag{8.3}
\end{equation*}
$$

Note that, since $N_{k-1} \not \subset N_{k}$, these spaces are not nested. It is well known that natural injection operators do not work for nonnested finite element spaces. Thus, we need to introduce special intergrid transfer operators. Following [4], we define the coarse-to-fine intergrid transfer operators $I_{k-1}^{k}: N_{k-1} \rightarrow N_{k}$ as follows. If $\xi \in N_{k-1}$ and $e$ is an edge of a rectangle in $\mathscr{E}_{k}$, then $I_{k-1}^{k} \xi \in N_{k}$ is defined by

$$
\frac{1}{|e|} \int_{e} I_{k-1}^{k} \xi d \sigma= \begin{cases}0 & \text { if } e \subset \partial \Omega  \tag{8.4}\\ \frac{1}{|e|} \int_{e} \xi d \sigma & \text { if } e \not \subset \partial R \text { for any } R \in \mathscr{E}_{k-1} \\ \frac{1}{2|e|}\left\{\int_{e}\left(\left.\xi\right|_{R_{1}}+\left.\xi\right|_{R_{2}}\right) d \sigma\right\} & \text { if } e \subset \partial R_{1} \cap \partial R_{2} \text { for some } \\ & R_{1}, R_{2} \in \mathscr{E}_{k-1}\end{cases}
$$

The multigrid algorithm for obtaining approximate solutions $\widehat{z}_{k} \in N_{k}$ to problem (8.1) is given in terms of the $k$ th-level multigrid step, defined below, which yields the result $\operatorname{MG}\left(k, z^{k}, \tilde{f}_{k}\right) \in N_{k}$ as an approximate solution to (8.1)
from the initial guess $z^{k} \in N_{k}$. Let $r$ be a positive integer independent of $k$, which denotes the number of multigrid iterations in (ii) below. The overall multigrid algorithm is defined sequentially for each $k$ as follows:
(8.5a) For $k=1, \widehat{z}_{1}=\operatorname{MG}\left(1, \cdot, \tilde{f}_{1}\right)$ is obtained by a direct method;
(8.5b) For $k \geq 2, \widehat{z}_{k}$ is obtained recursively by
(i) $z_{0}^{k}=I_{k-1}^{k} \widehat{z}_{k-1}$,
(ii) $z_{\ell}^{k}=\operatorname{MG}\left(k, z_{\ell-1}^{k}, \tilde{f}_{k}\right), \quad 1 \leq \ell \leq r$,
(iii) $\widehat{z}_{k}=z_{r}^{k}$.

The multigrid step is defined for $k=1$ and $F \in N_{1}^{\prime}$ as $\operatorname{MG}(1, \cdot, F)=z_{1}$, where $z_{1}$ is obtained directly as the solution to

$$
\tilde{a}_{1}\left(z_{1}, \xi\right)=(F, \xi), \quad \forall \xi \in N_{1} .
$$

For $k \geq 2, z \in N_{k}$, and $F \in N_{k}^{\prime}$,
(MG) $\operatorname{MG}(k, z, F)=S(k, z, F)+C(k, S(k, z, F), F)$
is calculated by means of the smoothing step
(S) $S\left(k, g_{0}, F\right)=g_{m}$, where $m$ is the number of smoothing steps and the approximation $g_{j} \in N_{k}, j=1,2, \ldots, m$, is defined recursively from the initial guess $g_{0}$ by the equations

$$
\left(g_{j}-g_{j-1}, \xi\right)=C_{1}^{-1} h_{k}^{2}\left((F, \xi)-\tilde{a}_{k}\left(g_{j-1}, \xi\right)\right), \quad \forall \xi \in N_{k}, j=1, \ldots, m
$$

and the correction step
(C) $C\left(k, g_{m}, F\right)=I_{k-1}^{k} q_{p}$, where $q_{j} \in N_{k-1}, j=0, \ldots, p$ ( $p=2$ or 3 ), is defined recursively from $q_{0}=0$ by

$$
\begin{aligned}
& q_{j}=\operatorname{MG}\left(k-1, q_{j-1}, F\right), \quad j=1, \ldots, p, \\
& (F, \xi)=\left(F, I_{k-1}^{k} \xi\right)-\tilde{a}_{k}\left(g_{m}, I_{k-1}^{k} \xi\right), \quad \forall \xi \in N_{k-1} .
\end{aligned}
$$

From (6.10), the multigrid approximate solution $\widehat{\sigma}_{k}$ to $\sigma_{k}$ is defined in $R \in \mathscr{E}_{k}$ by

$$
\begin{equation*}
\widehat{\sigma}_{k}=-\alpha_{k}^{-1}\left\{\nabla \widehat{z}_{k}+\left.\gamma_{R}\left(f_{k}-d_{k} \mathscr{P}_{W_{k}} \widehat{z}_{k}\right)\right|_{R} \nabla \beta_{R}(x, y)\right\} \tag{8.6}
\end{equation*}
$$

The standard argument [2,3,4] for the convergence analysis of the multigrid algorithm (8.5) applies here if we prove that $I_{k-1}^{k}$ is bounded and reduces to the natural injection on continuous bilinear functions. Although the second fact is false, it is true after a modification of the definition of $I_{k-1}^{k}$ given in the appendix (the modified definition is equivalent to the original on $N_{k-1}$ ). The first fact together with the following lemma will be shown in the appendix.

Lemma 2. If $m$ and $r$ in the multigrid algorithm are sufficiently large, there is a constant $C\left(\|a\|_{W^{1, \infty}(\Omega)},\|d\|_{W^{1, \infty}(\Omega)}\right)$ independent of $k$ such that

$$
\begin{align*}
& \left\|z_{k}-\widehat{z}_{k}\right\|+\left(\sum_{R \in \mathscr{E}_{k}}\left\|\nabla\left(z_{k}-\widehat{z}_{k}\right)\right\|_{R}^{2}\right)^{1 / 2} \leq C h_{k}\|f\|  \tag{8.7}\\
& \left\|z_{k}-\widehat{z}_{k}\right\| \leq C h_{k}^{2}\|f\|_{1} \tag{8.8}
\end{align*}
$$

Theorem 8. If $m$ and $r$ in the multigrid algorithm are sufficiently large, then there is a constant $C\left(\|a\|_{W^{1}, \infty(\Omega)},\|d\|_{W^{1}, \infty(\Omega)}\right)$ such that

$$
\begin{align*}
& \left\|\sigma_{k}-\widehat{\sigma}_{k}\right\| \leq C h_{k}\|f\|  \tag{8.9}\\
& \left\|\sigma-\widehat{\sigma}_{k}\right\| \leq C h_{k}\|f\| . \tag{8.10}
\end{align*}
$$

Proof. Equations (6.10), (8.6), and (8.7) imply equation (8.9), since $\gamma_{R}=\mathscr{O}\left(h_{k}^{2}\right)$ and $\left\|\nabla \beta_{R}\right\|=\mathscr{O}\left(h_{k}^{-1}\right)$. Equation (8.10) follows with (7.1) (the bound is proportional to $\|f\|$ because $c=0$ ).

It can be seen that the total work performed in obtaining $\widehat{z}_{k}$ is $O\left(n_{k}\right)$ [2]; thus, the cost to compute $\widehat{\sigma}_{k}$ is also $O\left(n_{k}\right)$.

Since $\widehat{\sigma}_{k}$ belongs to

$$
\widehat{V}_{k}=\left\{v:\left.v\right|_{R}=\left(a_{R}^{1}+a_{R}^{2} x, a_{R}^{3}+a_{R}^{4} y\right), a_{R}^{i} \in \mathbb{R}, \forall R \in \mathscr{E}_{k}\right\}
$$

but not necessarily to $V_{k}$, following [4], we introduce the averaging operator $\Lambda_{k}: \widehat{V}_{k} \rightarrow V_{k}$. Let $e$ be an edge of $R \in \mathscr{E}_{k}$ and $n_{e}$ be a unit outer normal to $e$. For $v \in \widehat{V}_{k}$, if $e \subset \partial \Omega$, then $\left.\left(\Lambda_{k} v \cdot \nu\right)\right|_{e}=\left.\left(\left.v\right|_{R} \cdot \nu\right)\right|_{e}$; if $e$ is the common edge of $R_{1}$ and $R_{2} \in \mathscr{E}_{k}$, then

$$
\left.\left(\Lambda_{k} v \cdot \nu_{R_{\mathrm{t}}}\right)\right|_{e}=\frac{1}{2}\left(\left.\left(\left.v\right|_{R_{1}} \cdot \nu_{R_{1}}\right)\right|_{e}+\left.\left(\left.v\right|_{R_{2}} \cdot \nu_{R_{1}}\right)\right|_{e}\right) .
$$

Thus, $\Lambda_{k}$ restricted to $V_{k}$ is the identity. The next result follows from this definition and Theorem 8.

Theorem 9. There is a constant $C$ such that

$$
\left\|\Lambda_{k} v\right\| \leq C\|v\|, \quad \forall v \in \widehat{V}_{k} .
$$

Moreover, under the conditions of Theorem 8, there is a constant

$$
C\left(\|a\|_{W^{1}, \infty(\Omega)},\|d\|_{W^{1}, \infty}(\Omega)\right)
$$

such that

$$
\begin{aligned}
& \left\|\sigma_{k}-\Lambda_{k} \widehat{\sigma}_{k}\right\| \leq C h_{k}\|f\|, \\
& \left\|\sigma-\Lambda_{k} \widehat{\sigma}_{k}\right\| \leq C h_{k}\|f\| .
\end{aligned}
$$

The final result in this section concerns $\psi_{k}$, defined by (6.4). Recall that $\zeta_{k}$ is the solution to (8.2), and define

$$
\begin{equation*}
\widehat{\psi}_{k}=\widehat{z}_{k}+\zeta_{k} . \tag{8.11}
\end{equation*}
$$

Since $\psi_{k}-\widehat{\psi}_{k}=z_{k}-\widehat{z}_{k}$, we have the following from Lemma 2 and (7.5).
Theorem 10. If the assumptions of Theorem 8 are satisfied, then there is a constant $C\left(\|a\|_{W^{1, \infty}(\Omega)},\|d\|_{W^{1, \infty}(\Omega)}\right)$ such that

$$
\left\|\psi_{k}-\hat{\psi}_{k}\right\|+\left(\sum_{R \in \mathscr{E}_{k}}\left\|\nabla\left(\psi_{k}-\hat{\psi}_{k}\right)\right\|_{R}^{2}\right)^{1 / 2} \leq C h_{k}\|f\| .
$$

Moreover, if $f \in H^{1}(\Omega)$,

$$
\begin{aligned}
& \left\|\psi_{k}-\widehat{\psi}_{k}\right\| \leq C h_{k}^{2}\|f\|_{1}, \\
& \left\|u-\widehat{\psi}_{k}\right\| \leq C h_{k}^{2}\|f\|_{1} .
\end{aligned}
$$

An averaging process similar to that for $\widehat{\sigma}_{k}$ can be defined for $\widehat{\psi}_{k}$. The multigrid algorithms developed in this section for the rectangular elements can be extended to the lowest-order triangular elements and the results in Theorems $8-10$ remain valid.

## 9. Extension to rectangular parallelepipeds

Let now $\Omega$ be a polygonal domain in $\mathbb{R}^{3}$ and $\mathscr{E}_{h}$ be a decomposition of $\Omega$ into rectangular parallelepipeds having maximum diameter $h$ and oriented along the coordinate axes. Again assume that $a$ is a scalar, $\Gamma_{2}=\varnothing$, and $g=0$.

We consider the lowest-order Raviart-Thomas-Nedelec space [19] $W_{h} \times V_{h}$ defined over $\mathscr{E}_{h}$ (equivalently, the lowest-order Brezzi-Douglas-Fortin-Marini space [7]).

Let $M_{h}$ be the nonconforming space introduced in $\S \S 5.4$ and 5.6 above. We obtain Lemma 1 in $\S 6$ provided that we redefine

$$
\begin{gathered}
N_{h}=\left\{\xi:\left.\xi\right|_{R}=a_{R}^{1}+a_{R}^{2} x+a_{R}^{3} y+a_{R}^{4} z+a_{R}^{5}\left(x^{2}-y^{2}\right)+a_{R}^{6}\left(x^{2}-z^{2}\right),\right. \\
\quad a_{R}^{i} \in \mathbb{R}, \forall R \in \mathscr{E}_{h} ; \text { if } R_{1} \text { and } R_{2} \text { share a face } e, \\
\text { then } \left.\left.\int_{e} \xi\right|_{\partial R_{1}} d s=\left.\int_{e} \xi\right|_{\partial R_{2}} d s ; \text { and }\left.\int_{\partial R \cap \partial \Omega} \xi\right|_{\partial \Omega} d s=0\right\}, \\
B_{h}=\left\{\xi:\left.\xi\right|_{R}=a_{R}^{7} \beta_{R}(x, y), a_{R}^{7} \in \mathbb{R}, \forall R \in \mathscr{E}_{h}\right\},
\end{gathered}
$$

where now the $P_{2}$-bubble function in each $R \in \mathscr{E}_{h}$ is

$$
\beta_{R}(x, y, z)=5-12\left(\frac{\left(x-x_{R}\right)^{2}}{h_{R x}^{2}}+\frac{\left(y-y_{R}\right)^{2}}{h_{R y}^{2}}+\frac{\left(z-z_{R}\right)^{2}}{h_{R z}^{2}}\right),
$$

which is equal to zero at the four tensor product quadratic Gauss points on each face.

With these modifications, we again have the equivalence between the solutions of (6.2)-(6.3) and (6.4) in the sense of Theorem 5. Theorems 6 and 7 hold as well; moreover, if $\mathscr{E}_{h_{1}}$ is given and each $\mathscr{E}_{h_{k+1}}$ is a regular refinement of $\mathscr{E}_{h_{k}}$ into eight times as many elements, then the results in $\S 8$ remain valid.

## 10. Extension to simplices

Let now $\mathscr{E}_{h}$ be a partition of $\Omega$ into simplices, and again assume that $a$ is a scalar, $\Gamma_{2}=\varnothing$, and $g=0$. The lowest-order Raviart-Thomas-Nedelec space $V_{h}[21,19]$ defined over $\mathscr{E}_{h}$ is given by

$$
\begin{aligned}
V_{h}= & \left\{v:\left.v\right|_{E}=\left(a_{E}^{1}+a_{E}^{2} x, a_{E}^{3}+a_{E}^{2} y, a_{E}^{4}+a_{E}^{2} z\right), a_{E}^{i} \in \mathbb{R}, \forall E \in \mathscr{E}_{h} ;\right. \\
& \left.v \cdot n \text { is continuous at the interelement faces of } \mathscr{E}_{h}\right\}, \\
W_{h}= & \left\{w:\left.w\right|_{E} \text { is constant, } \forall E \in \mathscr{E}_{h}\right\}, \\
L_{h}= & \left\{\mu:\left.\mu\right|_{e} \text { is constant, } \forall e \in \partial \mathscr{C}_{h}\right\} .
\end{aligned}
$$

We define the nonconforming space $N_{h}$ by

$$
\begin{aligned}
N_{h}= & \left\{\xi:\left.\xi\right|_{E}=a_{E}^{1}+a_{E}^{2} x+a_{E}^{3} y+a_{E}^{4} z, a_{E}^{i} \in \mathbb{R}, \forall E \in \mathscr{E}_{h} ; \text { if } E_{1} \text { and } E_{2}\right. \\
& \text { share a face } \left.e, \text { then }\left.\int_{\mathcal{e}} \xi\right|_{\partial E_{1}} d s=\left.\int_{e} \xi\right|_{\partial E_{2}} d s ; \text { and }\left.\int_{\partial E \cap \partial \Omega} \xi\right|_{\partial \Omega} d s=0\right\} .
\end{aligned}
$$

For each $E \in \mathscr{E}_{h}$, let $\hat{\ell}_{i}, i=1,2,3,4$, denote the barycentric coordinates of a point in the simplex. These functions are the unique affine functions that take the value one at vertex $i$, and the value zero on the opposite face. The $P_{2}$-bubble function takes the form

$$
\beta_{E}(x, y, z)=1-2\left(\hat{\ell}_{1}^{2}+\hat{\ell}_{2}^{2}+\hat{\ell}_{3}^{2}+\hat{\ell}_{4}^{2}\right), \quad \forall(x, y, z) \in E .
$$

This quadratic bubble function has vanishing integral over each face. Let

$$
B_{h}=\left\{\xi:\left.\xi\right|_{E}=a_{E}^{5} \beta_{E}, a_{E}^{5} \in \mathbb{R}\right\}
$$

and $M_{h}=N_{h} \oplus B_{h}$. This $M_{h}$ satisfies the conditions of Theorem 4 (in particular, (DF) are unisolvent).

We have an analogue of Lemma 1.
Lemma 3. The following two relations hold:
(i) For any $E \in \mathscr{E}_{h}, \nabla N_{h}(E) \subset V_{h}(E)$;
(ii) For any $E \in \mathscr{E}_{h},(\nabla \xi, \nabla \zeta)_{E}=0, \forall \xi \in N_{h}(E), \zeta \in B_{h}(E)$.

Proof. For (i), $\nabla N_{h}(E)=\left(P_{0}(E)\right)^{3} \subset V_{h}(E)$. For (ii), integrate by parts and use that $\Delta \xi=0$.

To exploit this orthogonality, we will assume as in $\S 6$ that the coefficients are projected into the space $W_{h}$. So assume (6.1) and take (6.2). As an analogue of (6.3), we define $\tilde{u}_{h} \in M_{h}$ such that on each $E$,

$$
\begin{align*}
& \left(\tilde{u}_{h}-u_{h}, 1\right)_{E}=0  \tag{10.1a}\\
& \left(\left(\tilde{\mathscr{P}}_{V_{h}} \nabla \tilde{u}_{h}+b_{h} u_{h}-c_{h}\right)+\alpha_{h} \sigma_{h}, \nabla \xi\right)_{E}=0, \quad \forall \xi \in M_{h}(E)
\end{align*}
$$

(The existence of $\tilde{u}_{h}$ follows easily from Lemma 3).
Note that for any $\xi \in M_{h}$, we can write $\xi_{h}=z_{h}+\zeta_{h}$, where $z_{h} \in N_{h}$ and $\zeta_{h} \in B_{h}$. Then $\tilde{\mathscr{P}}_{V_{h}} \nabla \xi_{h}=\nabla z_{h}+\tilde{\mathscr{P}}_{V_{h}} \nabla \zeta_{h}$. The equivalent nonconforming projection finite element method for approximating (6.2) is to find $\psi_{h} \in M_{h}$ such that

$$
\begin{align*}
& \sum_{E \in \mathscr{E}_{h}}\left(\alpha_{h}^{-1}\left(\tilde{\mathscr{P}}_{V_{h}} \nabla \psi_{h}+b_{h} \mathscr{P}_{W_{h}} \psi_{h}-c_{h}\right), \nabla \xi\right)_{E}+\left(d_{h} \mathscr{P}_{W_{h}} \psi_{h}, \xi\right)  \tag{10.2}\\
& \quad=\left(f_{h}, \xi\right), \quad \forall \xi \in M_{h}
\end{align*}
$$

Then Theorem 5 holds, provided (6.5) is replaced by

$$
\begin{equation*}
\sigma_{h}=-\alpha_{h}^{-1}\left(\tilde{\mathscr{P}}_{V_{h}} \nabla \psi_{h}+b_{h} \mathscr{P}_{W_{h}} \psi_{h}-c_{h}\right) \tag{10.3}
\end{equation*}
$$

Theorem 6 also holds, provided that now

$$
\gamma_{R}=\left(d_{h} \mathscr{P}_{W_{h}} \beta_{R}-\alpha_{h}^{-1} \nabla \cdot \tilde{\mathscr{P}}_{V_{h}} \nabla \beta_{R}\right)^{-1}
$$

and (6.10) is replaced by

$$
\begin{align*}
\sigma_{h}(x, y)=-\alpha_{h}^{-1}\left\{\nabla z_{h}(x, y)+\right. & \left.\tilde{b}_{h} \mathscr{P}_{W_{h}} z_{h}\right|_{R}-\tilde{c}_{h}  \tag{10.4}\\
& \left.+\left.\gamma_{R}\left(f_{h}-d_{h} \mathscr{P}_{W_{h}} z_{h}\right)\right|_{R} \tilde{\mathscr{P}}_{V_{h}} \nabla \beta_{R}(x, y)\right\} .
\end{align*}
$$

The convergence result in $\S 7$ also holds. In the case of equilateral simplices, this can be seen as before since then $\nabla B_{h}(E) \subset V_{h}(E)$ and the projection operator $\tilde{\mathscr{P}}_{V_{h}}$ in (10.3) can be removed. In the general case the convergence
result can be shown using the ideas given in [4] (that is, we show that $\left\|\tilde{\mathscr{P}}_{V_{h}} \nabla \xi\right\|$ and $\|\nabla \xi\|$ are equivalent norms for $\xi \in N_{h}$, and we use the interpolant of $u$ into $N_{h}$ as an intermediary). Finally, results analogous to those in $\S 8$ are valid.

## 11. Extension to prisms

Let now $\Omega$ be of the form $\Omega=G \times[0,1]$ with $G \subset \mathbb{R}^{2}$ and $\mathscr{E}_{h}$ be a partition of $\Omega$ into prisms with three vertical edges parallel to the $z$-axis and two horizontal faces in the $(x, y)$-plane. Let $E=T \times\left(z_{E a}, z_{E b}\right)$ denote such a prism, of height $h_{E z}=z_{E b}-z_{E a}$. Again, $\hat{\ell}_{i}, i=1,2,3$, denote the barycentric coordinates of a point in the triangle $T$. In this section, we again assume that $a$ is a scalar, $\Gamma_{2}=\varnothing$, and $g=0$.

The lowest-order prismatic space $V_{h}$ [20] defined over $\mathscr{E}_{h}$ is given by

$$
\begin{aligned}
V_{h}= & \left\{v:\left.v\right|_{E}=\left(a_{E}^{1}+a_{E}^{2} x, a_{E}^{3}+a_{E}^{2} y, a_{E}^{4}+a_{E}^{5} z\right), a_{E}^{i} \in \mathbb{R}, \forall E \in \mathscr{E}_{h} ;\right. \\
& \left.\quad v \cdot n \text { is continuous at the interelement faces of } \mathscr{E}_{h}\right\} \\
W_{h}= & \left\{w:\left.w\right|_{E} \text { is constant, } \forall E \in \mathscr{E}_{h}\right\} \\
L_{h}= & \left\{\mu:\left.\mu\right|_{e} \text { is constant, } \forall e \in \partial \mathscr{E}_{h}\right\} .
\end{aligned}
$$

The nonconforming space $N_{h}$ is defined by

$$
N_{h}=\left\{\xi:\left.\xi\right|_{E}=a_{E}^{1}+a_{E}^{2} x+a_{E}^{3} y+a_{E}^{4} z+a_{E}^{5}\left(x^{2}+y^{2}-2 z^{2}\right), \quad a_{E}^{i} \in \mathbb{R}, \quad \forall E \in \mathscr{E}_{h}\right.
$$

$$
\text { if } E_{1} \text { and } E_{2} \text { share a face } e, \text { then }\left.\int_{e} \xi\right|_{\partial E_{1}} d s=\left.\int_{e} \xi\right|_{\partial E_{2}} d s
$$

$$
\text { and } \left.\left.\int_{\partial E \cap \partial \Omega} \xi\right|_{\partial \Omega} d s=0\right\}
$$

$$
B_{h}=\left\{\xi:\left.\xi\right|_{E}=a_{E}^{6} \beta_{E}, \quad a_{E}^{6} \in \mathbb{R}\right\}
$$

where the $P_{2}$-bubble function takes the form
$\beta_{E}(x, y, z)=3-4\left(\hat{\ell}_{1}^{2}+\hat{\ell}_{2}^{2}+\hat{\ell}_{3}^{2}\right)-\frac{4}{h_{E z}^{2}}\left(z-\frac{z_{E a}+z_{E b}}{2}\right)^{2}, \quad \forall(x, y, z) \in E$,
so that its integral over each face vanishes. Finally, $M_{h}=N_{h} \oplus B_{h}$.
We have Lemma 3 and the results for simplices of the last section hold also for prisms.

## Appendix. Proof of Lemma 2

We prove Lemma 2 of $\S 8$ in this appendix. Recall that here $b=c=0$. From §6, note that on the $k$ th mesh

$$
\beta_{R}=\mathscr{O}(1), \quad \nabla \beta_{R}=\mathscr{O}\left(h_{k}^{-1}\right), \quad \Delta \beta_{R}=\mathscr{O}\left(h_{k}^{-2}\right)
$$

so

$$
\begin{equation*}
\left|\gamma_{R}\right| \leq C h_{k}^{2} \quad \text { and } \quad\left|\omega_{R}-1\right| \leq C h_{k}^{2} \tag{A1}
\end{equation*}
$$

where $C$ depends only on the bounds for $a$ and $d$. (In general, without further comment, we will assume that the generic constant $C$ may depend on $\|a\|_{W^{1, \infty}(\Omega)}$ and $\|d\|_{W^{1, \infty}(\Omega)}$ in this appendix.) Since $\left\|\tilde{f}_{k}-f_{k}\right\| \leq C h_{k}^{2}\|f\|$, we can replace $\tilde{f}_{k}$ by $f_{k}$ up to the second order in $h_{k}$. A similar statement holds for $\tilde{d}_{k}$ and $d_{k}$.

For each $k$, define the energy norm

$$
\|\xi\|_{k}=\left(\tilde{a}_{k}(\xi, \xi)\right)^{1 / 2}
$$

(This is equivalent to the $H^{1}(\Omega)$-norm by (6.1) and a Poincaré inequality.) Standard arguments for the error in approximating (1.1) by a nonconforming method are easily combined with arguments to handle the projections into $W_{k}$ in (8.1), so we have that

$$
\begin{equation*}
\left\|u-z_{k}\right\|+\left(\sum_{R \in \mathscr{E}_{k}}\left\|\nabla u-\nabla z_{k}\right\|_{R}^{2}\right)^{1 / 2} \leq C h_{k}\|f\| \tag{A2}
\end{equation*}
$$

and a duality argument can be used to show that

$$
\begin{equation*}
\left\|u-z_{k}\right\| \leq C h_{k}^{2}\|f\|_{1} \tag{A3}
\end{equation*}
$$

This last result can also be derived easily from Theorems 6 and 7. Clearly, (6.9) implies that

$$
\left\|\zeta_{k}\right\| \leq C h_{k}^{2}\left(\|f\|+\left\|P_{W_{k}} z_{k}\right\|\right)
$$

and then (6.8) implies that

$$
\left\|P_{W_{k}} z_{k}\right\| \leq C^{\prime}\|f\|
$$

Theorem 7 and an inverse inequality (see (A8) below) give (A3). We can derive (A2) similarly.

For our analysis, we introduce the conforming finite element space

$$
U_{k}=\left\{\xi \in C^{0}(\bar{\Omega}):\left.\xi\right|_{R} \in Q_{1,1}(R), \quad \forall R \in \mathscr{E}_{k} \text { and }\left.\xi\right|_{\partial \Omega}=0\right\}
$$

Unlike the triangular case, $U_{k} \not \subset N_{k}$. Let $\tilde{z}_{k} \in U_{k}$ satisfy

$$
\begin{equation*}
\tilde{a}_{k}\left(\tilde{z}_{k}, v\right)=\left(\tilde{f}_{k}, v\right), \quad \forall v \in U_{k} \tag{A4}
\end{equation*}
$$

The usual error estimate for this finite element method is

$$
\begin{equation*}
\left\|u-\tilde{z}_{k}\right\|+h_{k}\left\|u-\tilde{z}_{k}\right\|_{k} \leq C h_{k}^{2}\|f\| \tag{A5}
\end{equation*}
$$

For each $k$, let $G_{k}$ be

$$
G_{k}=N_{k} \oplus\left\{v:\left.v\right|_{R}=a_{R}^{1} x y, a_{R}^{1} \in \mathbb{R}, \forall R \in \mathscr{E}_{k}\right\}
$$

$G_{k}$ contains both $N_{k}$ and $U_{k}$. Let $m_{k}=\operatorname{dim}\left(G_{k}\right)$. By the spectral theorem, there are eigenvalues $0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{m_{k}}$ and eigenfunctions $\phi_{1}, \phi_{2}, \cdots$, $\phi_{m_{k}} \in G_{k}$ such that

$$
\left(\phi_{i}, \phi_{j}\right)=\delta_{i, j} \quad \text { and } \quad \tilde{a}_{k}\left(\phi_{i}, v\right)=\lambda_{i}\left(\phi_{i}, v\right), \quad \forall v \in G_{k}
$$

If $v \in G_{k}$, we write $v=\sum_{i=1}^{m_{k}} c_{i} \phi_{i}$ and define as in the standard case [2]

$$
\left\|\|v\|_{s, k}=\left(\sum_{i=1}^{m_{k}} c_{i}^{2} \lambda_{i}^{s}\right)^{1 / 2}\right.
$$

The Cauchy-Schwarz inequality implies that

$$
\left|a_{k}(w, v)\right| \leq\left|\left\|w \left|\left\|_{1+s, k} \mid\right\| v \|_{1-s, k}\right.\right.\right.
$$

for any $s \in \mathbb{R}$ and $v, w \in G_{k}$. Note that $\|v\|_{0, k}=\|v\|$ and $\mid\|v\|_{1, k}=\|v\|_{k}$.

As mentioned in $\S 8$, we now modify the definition of $I_{k-1}^{k}$ so that it behaves well on $U_{k-1}$. So, let $I_{k-1}^{k}: G_{k-1} \rightarrow G_{k}$ be defined by (8.4) and

$$
\begin{equation*}
\left.\sum_{i=1}^{4}(-1)^{i} I_{k-1}^{k} v\right|_{R}\left(p_{R, i}\right)=\left.\sum_{i=1}^{4}(-1)^{i} v\right|_{R}\left(p_{R, i}\right), \quad \forall R \in \mathscr{E}_{k} \tag{A6}
\end{equation*}
$$

where $p_{R, i}$ are the vertices of $R$, labeled counterclockwise (i.e., so that $(-1)^{i}$ changes sign between the two ends of each edge of $\partial R$ ). As an immediate consequence of the definition, we have the following.

Proposition 1. If $\xi \in N_{k-1}$ and $v=x y$, then for any $R \in \mathscr{E}_{k}$ or $\mathscr{E}_{k-1}$,

$$
\begin{aligned}
& \left.\sum_{i=1}^{4}(-1)^{i} \xi\right|_{R}\left(p_{R, i}\right)=0 \\
& \left.\sum_{i=1}^{4}(-1)^{i} v\right|_{R}\left(p_{R, i}\right) \neq 0 .
\end{aligned}
$$

The first result guarantees that $I_{k-1}^{k}$ restricted to $N_{k-1}$ has the same definition as before. The second result guarantees that $I_{k-1}^{k}$ is well defined on $G_{k-1}$. We have the following technical lemma as in [3].

Lemma 4. There is a constant $C$ independent of $k$ such that

$$
\begin{align*}
& C^{-1}\|v\|_{k} \leq\|v\|_{k-1} \leq C\|v\|_{k}, \quad \forall v \in C^{0}(\Omega)  \tag{A7}\\
& \|v\|_{k} \leq C h_{k}^{-1}\|v\|, \quad \forall v \in G_{k}  \tag{A8}\\
& \left\|I_{k-1}^{k} v\right\| \leq C\|v\|, \quad \forall v \in G_{k-1}  \tag{A9}\\
& \tilde{I}_{k-1}^{k} v=v, \quad \forall v \in U_{k-1}  \tag{A10}\\
& \left\|I_{k-1}^{k} \xi\right\|_{k} \leq C\|\xi\|_{k-1}, \quad \forall \xi \in N_{k-1} \oplus U_{k-1} \tag{A11}
\end{align*}
$$

where $I_{k-1}^{k}$ is defined by (8.4) and (A6).
Proof. Result (A7) is trivial. The $\mathscr{E}_{k}$ are quasi-uniform by construction, so (A8) is a standard inverse inequality. Result (A9) follows immediately from the definition of $I_{k-1}^{k}$. Since $U_{k-1} \subset U_{k} \subset G_{k}$ and $I_{k-1}^{k}$ is well defined, result (A10) follows trivially.

We easily obtain inequality (A11) for $\xi \in U_{k-1}$ from the definition of $I_{k-1}^{k}$ since $U_{k-1} \subset C^{0}(\Omega)$. Given $\xi \in N_{k-1} \oplus U_{k-1}$, define $v \in N_{k-1} \oplus U_{k-1}$, $w \in U_{k-1}$, and $z \in H_{0}^{1}(\Omega)$ by

$$
\begin{align*}
& \tilde{a}_{k-1}(\xi, \zeta)=(v, \zeta), \quad \forall \zeta \in N_{k-1} \oplus U_{k-1} \\
& \tilde{a}_{k-1}(w, \zeta)=(v, \zeta), \quad \forall \zeta \in U_{k-1}  \tag{A12}\\
& \tilde{a}_{k-1}(z, \zeta)=(v, \zeta), \quad \forall \zeta \in H_{0}^{1}(\Omega)
\end{align*}
$$

Note that $\|z\|_{2} \leq C\|v\|$ by elliptic regularity, and that $\xi$ and $w$ are approximations to $z$ with the usual error estimates. It follows from the earlier results
that

$$
\begin{aligned}
\left\|I_{k-1}^{k} \xi\right\|_{k} & \leq\left\|I_{k-1}^{k}(\xi-w)\right\|_{k}+C\|w\|_{k} \\
& \leq C\left[h_{k}^{-1}\left\|I_{k-1}^{k}(\xi-w)\right\|+\|\xi-w\|_{k-1}+\|\xi\|_{k-1}\right] \\
& \leq C\left[h_{k}^{-1}\|\xi-w\|+\|\xi\|_{k-1}\right] \\
& \leq C\left[h_{k}^{-1}(\|\xi-z\|+\|w-z\|)+\|\xi\|_{k-1}\right] \\
& \leq C\left[h_{k}\|v\|+\|\xi\|_{k-1}\right] .
\end{aligned}
$$

Finally, (A12) gives

$$
\|v\|^{2}=\tilde{a}_{k-1}(\xi, v) \leq\|\xi\|_{k-1}\|v\|_{k-1} \leq C h_{k}^{-1}\|\xi\|_{k-1}\|v\|
$$

and (A11) follows.
We are in a position to prove that the $k$ th level iteration $\operatorname{MG}\left(k, g_{0}, \tilde{f}_{k}\right)$, when applied to the problem of finding $z \in N_{k}$ such that

$$
\tilde{a}_{k}(z, \xi)=\left(\tilde{f}_{k}, \xi\right), \quad \forall \xi \in N_{k}
$$

with the initial guess $g_{0}$ is a contraction in the energy norm. Let $e_{l}=z-g_{l} \in$ $N_{k}, l=0, \ldots, m$, where $g_{l}$ is defined as in (S), the smoothing step in (MG). Also let $e \in N_{k-1}$ and $\tilde{e} \in U_{k-1}$ satisfy

$$
\begin{align*}
& \tilde{a}_{k-1}(e, \xi)=\tilde{a}_{k}\left(e_{m}, I_{k-1}^{k} \xi\right), \quad \forall \xi \in N_{k-1},  \tag{A13}\\
& \tilde{a}_{k}(\tilde{e}, v)=\tilde{a}_{k}\left(e_{m}, I_{k-1}^{k} v\right), \quad \forall v \in U_{k-1} \tag{A14}
\end{align*}
$$

Lemma 5. There is a constant $C$ such that
(A17)

$$
\begin{align*}
& \left\|e_{m}\right\|_{k} \leq C\left\|e_{0}\right\|_{k}  \tag{A15}\\
& \left\|\left\|e_{m}\right\|_{2, k} \leq C h_{k}^{-1} m^{-1 / 2}\right\| e_{0} \|_{k}  \tag{A16}\\
& \|e\|_{k-1} \leq C\left\|e_{0}\right\|_{k}
\end{align*}
$$

Proof. Equations (A15) and (A16) are proven using the ideas in [2]. It follows from the definition of the smoothing step ( $\mathbf{S}$ ) that

$$
\left(e_{l}, \xi\right)=\left(e_{l-1}, \xi\right)-C_{1}^{-1} h_{k}^{2} \tilde{a}_{k}\left(e_{l-1}, \xi\right), \quad \forall \xi \in N_{k}
$$

If $e_{0}=\sum_{i=1}^{m_{k}} c_{i} \phi_{i}$, then

$$
e_{l}=\sum_{i=1}^{m_{\lambda}} c_{i} \phi_{i}\left(1-C_{1}^{-1} h_{k}^{2} \lambda_{i}\right)^{l}, \quad l=0, \ldots, m
$$

from which, and (A8) or (8.3), we have (A15). From this we can derive (A16) as in [2, equation (3.13)].

From (A13) and (A15), we see that

$$
\|e\|_{k-1}^{2}=\tilde{a}_{k}\left(e_{m}, I_{k-1}^{k} e\right) \leq i e_{m}\left\|_{k}\right\| I_{k-1}^{k} e\left\|_{k} \leq C\right\| e_{m}\left\|_{k}\right\| e\left\|_{k-1} \leq C\right\| e_{0}\left\|_{k}\right\| e \|_{k-1},
$$

which yields inequality (A17).
Lemma 6. There is a constant $C$ such that

$$
\|e-\tilde{e}\|_{k-1} \leq C m^{-1 / 2}\left\|e_{0}\right\|_{k}
$$

Proof. Let $f_{0} \in G_{k-1}$ satisfy

$$
\left(f_{0}, v\right)=\tilde{a}_{k}\left(e_{m}, I_{k-1}^{k} v\right), \quad \forall v \in G_{k-1}
$$

We observe that

$$
\left\|f_{0}\right\|^{2}=\tilde{a}_{k}\left(e_{m}, I_{k-1}^{k} f_{0}\right) \leq\| \| e_{m}\| \|_{2, k}\left|\left\|I_{k-1}^{k} f_{0}\right\|\left\|_{0, k} \leq C \mid\right\| e_{m}\| \|_{2, k}\left\|f_{0}\right\|\right.
$$

so that

$$
\left\|f_{0}\right\| \leq C\| \| e_{m}\| \|_{2, k}
$$

Let $v_{0} \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ solve

$$
-\nabla \cdot\left(a \nabla v_{0}\right)+d v_{0}=f_{0} \quad \text { in } \Omega
$$

Note that, from the definition of $f_{0}$, (A13), and (A14), $e$ and $\tilde{e}$ are approximations to $v_{0}$ in $N_{k-1}$ and $U_{k-1}$, respectively. Thus, as in (A3) and (A5), we see that

$$
\begin{aligned}
& \left\|v_{0}-e\right\|_{k-1} \leq C h_{k-1}\left\|f_{0}\right\|, \\
& \left\|v_{0}-\tilde{e}\right\|_{k} \leq C h_{k-1}\left\|f_{0}\right\|,
\end{aligned}
$$

and so, with (A16), we obtain

$$
\|e-\tilde{e}\|_{k-1} \leq C h_{k-1}\left\|f_{0}\right\| \leq C h_{k-1}\| \| e_{m} \mid\left\|_{2, k} \leq C m^{-1 / 2}\right\| e_{0} \|_{k},
$$

completing the proof.
Lemma 7. There is a constant $C$ such that

$$
\left\|e_{m}-\tilde{e}\right\|_{k} \leq C m^{-1 / 2}\left\|e_{0}\right\|_{k}
$$

Proof. From (A14) and (A10), we have

$$
\begin{equation*}
\tilde{a}_{k}\left(e_{m}-\tilde{e}, v\right)=0, \quad \forall v \in U_{k-1} \tag{A18}
\end{equation*}
$$

By (A16), we get

$$
\begin{aligned}
\left\|e_{m}-\tilde{e}\right\|_{k}^{2} & =\tilde{a}_{k}\left(e_{m}-\tilde{e}, e_{m}-\tilde{e}\right) \\
& =\tilde{a}_{k}\left(e_{m}-\tilde{e}, e_{m}\right) \\
& \leq\| \| e_{m}-\tilde{e}\| \|_{0, k}\| \| e_{m}\| \|_{2, k} \\
& \leq C h_{k}^{-1} m^{-1 / 2}\left\|e_{m}-\tilde{e}\right\|\left\|e_{0}\right\|_{k}
\end{aligned}
$$

Applying a duality argument to (A18), we can easily see that

$$
\left\|e_{m}-\tilde{e}\right\| \leq C h_{k}\left\|e_{m}-\tilde{e}\right\|_{k}
$$

and our result follows.
Lemma 8. There exist $\gamma \in(0,1)$ and an integer $m \geq 1$ in (MG), both independent of $k$, such that

$$
\left\|z-\operatorname{MG}\left(k, g_{0}, \tilde{f}_{k}\right)\right\|_{k} \leq \gamma\left\|z-g_{0}\right\|_{k}
$$

Proof. We proceed by an induction argument on $k$. The result is trivial for $k=1$, even with $\gamma=0$. Let us suppose that the lemma is true for $k-1$. Lemmas 6 and 7 and (A11) imply that

$$
\begin{aligned}
\left\|z-\operatorname{MG}\left(k, g_{0}, \tilde{f}_{k}\right)\right\|_{k} & =\left\|e_{m}-I_{k-1}^{k} q_{p}\right\|_{k} \\
& \leq\left\|e_{m}-\tilde{e}\right\|_{k}+\left\|I_{k-1}^{k}(e-\tilde{e})\right\|_{k}+\left\|I_{k-1}^{k}\left(e-q_{p}\right)\right\|_{k} \\
& \leq C\left[m^{-1 / 2}\left\|e_{0}\right\|_{k}+\left\|e-q_{p}\right\|_{k-1}\right]
\end{aligned}
$$

By (A13) and the definition of the correction step (C) in (MG), for all $\xi \in$ $N_{k-1}$,

$$
\begin{aligned}
\tilde{a}_{k-1}(e, \xi) & =\tilde{a}_{k}\left(z-g_{m}, I_{k-1}^{k} \xi\right) \\
& =\left(\tilde{f}_{k}, I_{k-1}^{k} \xi\right)-a_{k}\left(g_{m}, I_{k-1}^{k} \xi\right) \\
& =\left(\widehat{f}_{k}, \xi\right)
\end{aligned}
$$

therefore, $q_{j}=\mathbf{M G}\left(k-1, q_{j-1}, \widehat{f_{k}}\right)$, and the induction assumption and iteration gives

$$
\left\|e-q_{p}\right\|_{k-1} \leq \gamma^{p}\|e\|_{k-1}
$$

since $q_{0}=0$.
We obtain with (A17) that

$$
\left\|z-\operatorname{MG}\left(k, g_{0}, \tilde{f}_{k}\right)\right\|_{k} \leq C\left[m^{-1 / 2}\left\|e_{0}\right\|_{k}+\gamma^{p}\|e\|_{k-1}\right] \leq C_{2}\left(m^{-1 / 2}+\gamma^{p}\right)\left\|e_{0}\right\|_{k}
$$

If $\gamma \in(0,1)$ is sufficiently small, then $C_{2} \gamma^{p}<\gamma / 2$ since $p>1$, and if $m$ is large enough, $C_{2} m^{-1 / 2}<\gamma / 2$. For such choices, we obtain the lemma.

Lemma 8 says that if the number of smoothing steps $m$ is large enough, the $k$ th-level iteration is a contraction. Let $R_{k}$ denote the standard interpolation operator for $U_{k}$. If $v \in H^{2}(\Omega)$, then

$$
\begin{equation*}
\left\|v-R_{k} v\right\|+h_{k}\left\|v-R_{k} v\right\|_{k} \leq C h_{k}^{2}\|v\|_{2} . \tag{A19}
\end{equation*}
$$

Proof of Lemma 2. From Lemma 8, (A3), (A19), and (A11), we see that

$$
\begin{aligned}
\left\|z_{k}-\widehat{z}_{k}\right\|_{k} & \leq \gamma^{r}\left\|z_{k}-I_{k-1}^{k} \widehat{z}_{k-1}\right\|_{k} \\
& \leq \gamma^{r}\left[\left\|z_{k}-u\right\|_{k}+\left\|u-R_{k-1} u\right\|_{k}+\left\|I_{k-1}^{k}\left(R_{k-1} u-\widehat{z}_{k-1}\right)\right\|_{k}\right] \\
& \leq C \gamma^{r}\left[h_{k}\|f\|+\left\|R_{k-1} u-\widehat{z}_{k-1}\right\|_{k-1}\right] \\
& \leq C \gamma^{r}\left[h_{k}\|f\|+\left\|R_{k-1} u-u\right\|_{k-1}+\left\|u-z_{k-1}\right\|_{k-1}\right. \\
& \leq C \gamma^{r}\left[h_{k}\|f\|+\left\|z_{k-1}-\widehat{z}_{k-1}\right\|_{k-1}\right] .
\end{aligned}
$$

Since $z_{1}-\widehat{z}_{1}=0$, iterating this expression leads to the inequality

$$
\left\|z_{k}-\widehat{z}_{k}\right\|_{k} \leq \sum_{j=1}^{k} C^{j} h_{k-j+1} \gamma^{j r}\|f\| \leq \frac{C_{3} \gamma^{r}}{1-2 C_{3} \gamma^{r}} h_{k}\|f\|,
$$

provided that $r$ is large enough so that $2 C_{3} \gamma^{r}<1$. Hence,

$$
\left\|z_{k}-\widehat{z}_{k}\right\|_{k} \leq C h_{k}\|f\|
$$

which implies (8.7).
We prove (8.8) as in [17, Theorem 7.1, p. 162]. First, by (A3) and (A19),

$$
\begin{aligned}
\left\|z_{k}-I_{k-1}^{k} z_{k-1}\right\| & \leq\left\|z_{k}-u\right\|+\left\|u-R_{k} u\right\|+\left\|I_{k-1}^{k}\left(R_{k} u-z_{k-1}\right)\right\| \\
& \leq C h_{k}^{2}\|f\|_{1}+\left\|R_{k} u-z_{k-1}\right\| \\
& \leq C h_{k}^{2}\|f\|_{1}
\end{aligned}
$$

## Now Lemma 8 yields that

$$
\begin{aligned}
\left\|z_{k}-\widehat{z}_{k}\right\| & \leq \gamma^{r}\left\|z_{k}-I_{k-1}^{k} \widehat{z}_{k-1}\right\| \\
& \leq \gamma^{r}\left[\left\|z_{k}-I_{k-1}^{k} z_{k-1}\right\|+\left\|I_{k-1}^{k}\left(z_{k-1}-\widehat{z}_{k-1}\right)\right\|\right] \\
& \leq \gamma^{r}\left[C h_{k}^{2}\|f\|_{1}+\left\|z_{k-1}-\widehat{z}_{k-1}\right\|\right]
\end{aligned}
$$

so an induction argument yields (8.8). The proof is complete.
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