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ABSTRACT

Eddying  global  ocean  models  are  now  routinely  used  for  ocean  prediction,  and  the  value-added  of  a  better
representation  of  the  observed  ocean  variability  and  western  boundary  currents  at  that  resolution  is  currently  being
evaluated in  climate  models.  This  overview article  begins  with  a  brief  summary of  the impact  on ocean model  biases  of
resolving  eddies  in  several  global  ocean–sea  ice  numerical  simulations.  Then,  a  series  of  North  and  Equatorial  Atlantic
configurations are used to show that an increase of the horizontal resolution from eddy-resolving to submesoscale-enabled
together with the inclusion of high-resolution bathymetry and tides significantly improve the models’ abilities to represent
the  observed  ocean  variability  and  western  boundary  currents.  However,  the  computational  cost  of  these  simulations  is
extremely large, and for these simulations to become routine, close collaborations with computer scientists are essential to
ensure that numerical codes can take full advantage of the latest computing architecture.
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Article Highlights:

•  Substantial  improvement  in  the  representation  of  ocean  variability  and  western  boundary  currents  is  observed  when
horizontal resolution is increased from 10 km to 1 km.

•  An increase in horizontal resolution does not always deliver clear bias improvement everywhere.
 

 
  

1.    Introduction

The ocean is a fundamental part of the climate system.
Coupled ocean–atmosphere–land–ice modeling systems are
routinely used for seasonal prediction and climate change pro-
jections  and  are  now being  evaluated  for  global  prediction
on  short-range  time  scales  (Hewitt  et  al.,  2017).  The  hori-
zontal resolution of the ocean models in these systems con-
stantly increases, driven in large part by the need to better rep-
resent  strong  western  boundary  currents  and  their  interac-
tions  with  the  atmosphere  (Hewitt  et  al.,  2020).  Given  the
high  computational  cost  associated  with  increased  hori-
zontal resolution (factor of 10 for each increase of the hori-
zontal  resolution by a factor  of  2),  the question then arises
as  to  the  exact  benefits  gained  by  increasing  the  ocean
model resolution. In the late 1990s, Paiva et al. (1999) and
Smith  et  al.  (2000) showed  that  a  minimum  resolution  of
1/10°  was  required  for  a  reasonable  representation  of  mid-
latitude  western  boundary  currents  and  associated  meso-

scale  eddies  (~100  km  horizontal  scale; Chelton  et  al.,
2011). However, it is now generally recognized that 1/10° is
not  sufficient  to  resolve  the  Rossby  radius  of  deformation
everywhere (Hallberg, 2013),  and this does not allow for a
proper  representation  of  baroclinic  instability  and  resulting
mesoscale eddies throughout the domain. This class of mod-
els,  which used to be referred to as eddy-resolving,  is  now
referred to as eddying models. Furthermore, a model’s effect-
ive resolution, which depends on its inherent numerical dis-
sipation, is on the order of 6Δx (Soufflet et al., 2016). This
means that  in order to be truly eddy-resolving everywhere,
the horizontal resolution of an ocean model needs to be on
the order of  a few kilometers.  Also,  when the grid spacing
becomes  of  O(1)  km,  one  starts  to  resolve  submesoscale
motions at midlatitudes and low latitudes (horizontal scales
from ~3 km at high latitudes to ~50 km at the equator; Dong
et  al.,  2020).  However,  because  of  the  computing  cost  at
that  resolution,  only a  few modeling studies  have investig-
ated  the  impact  of  resolved  submesoscale  features  on  the
large scale  oceanic  circulation (Hurlburt  and Hogan,  2000;
Lévy et al., 2010; Chassignet and Xu, 2017). Submesoscale
physics  do  play  a  significant  role  in  the  vertical  fluxes  of
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mass, buoyancy, and tracers (Capet et al.,  2008; Fox-Kem-
per et al., 2008; Thomas et al., 2008; Klein et al., 2011; Roul-
let  et  al.,  2012; Capet  et  al.,  2016, Su  et  al.,  2018),  and
Chassignet and Xu (2017) argue that the next threshold for
a  significant  improvement  in  western  boundary  currents
representation  (i.e.,  the  Gulf  Stream  in  their  paper)  is  an
increase in the horizontal resolution from an eddying 1/10°
to a submesoscale-enabled 1/50° grid spacing. They showed
that  as  the  resolution  is  increased  to  1/50°  (~1.5  km  at
midlatitudes)  from 1/12°  (~6 km at  midlatitudes),  the  Gulf
Stream  penetration  and  associated  recirculating  gyres
shift  from  unrealistic  to  realistic  and  the  penetration  of
Eddy Kinetic Energy (EKE) into the deep ocean is drastic-
ally  different  and  more  closely  resembles  observations.
The  main  goal  of  this  overview  paper  is  to  summarize
insights  that  were  gained  in  a  series  of  global  and  basin-
scale simulations performed at coarse and fine horizontal res-
olution. After some background introductory statements (sec-
tion  2),  we  first  discuss  the  impact  of  mesoscale  eddies  in
global  ocean–sea  ice  numerical  simulations  by  summariz-
ing  the  recent  comparison  of  coarse  (~1º)  and  eddying
(~0.1º) experiments performed by Chassignet et al. (2020a),
all forced with the same atmospheric dataset (section 3). We
then  describe  in  section  4  the  impact  of  further  increasing
the  horizontal  resolution  and  of  resolving  submesoscale
features  in  a  series  of  basin-scale  North  and  Equatorial
Atlantic  regional  configurations.  We  end  in  section  5  with
an outlook to future developments of high-resolution ocean
modeling. 

2.    Ocean modeling background

As stated by Le Sommer et  al.  (2018),  there  is  a  wide
range of uses and applications of ocean circulation models.
Ocean circulation models are first and foremost used in ideal-
ized  and  realistic  configurations  to  test  hypotheses  for  any
mechanisms  underlying  oceanic  observations.  When
coupled to other components of the earth system (i.e., atmo-
sphere, land, ice, etc.), they can be used to look at phenom-
ena on seasonal to decadal time scales or to determine scen-
arios for the earth’s climate arising from changes in anthropo-
genic forcing. However, numerical models are only an approx-
imation of reality since current computational power is  not
sufficient to model the ocean everywhere down to the turbu-
lent  scale  (i.e.,  the  Kolmogorov  length  scale),  which  is  of
O(1) cm (Smyth et al., 2001). Simulations that resolve turbu-
lence  are  called  Direct  Numerical  Simulations  (DNS)  and
can  only  be  integrated  on  scales  of  the  order  of  tens  of
meters (Yeung et al., 2015). Therefore, we have to rely on a
discretized version of the Navier-Stokes equations with a para-
meterization  of  the  unresolved  subgrid-scale  processes.
There  is  a  wide range of  subgrid-scale  processes,  and they
all need to be fully understood in order to build a numerical
model  capable  of  accurately  simulating  ocean  circulation.
There are also limitations on how the ocean model interacts

with other components of the climate system such as the atmo-
sphere and sea ice.

The  spatial  and  temporal  scales  that  one  can  currently
model  depends  on  the  application.  On  global  and  basin
scales,  high  horizontal  resolution  (usually  1/10°  to  1/25°,
and rarely 1/50°) is mostly used in short integrations (years
to decades) with an emphasis on oceanic variability and an
accurate  depiction  of  meandering  fronts  and  eddies.  Short-
term  operational  oceanography  ocean  forecasts  (see
Chassignet  et  al.,  2018,  for  a  review)  more  often  than  not
use  models  that  are  forced  with  prescribed  atmospheric
fields. Seasonal to interannual forecasts, on the other hand,
require longer integrations and coupling of the ocean model
to an active atmosphere and sea ice model in order to repres-
ent the variability resulting from large-scale air–sea interac-
tions. Coarser resolution (1/4° to 1°) is mostly used in long
integrations of fully coupled ocean–sea ice–atmosphere mod-
els for climate applications (Griffies et al.,  2000), although
multicentury simulations are now being performed at higher
resolution (Haarsma et al., 2016; Chang et al., 2020). In this
paper,  we  focus  on  the  impact  of  horizontal  resolution  on
the large-scale circulation in global and basin-scale numer-
ical simulations when forced with a prescribed atmosphere.
In a coupled system, an increase in resolution usually means
an  increase  in  resolution  in  both  the  ocean  and  the  atmo-
sphere,  and  one  cannot  easily  differentiate  between  the
respective  roles  of  the  ocean,  of  the  atmosphere,  or  of  the
coupled response on the solution. 

3.    Global configuration

In theory, high-resolution simulations should provide res-
ults that are in better agreement with observations than low-
resolution  simulations  since  truncations  errors  are  reduced
(Fox-Kemper et  al.,  2019).  Over the past decade, access to
high-performance  computing  has  made  eddying-resolution
(i.e.,  ~1/10°)  in  ocean–sea  ice  models  routinely  possible
over most of the earth, therefore allowing for a better repres-
entation of western boundary currents and associated variabil-
ity.  There  are  a  few  global  models  that  have  been  run  at
higher resolution, but only for a few years: for example, at
1/25° (Thoppil et al., 2011; Chassignet et al., 2014; Arbic et
al., 2018) mostly in the context of ocean prediction, or more
recently,  at  1/48°  (Qiu  et  al.,  2018, 2020; Torres  et  al.,
2018) for the study of unbalanced motions. A recent article
by Su  et  al.  (2018) shows  that  oceanic  motions  associated
with  the  submesoscales  (horizontal  scales  smaller  than  50
km)  are  critical  to  the  transport  of  heat  between  the  ocean
interior  and the  atmosphere.  The question then arises  as  to
what  extent  the  spatial  resolution  of  the  ocean  model
impacts climate model simulations over centennial to millen-
nial  time  scales. Chassignet  et  al.  (2020a) made  a  first
attempt  to  answer  this  question  by  assessing  the  improve-
ments  resulting  from  an  increase  in  horizontal  resolution
from coarse (~1º) to eddying (~0.1º) in a suite of four numer-
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ical modelsa all forced by the same atmospheric forcing data-
set  (JRA55-do; Tsujino  et  al.,  2020).  Parameters  in  the
high-resolution  simulations  were  chosen  to  be  similar  to
that  of  their  low-resolution  counterparts  to  isolate  the
impact  of  the  increase  in  resolution  (see Chassignet  et  al.
(2020a) for details). In the remainder of this section, we sum-
marize the salient points of Chassignet et al. (2020a).

Overall,  the  broad  patterns  of  the  large-scale  circula-
tion are well simulated in all experiments. When the resolu-
tion  is  increased,  the  representation  of  the  western  bound-
ary  currents  (Gulf  Stream  and  Kuroshio)  is  significantly
improved,  and  eddies  form  throughout  the  global  domain
via  baroclinic  instabilities  since  the  grid  spacing  resolves
the  Rossby  radius  of  deformation  almost  everywhere.  A
well-known feature present in many coarse resolution ocean
models  is  an  overshooting  Gulf  Stream  and  a  zonal  North
Atlantic  Current  (NAC)  at  the  Northwest  Corner.  This  is
indeed  the  case  in  three  out  of  the  four  models  (Fig.  1),
where the modeled NAC is mostly zonal and does not turn
north-northeastward along the continental rise of the Grand
Banks  past  the  Flemish  Cap  [see Rossby  (1996) for  a
review]. This introduces a systematic air–sea heat flux bias

in climate models (one that cannot necessarily be taken care
of  by  an  increase  in  horizontal  resolution  alone).  An
increase in the horizontal resolution does improve the Gulf
Stream separation [see Chassignet and Marshall (2008) and
Chassignet and Xu (2017) for a review] in all models, but it
does  not  improve  the  NAC  pathway  at  the  Northwest
Corner. Only one model (HYCOM) is able to have a good rep-
resentation  of  the  Northwest  Corner  circulation;  the  NAC
remains quite zonal in the other three models as the resolu-
tion  is  increased  (Fig.  1).  Since  the  same  atmospheric  for-
cing dataset is used in all models, this seems to indicate that
these differences between the models may be due to choices
in  model  numerics,  subgrid-scale  parameterizations,  and/or
sea ice representation.

As  one  would  expect,  the  high-resolution  experiments
have much higher  total  kinetic  energy than the low-resolu-
tion experiments (Chassignet et al., 2020a, b). In the high-res-
olution experiments,  the range in globally averaged kinetic
energy is between ~35 × 10−4 m2 s−2 (HYCOM) and ~15 ×
10−4 m2 s−2 (LICOM).  The  fact  that  the  kinetic  energy  is
much higher in HYCOM may be due to the use of an abso-
lute wind stress formulation in which the ocean current velo-

 

 

Fig. 1.  Mean 1993–2018 SSH (units: m) fields for observations (Rio et al.,  2014) (top panel),  high-resolution experiments
(middle panel), and low-resolution experiments (lower panel). [Reprinted from Chassignet et al. (2020b)].

 
a The four models that participated in the comparison are: the HYbrid Coordinate Ocean Model (HYCOM) (Bleck, 2002; Chassignet et
al., 2003), the ocean (POP) and sea-ice components of the Community Earth System Model version 2 (CESM2; Danabasoglu et al. 2020),
the ocean-sea ice component (FESOM) of the coupled Alfred Wegener Institute Climate Model (AWI-CM, Sidorenko et al., 2015, 2018;
Rackow et al., 2018, 2019; Sein et al., 2018), and the LASG/IAP Climate system Ocean Model (LICOM) (Zhang and Liang, 1989; Liu et
al., 2004, 2012; Yu et al., 2018; Lin et al., 2020).
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cities are not taken into account. The other three models use
relative winds in the wind stress formulation, which has an
eddy-killing  effect  [see Renault  et  al.  (2020) for  a  review]
and can reduce the total kinetic energy by as much as 30%.
The total kinetic energy in these high-resolution models is,
however,  still  substantially  lower  than  what  can  be  estim-
ated  using  observations  and  models  (~50  ×  10−4 m2 s−2)
(Chassignet  and  Xu,  2017).  The  total  kinetic  energy
increases by a factor of three to four when the resolution is
increased  in  the  models,  but  the  variable  grid  spacing  of
FESOM does not resolve the Rossby radius of deformation
uniformly and shows an increase by a factor of only two.

Associated with the higher kinetic energy is a substan-
tial increase in SSH variability in the high-resolution experi-
ments.  This  variability  is  much  closer  to  what  can  be
observed  from  altimetry  (Fig.  2,  top  right  panel).  It  is,
however,  still  lower  than  observed,  especially  in  the  three
experiments  that  use  relative  winds  (POP,  FESOM,  and

LICOM). There are many reasons why one should take into
account  the  vertical  shear  between  atmospheric  winds  and
ocean currents when computing the wind stress; first and fore-
most, it is more physical. It also allows for a better representa-
tion  of  western  boundary  current  systems  (Renault  et  al.,
2016, 2020). This is especially true for the Agulhas Current
retroflection  and  associated  eddies  (Renault  et  al.,  2017).
When  using  absolute  winds  as  in  HYCOM,  the  Agulhas
eddies shed too regularly from the Agulhas Current and fol-
low  a  similar  pathway  into  and  across  the  South  Atlantic.
This  is  alleviated  in  the  three  simulations  with  relative
winds,  which  have  an  Agulhas  eddies  pathway  closer  to
what is observed and where the location of the Agulhas retro-
flection and eddy formation is more realistic.

From  a  climate  perspective,  researchers  are  especially
interested  in  the  time  evolution  of  ocean  heat  content,  sea
level, and sea ice. The high-resolution models have a tend-
ency to warm up more rapidly at depths below 700 m than

 

 

Fig.  2.  Top panel:  Mean 1993–2018 SSH (units:  m) and variance of AVISO. Middle panel:  Difference between the mean
modeled SSH and AVISO SSH. Bottom panel: Modeled variance derived from five-day average outputs. The low-resolution
LICOM SSH variance was not provided. [Reprinted from Chassignet et al. (2020a)].
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the coarse-resolution models. Griffies et al. (2015) did find
that vertical heat transport differs depending on if the eddies
are parameterized (coarse-resolution) or resolved (high-resolu-
tion),  and  errors  in  eddy  subgrid-scale  parameterizations
could,  therefore,  be  responsible  for  this  tendency.  Overall,
despite  a  significant  improvement  in  the position,  strength,
and variability of western boundary currents, equatorial cur-
rents, and the Antarctic Circumpolar Current, there is no con-
sistent improvement in temperature and salinity drift among
the  models  when  the  horizontal  resolution  is  increased.
Some regions even display increased biases [see Chassignet
et al. (2020a) for details]. In summary, an increase in hori-
zontal resolution does not always deliver clear bias improve-
ment everywhere for all models. 

4.    North  and  Equatorial  Atlantic
configuration

A smaller model domain is more computationally afford-
able  and,  therefore,  allows  more  in-depth  investigation  of
the  impact  of  horizontal  resolution  (e.g., Hurlburt  and
Hogan,  2000; Lévy et  al.,  2010; Chassignet  and Xu,  2017;
Schubert et al., 2019). Chassignet and Xu (2017), in a series
of  North  and  Equatorial  Atlantic  simulations,  showed  that
as  the  resolution  is  increased  to  a  submesoscale-resolving

1/50° (~1.5 km at midlatitudes) from an eddying 1/12°, the
representation  of  the  Gulf  Stream  penetration  and  associ-
ated  recirculating  gyres  shifts  from  unrealistic  to  realistic
(see  legend  of Fig.  3 for  details),  and  the  penetration  of
EKE into the deep ocean is  drastically improved and more
closely  resembles  observations  [see  Figs.  15  and  16  in
Chassignet and Xu (2017) for details]. However, they noted
several  discrepancies  between  the  high-resolution  1/50°
numerical simulation and observations. The most notable dis-
crepancies were 1) an area of high surface EKE and/or SSH
root-mean-square (RMS) wider than observed near the New
England seamounts  chain (Figs.  4a, b)  and 2)  SSH surface
power spectra in the 70–250 km mesoscale range independ-
ent of latitude (Fig. 8). In the remainder of this section, we
will  show  that  the  inclusion  of  high-resolution  bathymetry
details and tidal forcing has a strong impact on the modeled
fields and significantly improve the model’s ability to repres-
ent the observed ocean variability. 

4.1.    Impact of bathymetry

The fact that the modeled high SSH variability is wider
than observed near the New England seamounts chain in the
1/50°  experiment  (Fig.  4b)  suggests  that  interactions  with
the topography may be overemphasized in that specific con-
figuration. In this section, we will show that the bathymetry
has a much more profound impact on the Gulf Stream path-

 

 

Fig. 3. Mean SSH (units: cm) in the Gulf Stream region: (a) 1993–2012 observed mean from Rio et al. (2014), (b) 1/50°, (c)
1/25°, and (d) 1/12° HYCOM (years 16–20). [Adapted from Chassignet and Xu (2017)]. In the three simulations, the Gulf
Stream separates at Cape Hatteras, but the extent of its eastward interior penetration varies greatly. At 1/12° (Fig. 3c),  the
modeled Gulf Stream does not extend far into the interior and the SSH variability (Fig. 4c) is concentrated west of the New
England seamounts (60°W). There is no visible improvement when the resolution is doubled to 1/25° (Fig. 3d) simulation –
on  the  contrary,  there  is  an  unrealistically  strong  recirculating  gyre  southeast  of  Cape  Hatteras  with  excessive  surface
variability  (Fig.  4d).  On  the  other  hand,  when  the  resolution  is  increased  to  1/50°  (Fig.  3b),  the  Gulf  Stream penetration,
recirculating gyre, and extension become very realistic and compare extremely well to the latest mean dynamic topography
derived from observations (top left panel).
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way than one would have a priori anticipated. In Chassignet
and  Xu  (2017),  the  goal  was  to  perform  a  convergence
study where most parameters are not changed as the grid spa-
cing is refined from 1/12° to 1/50° and the bathymetry used
for  the  1/50°  configuration  (hereafter  referred  to  as
NEATL)  was  linearly  interpolated  from  the  coarser  1/12°
topography  based  on  the  2’ Naval  Research  Laboratory
(NRL)  digital  bathymetry  database,  which  combines  the
global topography based on satellite altimetry of Smith and
Sandwell (1997) with several high-resolution regional data-
bases. To investigate the impact of a higher-resolution bathy-
metry,  the  last  five  years  of  NEATL  were  repeated  (here-
after  experiment  NEATL-HB)  with  a  new  bathymetry
derived from the latest 15 arc-seconds GEBCO 2019 bathy-
metry,  which  contains  significantly  higher  resolution  topo-
graphic features (see detailed difference in bathymetry dis-
played in Fig. 7); all other parameters are identical to those
of  NEATL  (see Chassignet  and  Xu  (2017) for  a  detailed
description).

The  five-year  mean  SSH  for  NEATL  (coarse  bathy-
metry) and NEATL-HB (fine bathymetry) are shown in Fig.
5 together with the latest observational estimate (Rio et al.,
2014).  Overall,  both  agree  well  with  the  observed  mean
(Fig.  5a),  but  there  is  a  significant  difference  in  the  Gulf
Stream  mean  pathway  between  the  two  simulations  when
the  Gulf  Stream crosses  over  the  New England  seamounts
chain (area highlighted in the bottom two panels of Fig. 5).
The  SSH  contours  are  much  closer  to  each  other  and  the
Gulf Stream pathway is tighter in the high-resolution bathy-

metry experiment (NEATL-HB) than in the reference experi-
ment (NEATL) with coarse linearly interpolated 1/12° bathy-
metry. The impact of the bathymetry is further illustrated by
and is  more striking in  the  plots  of  SSH variability  for  the
last  five years of both simulations (Fig.  6).  Not only is  the
excess SSH variability near to the New England seamounts
chain  found  in  the  experiment  with  coarse  bathymetry
(NEATL) gone, the shape of the variability and distribution
of the variability in the experiment with high-resolution bathy-
metry  is  a  very  close  match  to  the  observations.  This
includes a deflection of the SSH variability to the north near
64°W when the Gulf Stream passes over the New England
seamounts chain (see highlight in Figs. 5 and 6).

The  difference  in  bathymetry  between  the  two  experi-
ments  for  the  New  England  seamounts  area  is  shown  in
Fig.  7c.  In  many  respects,  the  differences  are  quite  small
(less  than 100 m in  most  areas  where the depth is  close to
5000  m)  with  the  biggest  magnitude  being  around  the
seamounts.  The  bathymetry  cross-section  along  the
seamount chain (Fig. 7d) shows that the most striking differ-
ence is in the height of the seamounts (500 m higher in the
water column), which are closer in NEATL-HB to the base
of the permanent thermocline of 1000–1500 meters (Meinen
and  Luther,  2016).  But  the  higher  resolution  bathymetry
also  better  resolves  the  spatial  extent  of  the  New  England
seamounts (Figs. 7a and b), making them narrower and effect-
ively increasing the separation distance between them, espe-
cially for the seamounts located between 62°W and 63.5°W
(i.e.,  Atlantis  II,  Shelldrake,  and  Gosnold, Fig.  7b)  and

 

 

Fig. 4. SSH variability (units: cm) in the Gulf Stream region, (a) based on AVISO (1993–2012) and (b–d) the 1/50°, 1/25°,
and  1/12°  HYCOM  simulations,  respectively  (years  16–20).  The  model  outputs  were  filtered  to  be  representative  of  the
AVISO gridded outputs by subsampling of the model outputs to the AVISO 1/4° grid, time averaging the outputs over 10
days, and applying a 150 km band pass filter.
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under the southern extent of the Gulf Stream. We interpret
the  difference  in  SSH  variability  between  the  two  experi-
ments,  NEATL and NEATL-HB,  as  follows:  In  the  coarse
bathymetry  experiment  (NEATL),  the  three  seamounts
(Atlantis  II,  Shelldrake,  and  Gosnold)  between  62°W  and
63.5°W are not clearly separated from each other, and there-

fore, as discussed by Zhang and Boyer (1991), they can act
as a single body and will appear as a large obstacle to the east-
ward  flowing  Gulf  Stream.  This  in  turn  leads  to  larger
meanders downstream of the seamounts via conservation of
potential  vorticity  (Holton  and  Hakim,  2012)  and  con-
sequently  higher  downstream  eddy  kinetic  energy  (Barthel

 

 

Fig.  5.  Mean  SSH  (units:  cm)  in  the  Gulf  Stream  region  for  (a)  1993–2012  observed  mean  from Rio  et  al.  (2014),  (b)
NEATL, and (c) NEATL-HB (years 16–20).

 

 

Fig.  6.  SSH  (units:  cm)  in  the  Gulf  Stream  region  for  (a)  AVISO  (1993–2012),  (b)  NEATL,  and  (c)  NEATL-HB  (years
16–20). The model outputs were filtered as in Fig. 4.
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et al., 2017). In the high-resolution bathymetry experiment,
there is a larger separation distance between the seamounts,
and  the  resulting  flow  field  past  the  seamounts  is  determ-
ined by the interaction of the stream with relatively independ-
ent narrow obstacles, leading to less downstream variability
(Zhang  and  Boyer,  1991).  Thus,  the  instability  processes
induced by the Gulf Stream interacting with the New Eng-
land  seamounts  are  significantly  diminished  with  better
resolved  topographic  features  and  isolated  seamounts.  The
reduced instabilities lead to a tighter Gulf Stream mean path
that  agrees  better  with  the  observed  path  and  a  narrower
extent  of  high surface eddy kinetic  energy that  is  in  excel-
lent agreement with the observations. 

4.2.    Impact of tides on the SSH wavenumber spectra

SSH wavenumber spectra are commonly used in the liter-
ature to quantify the energy and variability associated with
different temporal and spatial scales. In the reference experi-

ment  (NEATL),  the  slope  of  the  surface  power  spectra  in
the 70–250 km mesoscale range is mostly independent of latit-
ude  and  ranges  between –5  and –4  (Fig.  8b);  it  is  only
slightly flattened near the equator and in the northern North
Atlantic near 60°N. However, altimeter observations (Fig. 8a)
show  large  spatial  latitudinal  variability  in  the  distribution
of the SSH wavenumber spectra with steep slopes closer to
–5 at  midlatitudes and flattened slopes near –1 in the trop-
ics (Xu and Fu, 2011, 2012; Zhou et al., 2015; Dufau et al.,
2016).  A  lack  of  latitudinal  dependence  in  the  70–250  km
band with slopes between –5 and –4 was also found in previ-
ous  modeling  studies  (Paiva  et  al.,  1999; Richman  et  al.,
2012, Sasaki and Klein, 2012; Biri et al., 2016), and several
explanations  have  been  put  forward  to  explain  the  differ-
ences  with  the  altimeter  observations.  This  includes  ali-
asing and noise in the altimetry data (Biri et al.,  2016) and
underestimation  of  the  impact  of  high  frequency  motions
(i.e., internal waves and tides) when using daily averages to

 

 

Fig.  7.  (a)  NEATL  bathymetry  in  meters;  (b)  NEATL-HB  bathymetry  in  meters  with  the  names  of  the  major
seamounts (Houghton et al.,  1977); (c) difference in bathymetry in meters between NEATL-HB and NEATL, blue
color indicates a shallower depth in NEATL-HB and vice versa. The gray contours are the modeled five-year mean
SSH in NEATL-HB indicating the mean Gulf Stream pathway; and (d) bathymetry along the central portion of the
New England seamount chain (black line in left panel) that encounters the Gulf Stream direcly. The four seamounts
from west to east are Balanus, Kelvin, Atlantis II, and Gosnold.
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compute  the  wavenumber  spectra  (Richman  et  al.,  2012;
Rocha et al., 2016; Tchilibou et al., 2018). Previous studies
(Rocha et al., 2016; Tchilibou et al., 2018) have shown that
internal tides can have a significant impact on the wavenum-
ber  spectra,  especially  on  small  scales.  Therefore,  we  fur-
ther  investigated  the  latitudinal  dependence  of  the  SSH
power spectra on high-frequency motions by adding tidal for-
cing to the 1/50° North and Equatorial Atlantic HYCOM sim-
ulation in the last 1.5 years of NEATL (hereafter referred to
as  NEATL-T-HB).  In  NEATL-T-HB,  eight  tidal  constitu-
ents  (M2,  S2,  O1,  K1,  N2,  P1,  K2,  and Q1)  are  added via
body and lateral boundary forcing. At the northern and south-
ern boundaries, the phase and amplitude are specified using
the TPXO8-atlas global tidal solutions from Oregon State Uni-
versity. All other parameters are identical to that of NEATL
(see Chassignet and Xu (2017) for a detailed description).

Figure 8 shows the slope of the SSH wavenumber spec-
tra  in  the  70–250  km mesoscale  range  in  10°  ×  10°  boxes
over  the  North  Atlantic  domain  from  both  NEATL  and
NEATL-T-HB. The latitudinal dependence is drastically dif-
ferent  in  NEATL-T-HB  from  that  of  the  reference  experi-
ment with slopes that are close to –1 in the tropics as in the
observations (Fig. 8a). This is due to tidal forcing and the gen-
eration  of  internal  tides  since  the  addition  of  high-resolu-
tion bathymetry alone was found to have only a very small
impact on the slope of SSH power spectra in the 70–250 km
mesoscale  range  (sensitivity  experiment  not  shown).  The

tidal  forcing  in  NEATL-T-HB generates  internal  tides  that
have  a  strong  SSH signature  (Fig.  9,  bottom panel)  that  is
not  present  in  the  absence  of  tidal  forcing  (Fig.  9,  top
panel). These internal tides are generated in areas of strong
topography around the Azores, the Cape Verde islands, off
the North Brazil coast near the Amazon estuary, as well on
the  northern  side  of  the  Georges  Bank  past  the  New  Eng-
land  seamounts.  The  surface  signal  associated  with  the
internal tides significantly modifies the power spectra in the
equatorial  region  (Fig.  10)  with  two  peaks,  one  in  the
110–130 km range and another one at near 70 km, which flat-
ten the slope in the equatorial region (Fig. 8c). This leads to
a  modeled  spectral  slope  in  the  equatorial  region  that  is  in
excellent agreement with the filtered observational estimate
of Zhou  et  al.  (2015) (Figs.  8 and 10).  The  impact  of  the
internal tides on the power spectra is not as large in the midlat-
itudes  (Fig.  8)  because  the  magnitude of  the  SSH variabil-
ity is lower in the equatorial region than in the midlatitudes
[see Fig. 26 of Chassignet and Xu (2017) for details]. 

5.    Outlook

As stated in Chassignet and Xu (2017) and further sup-
ported  by  the  additional  experiments  reported  here,  it  is
clear  there  is  substantial  improvement  in  the  models’ abil-
ity  to  represent  the  observed  ocean  variability  and  western
boundary  currents  when  the  horizontal  resolution  is

 

 

Fig.  8.  Slope  of  the  SSH power  spectra  in  the  70–250  km mesoscale  range  in  10°  ×  10°  boxes:  (a)  observational
estimate of Zhou et al. (2015); (b) NEATL, and (c) NEATL-T-HB. Note that the sign of the slope was reversed.
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increased  from the  eddying  1/10°  to  submesoscale-enabled
1/50°  grid  spacing.  As  stated  in Stewart  et  al.  (2017),  it  is
also important to resolve the vertical structure of the ocean
currents  in  accordance  to  the  baroclinic  modal  decomposi-
tion  that  can  be  resolved  by  the  horizontal  grid.  In  other
words, the finer the grid spacing, the higher the number of ver-
tical  modes one can resolve,  and consequently,  the vertical
grid spacing needs to be chosen accordingly in order to prop-
erly  capture  the  baroclinic  dynamics  of  a  given  mode.  For
the HYCOM experiments reported here, the vertical resolu-
tion  is  lower  than  what  is  recommended  by Stewart  et  al.
(2017) for z-coordinate models, but the statistics of the eddy
scales  and  the  vertical  structure  of  the  resolved  eddy
motions are well captured by the HYCOM layer discretiza-
tion  when  compared  to  a z-coordinate  kilometric  model

with 300 levels (Ajayi et al., 2020, 2021). When trying to isol-
ate  the  effects  of  horizontal  resolution,  one  should  always
strive  to  only  change  the  horizontal  resolution  and  associ-
ated physics.

The  considerable  differences  in  surface  EKE  in  the
global  high-resolution  models  of Chassignet  et  al.  (2020a)
were associated with the use of relative winds versus abso-
lute winds. Chassignet and Xu (2017) showed that the level
of EKE in the 1/50° simulation was comparable to the obser-
vations when one takes into account the aliasing associated
with the altimeter sampling. However, this was obtained by
using absolute wind stresses at  the ocean surface which do
not allow any oceanic feedback to the atmosphere via SST
(Small  et  al.,  2008; Ma et  al.,  2016) or  ocean current/wind
shear (Renault et al., 2020). The use of relative winds in the

 

 

Fig.  9.  Root-mean-square  (RMS)  of  the  high-frequency  steric  SSH variability  (units:  cm)  for  (a)  NEATL and  (b)
NEATL-T-HB.  The  RMS  is  calculated  daily  from  24  hourly  snapshots  of  the  steric  SSH  and  is  averaged  over  a
month (December) – the results do not change if a longer time average is used.
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wind stress can lead to a significant reduction of the surface
EKE  (on  the  order  of  30%; Renault  et  al.,  2020).  This
implies  that  the  next  generation  of  numerical  simulations
will need to either further increase the horizontal resolution
or use less dissipative numerical operators in order be able
to  reach  a  level  of  EKE  comparable  to  observations  when
using relative winds. In addition, the bulk formulae used in
this class of models do not take into account any partial re-
energization of the ocean by a changing atmosphere. A para-
meterization of this effect was recently proposed by Renault
et  al.  (2020),  but  another  approach,  short  of  coupling  the
ocean  model  to  an  active  atmosphere  (HighResMIP,
Haarsma et al., 2016), is to use an intermediate complexity
marine atmospheric boundary layer model as in Lemarié et
al.  (2020) to  represent  the  key  processes  associated  with
air–sea  interactions  on  characteristic  oceanic  scales  in  the
ocean-only numerical simulations.

The  computational  cost  of  simulations  at  1/50°  is
extremely  large,  and  while  currently  available  computer
resources do not allow for decadal global simulations at that
resolution,  we  will  soon  have  the  ability  to  do  so  in  the
future.  Ocean/climate  modelers  are  one  of  the  biggest
groups of users of computer resources, and as resolution is fur-
ther refined, they will always require the latest generation of
supercomputers.  This means that further progress will  only
take place when the numerical codes used in ocean models
take full advantage of the latest computing architecture, and
this  implies  close  collaborations  with  computer  scientists.

Presently,  supercomputer  development  is  closely  linked  to
the  performance  of  commodity  chips  (i.e.,  GPUs),  and
because of their reduced memory access, these are not well-
adapted to ocean applications. The main limitation is, there-
fore, not just the computational speed of the processors but
also,  as  stated  by Le  Sommer  et  al.  (2018),  access  to
memory  and  latency  in  reading/writing  on  disk  drives  (see
Wang et  al.  (2020) for an application of a GPU-based ver-
sion of LICOM3).
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Fig. 10. SSH power spectra calculated along altimeter tracks and computed as
a four 10° × 10° boxes average across the equator (35°–15°W, 10°S–10°N).
Red and blue lines are results for year 20 of NEATL and NEATL-T-HB; the
black  lines  are  observations  (unfiltered  and  filtered  for  noise) (Zhou  et  al.
2015); and the gray line are unfiltered observations (Dufau et al. 2016).
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