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Abstract. Using a realistic model of a CA1 hippocampal pyramidal neuron, we make experimentally testable
predictions on the roles of the non-specific cation current, /;, and the A-type Potassium current, /4, in modulating
the temporal window for the integration of the two main excitatory afferent pathways of a CA1 neuron, the Schaffer
Collaterals and the Perforant Path. The model shows that the experimentally observed increase in the dendritic
density of I, and 14 could have a major role in constraining the temporal integration window for these inputs,
in such a way that a somatic action potential (AP) is elicited only when they are activated with a relative latency
consistent with the anatomical arrangement of the hippocampal circuitry.
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Introduction

Although important details on how dendrites and their
active properties are involved in neural computation
have been elucidated, the rules according to which
dendritic trees and, especially, ionic conductances are
developed are still not clear (Migliore and Shepherd,
2002). It has been experimentally shown that dendrites
improve the coincidence detection properties of audi-
tory neurons (Agmon-Snir et al., 1998), and experi-
mental findings in CA3 pyramidal neurons (Urban and
Barrionuevo, 1998) suggested that a fast 4-AP sensitive
K™ conductance (gga) might affect the integration of
subthreshold inputs. In CA1, the gga conductance has
a major role in modulating the backpropagation of ac-
tion potentials (APs) (Hoffmann et al., 1997; Migliore
et al., 1999), and the non-specific g, conductance af-
fects the temporal summation window of subthresh-
old inputs (Magee, 1998, 1999). There are significant
differences in the density and dendritic distribution of

these two conductances between pyramidal neurons of
hippocampus and neocortex. The gga increases with
distance from the soma in CA1l, whereas in neocor-
tical neurons it is constant (Korngreen and Sakmann,
2000; Bekkers, 2000), and it does not seem to play the
same role as in CA1 (Stuart and Hausser, 2001). The g,
increases in both cases, but it is much higher in neocor-
tical neurons (Williams and Stuart, 1998; Berger et al.,
2001). We hypothesize that these differences may re-
flect different computational roles, and our main aim
in this work was to show how and to what extent the
integration of subthreshold inputs from the two main
excitatory afferent pathways in CA1 could be affected
by these conductances. This is particularly important
in these neurons, since they fire (on average) at a low
rate (Csicsvari et al., 1999). Each AP may thus carry
a significant amount of information, and it is then im-
portant to elucidate the detailed role of the mechanisms
involved in the integration of synaptic inputs that may
lead to an AP. We will show, in a realistic model, why
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the specific distribution of the ggs and g;, provide CA1
neurons with the ability to integrate their main excita-
tory synaptic inputs in a way which is especially suited
for the anatomical arrangement of the hippocampal
circuitry.

Methods

All the simulations were carried out with the NEURON
simulation program (Hines and Carnevale, 1997) using
its variable time step feature. The realistic model of

a hippocampal CA1 pyramidal neuron (Fig. 1B) was
that used in a previous work (Migliore et al., 1999),
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Figure 1. A: Estimation of the boundaries of a physiological time
window for the relative activation time (tpp — tsc) of PP and SC. B:
The model neuron and the synaptic locations used in the simulations,
SC (50 wm from the soma) and PP (418 um). C: Somatic membrane
potential from two simulations. In both cases, the synapses (gsc =
2 nS, gpp = 12 nS) were activated with a 8 ms delay, at the time
instants indicated by the arrows below the traces. (light line, PP —
SC): the distal synapse (PP) was activated before the proximal one.
(heavy line, SC — PP): the proximal synapse (SC) was activated
before the distal one. D: As in (C), but with gk reduced by 80%.

including a sodium, DR- and A-type potassium
currents (Ina, Ixpr, and I, respectively). A non-
inactivating, non-specific cation current I, = g5, - n -
(V — Eiey) was also inserted in the soma and the api-
cal dendrites, with g, = 1 pS/um? at the soma. Its
activation kinetic was based on the available experi-
mental data for CAl neurons (Magee, 1998). Thus,
the voltage dependence of the activation gate variable
was modeled as n = 1/(1 + exp(0.151(V — Vj2))),
with Vi, = —82 mV in the soma and proximal den-
drites (<100 pm), Vi, = —90 mV for locations
>100 pum from the soma and E., = —30 mV; its time
constant was approximated as t, = exp(0.033(V —
V:))/(0.011(1 + exp(0.083(V — V,)))), with V, =
—75 mV.

Channels Distribution

In CAl pyramidal neurons, the dendritic densities of
I, and 14 have been directly measured up to ~350 um
in the main trunk of the apical tree (Hoffman et al.,
1997; Magee, 1998). There are no quantitative esti-
mations of channels densities in the most distal den-
drites or for the smaller oblique branches. However,
preliminary observations in CA1 using Calcium imag-
ing (Frick et al., 2002), suggested that the I, in the
proximal oblique dendrites might be higher than in the
main trunk at the branch point and, for 7, an approx-
imately sigmoid increase been shown in neocortical
neurons up to ~800 um (Berger et al., 2001). In the
present work, for In,, Ixpr, and 14, we used the same
kinetics and distributions discussed in a previous pa-
per (Migliore et al., 1999). Briefly, as a general rule of
thumb we have chosen to use experimental suggestions
to implement an effective representation of the real dis-
tributions. In particular, the Iy, and Ixpr were uni-
formly distributed. The peak conductance for 74 was
linearly increased with distance from the soma, d (wm),
as 48 - (1 + d/100) (pS/um?), with dendritic compart-
ments >100 um from soma having a shifted (—10 mV)
activation curve, with respect to more proximal and so-
matic ones (Hoffman et al., 1997). The peak conduc-
tance for [, was linearly increased as gj, - (1 +3d/100)
(Magee, 1998), and all compartments beyond 500 ptm
from soma or with a diameter smaller than 0.5 um
were considered passive. This choice resulted in good
agreement between experiments and modeling results
on therole of 74 (Migliore et al., 1999). For simulations
using non-uniform passive parameters, R; (in 2 -cm)
and R, (in Q-cm?) were increased and decreased,
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respectively, as R; = 150 + 300-d/(300 + d) and
R,, = 28000 — 22400 - d /(300 + d). Thus, in the dis-
tal region (~400 pum, in our case) R; was ~2 times
higher and R,, ~2 times lower than their values at the
soma. About the same change was estimated for R,,
in neocortical neurons at the same distance from soma
(Stuart and Spruston, 1998).

Synaptic Inputs

In the well-known anatomical arrangement of the hip-
pocampal circuitry (Johnston and Amaral, 1998), the
two main excitatory afferent pathways on CA1 neu-
rons, the Perforant Path and the Schaffer Collaterals,
originate from neurons of layer II and I1I of the Entorhi-
nal Cortex that discharge in phase with local gamma os-
cillations (Chrobak and Buzséki, 1998). In order to rep-
resent them, two excitatory synaptic conductances, gsc
and gpp, were modeled using a-functions, with a time
constant of 3 ms and reversal potential of 0 mV. They
were inserted directly on two dendritic compartments
at ~50 and ~420 pum from the soma, respectively, as
schematically shown in Fig. 1B. It should be stressed
that these conductances model the synchronous acti-
vation of a population of synapses, and we assumed
the simplest case in which they are activated only once
during any given gamma cycle. Several values for the
peak synaptic conductance, gpp and gsc were tested.
Only values that were subthreshold for each pathway
were used. The NEURON model and simulation files
are publicly available under the ModelDB section of
the Senselab database (http://senselab.yale.med.edu).

Results

In vivo, the Perforant Path fibers from layer III of the
Entorhinal Cortex (ECIII) contact the distal apical tree
of a CAl pyramidal neuron, whereas the input from
EC layer II (ECII) is elaborated by the Dentate Gyrus
and CA3 networks before contacting the proximal api-
cal tree as Schaffer Collaterals. Although the relative
strength, location, and activation time of these path-
ways may depend on a number of factors, their basic
arrangement is maintained across different mammalian
species.

The ECII-III neurons firing in phase with local y os-
cillations, which have an important role in both percep-
tual binding and attention (Gray et al., 1989; Fries et al.,
2001), suggests that they most likely carry information

on related items/events that need to be elaborated by
the hippocampus within an appropriate (physiological)
time window related to the y cycle. Thus, in order to
investigate the effects of the dendritic properties on the
synaptic integration of the two inputs, we first estimated
the boundaries of this window as schematically shown
in Fig. 1A. The limit cases are when the two inputs
are activated with an 180° phase difference during the
positive sweep of the same y cycle. Assuming for the
ECII input an additional 6 ms of synaptic conduction
delay, to propagate within the hippocampal circuitry,
the relative activation times on CA1 (tpp — tsc) could
be anywhere from about —18 ms (Fig. 1A, bottom) to
46 ms (Fig. 1A, top), with an increasing probability
toward the peak of the cycle. Of course, this is an ap-
proximate estimation and we thus used a fading gray
area to schematically indicate a physiological time win-
dow. It should be stressed, however, that our estimate is
consistent with what has been experimentally found in
rabbits, where the two pathways were activated in vivo
with a relative delay of ~3—-15 ms, with the Perforant
Path input preceding the Schaffer Collaterals (Yeckel
and Berger, 1998).

The physiological arrangement of these pathways
in vivo should result in an asymmetry in the temporal
window for the “coincidence detection” of the two in-
puts, depending on their relative electrotonic distance
(Rall, 1964; for a review of dendritic integration see
also Spruston et al., 1999). In fact, the physiologi-
cal arrangement was reproduced in the simulations of
Fig. 1C, where SC and PP were activated with the same
delay but in a different order. As can be seen, only
when PP was activated before SC (Fig. 1C, light line,
PP — SC) an AP was elicited at the soma, and not
vice versa (Fig. 1C, heavy line, SC — PP). At first, it
could be considered as trivial that the more distal input
must be initiated first before it can be effectively sum-
mated with a proximal one at the soma, since it must
travel farther. Our model suggests that this is not the
case in CA1 neurons, as illustrated by the simulations
in Fig. 1D, where ggawas reduced by 80% and the
synaptic conductances were adjusted to give the same
peak somatic depolarization as in Fig. 1C. In this case,
an AP was elicited independently from the activation
order of the two inputs, in agreement with the exper-
imental findings in CA3 pyramidal neurons, showing
that a 4-AP sensitive K current could be involved with
this effect (Urban and Barrionuevo, 1998).

The results of Fig. 1D showed a direct role for
I4. However, other passive or active properties may



188 Migliore

=

peak somatic depol. (mV)
-

=]

L

passive, uniform properties
o— increasing Ri 0
—&— decreasing Rm

peak somatic depol. (mV)

-40 -20 0 20

tep - tgc (Ms)

Figure?2. A:Peak somatic depolarization vs relative activation time
in a passive model with uniform properties and synaptic inputs in dif-
ferent dendritic regions. B: Peak somatic depolarization in a passive
model with non-uniform properties or with I, and Ixa.

modulate the temporal window, especially those affect-
ing the temporal summation of synaptic inputs. In order
to assess the relative contribution of the mechanisms in-
volved, we then investigated the different roles that may
be played by the passive dendritic tree, the I, and the
I 4. The results are illustrated in Fig. 2, where we plot
the peak somatic depolarization as a function of the rel-
ative activation times under different conditions. In or-
der to compare the results, in all cases no sodium chan-
nels were used, and the synaptic strengths (reported
in Table 1) were adjusted to obtain the same somatic
depolarization for SC and PP (~6.5 mV and ~2 mV, re-
spectively, in this case) when they were independently
activated. The AP threshold of the full model is indi-
cated by a dotted line, and the part of the curves above

Table 1. Peak conductances, gsc and gpp, to obtain the same so-
matic depolarization (~6.5 and ~2.5 mV, respectively) in the simu-
lations for Fig. 2.

Passive
. . Active
Increasing Decreasing —
(nS) Uniform  (R;) (Ru)  In In+Ika
&sc, 50 um 225 2.05 2.3 2.35 2.85
gep, 418 um 165 2.0 1.9 2.55  20.0

(50 pem) (0.85)

this line thus indicates when an AP would be elicited.
Let’s consider first the case in which the two inputs
targeted the same dendritic location (Fig. 2A, closed
symbols). In the trivial case in which they also have the
same strength (data not shown), the peak somatic de-
polarization was a bell-shaped curve centered at 0 ms.
However, when we used different relative strengths the
results depended on their activation order, as shown in
Fig. 2A for the SC > PP case. In particular, a more
favorable condition, with respect to the physiological
time window, was obtained when the weaker input pre-
ceded the stronger one (Fig. 2A, fpp — tsc < 0 ms).
However, it would not be possible to distinguish be-
tween activation of PP — SC with SC > PP (as in
Fig. 2A) or SC — PP with SC < PP, since they will
give identical results when SC and PP target the same
region. The important information on the specific acti-
vation order would thus be lost. One (partial) solution
to this problem is to develop a dendritic tree, and direct
the PP input (which in vivo is most likely activated be-
fore SC) to an electrotonically more distant location. As
shown in Fig. 2 (open symbols), this has two important
effects: (a) PP will most likely be the weaker pathway
at the soma, because of the attenuation due to the pas-
sive flow; (b) it introduces a temporal asymmetry in the
integration of the two inputs, shifting the relative ac-
tivation time for the maximum somatic depolarization
within the physiological time window.

A distal dendritic location for PP, however, is still not
sufficient to fulfill the kind of information processing in
which CA1 neurons and their afferents are supposedly
involved (Treves and Rolls, 1994). The time window
for which an AP would be elicited is still too large,
with respect to the physiological time window (Fig. 2A,
open symbols for fpp — tsc < —20 ms). Since recent
experimental findings in neocortical pyramidal neurons
(Stuart and Spruston, 1998) suggested that the dendritic
passive properties might not be uniform throughout the
cell, it could be argued that a non-uniform distribution
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of R, or R; may help in reducing the time window,
because they affect the membrane time constant and
the electrotonic length of the neuron. In the typical
examples shown in Fig. 2B for R, and R;, we show the
amount of change that could be expected in these cases.
As can be seen (Fig. 2B, open triangles) decreasing R,
somewhat reduced the time window, thus improving
the correct detection of the two inputs, whereas the
opposite result was obtained increasing R;. Much better
results were however obtained when the I, and 1, were
included in the model with uniform passive parameters
(Fig.2B, closed triangles and thick line). The I, in
particular, occluded the effects on the time window
caused by /4 alone (data not shown).

It may thus appear that a combination of non-
uniform passive properties and [, could ensure that
subthreshold PP and SC inputs would be detected only
when they are activated within the appropriate time
window. However, the model indicated another poten-
tial problem. As stated before, to compare the effects
of different properties on the time window, gpp and gsc
were independently adjusted to give approximately the
same depolarization at the soma. As shown in Table 1,
in almost all cases their values were of the same or-
der of magnitude. This implies that a distal PP input
could easily be of suprathreshold strength, eliciting an
AP even in the absence of any SC input. A dendritic
14, with its “shock absorber” function (Yuste, 1997),
would require a much stronger distal input even for a
relatively low somatic depolarization (see the gpp value
for I, 4+ 14 in Table 1), making extremely difficult for
a PP input to elicit a somatic AP.

‘We next studied the effects of the dendritic g 4. Ithas
been experimentally shown that the gga conductance
in CA1 neurons has peculiar characteristics (Hoffman
etal., 1997). In contrast with what was found, for exam-
ple, in pyramidal neocortical neurons (Korngreen and
Sakmann, 2000; Bekkers, 2000), its density increases
with the distance from the soma, and the kinetic of
activation in the distal (=100 pxm) dendrites is shifted
(—10 mV) with respect to that at the soma. We thus
investigated the effects of a different kinetic and dis-
tribution of dendritic /4, and the results are shown in
Fig. 3. In the full model, all APs were elicited within
the physiological time window for a wide range of gpp
values (Fig. 3, closed symbols). The range of subthresh-
old gpp values was drastically limited using a uniform
distribution of dendritic gga (at somatic density), as
in neocortical neurons (Fig. 3, open circles). The use-
ful range of gpp was also reduced using a +10 mV
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Figure 3. APs generated by activation of SC and PP for a given
combination of relative activation times (fpp — fsc) and peak PP con-
ductance, gpp using a full model (closed symbols), a uniform ggxa
(open circles), or a +10 mV shift in the activation curve of the den-
dritic (>100 um) gka (triangles). Dotted lines mark suprathreshold
values of gpp. In all cases gsc = 3.5 nS.

shift in the dendritic (>100 pum) gga activation curve
(Fig. 3, triangles), to model activity-dependent modu-
lations (reviewed in Johnston et al., 2000) that result
in the dendritic channel kinetics being similar to the
somatic ones. These findings suggest that the different
kinetic and distribution of the dendritic gxa, with re-
spect to other pyramidal neurons, may reflect a need for
a specific modulation of synaptic integration (Migliore
and Shepherd, 2002).

The role of g, in the dendritic integration of the PP
and SC inputs in CA1 neurons is illustrated by the sim-
ulations in Fig. 4, where we show simulations findings
for different combinations of g;, and gga distributions.
With respect to the full model (Fig. 4, closed circles),
a uniform dendritic distribution (at somatic density) of
gn, did not result in major differences (Fig. 4, open cir-
cles). However, a uniform dendritic distribution of gy,
in addition to any change reducing the effects of the
dendritic gga, such as a uniform distribution (Fig. 4,
closed triangles) a reduced density (as in Fig. 1D) or a
+10mV shiftin its activation (data not shown), resulted
in APs elicited for a wide range of relative activation
times, and well outside the physiological time window.
Instead, a uniform ggs with a normal (i.e. increasing
with distance) g, (Fig. 4, open triangles) resulted in
APs elicited within the physiological time window, al-
though for a limited range of PP. These results suggest
that, in CA1 neurons, an increasing density of dendritic
g could be needed to maintain the temporal integration
window of SC and PP inputs within its physiological
limits when the effects of the gxa channels are reduced
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Figure 4. APs generated by activation of SC and PP for a given
combination of relative activation times (tpp — fsc) and peak PP
conductance, gpp, using different distributions of gxa and gp: full
model (closed circles), uniform distribution of g, (open circles),
uniform distribution of gka (open triangles), uniform distribution
of gka and g, (close triangles). Dotted lines mark suprathreshold
values of gpp. In all cases gsc = 3.5 nS.

because of dendritic depolarization (that inactivates the
gka) or protein kinases activation (that shifts the acti-
vation curve).

The reasons why the /4 and I, resulted in the ob-
served effects are directly related to their experimen-
tally known properties of signal attenuation (Hoffman
et al., 1997) and normalization of the EPSPs time
course (Williams and Stuart, 2000), respectively. These
features are reproduced by our model, and their effects
on the temporal summation of PP and SC are illus-
trated by the typical examples shown in Fig. 5, were
we report simultaneous somatic and dendritic mem-
brane potential for tpp — tsc = —20 ms, gsc = 3.5 nS,
and gpp = 4 nS. Under these conditions, an AP was not
elicited in the full model (Fig. 5, heavy lines), mainly
because the strong attenuation, exerted by the gga on
any dendritic depolarization from the resting potential,
prevented an effective summation of the two inputs. A
uniform dendritic distribution of gga reduced its ef-
fects, resulting in an overall amplification of the distal
PP input that, however, when summated with SC, was

418um

5mV

Figure 5. Dendritic (top panel, 418 pum) and somatic (bottom
panel) membrane potential from simulations in which the synapses
(gsc = 3.5nS, gpp = 4 nS) were activated with a 20 ms delay, with
PP preceding SC, using different dendritic distributions of gka and
gn: full model (heavy lines), uniform distribution of gga (circles),
uniform distribution of gxa and gj, (triangles).

still not sufficient to elicit a somatic AP (Fig. 5, circles),
because of the effects of g;, on the temporal summation
of synaptic inputs (Magee, 1998, 1999; Williams and
Stuart, 2000; Berger et al., 2001). In fact, the g, cur-
tailed the distal PP input and an AP was elicited only
when a uniform dendritic distribution of g, was also
used (Fig. 5, compare triangles and circles).

The Shaffer Collateral and the Perforant Path in-
puts may target a large extent of the CA1 apical tree
within the stratum radiatum and stratum lacunosum-
moleculare, respectively. Thus, several locations for the
SC (0250 pm) and PP (250-500 pwm) inputs were in-
vestigated, in order to test how and to what extent the
temporal integration window could be affected. As dis-
cussed before, the best case is when the two pathways
are relatively distant, whereas the worst case is when
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Figure 6. APs generated by activation of SC and PP for a given
combination of relative activation times (tpp — tsc) and peak PP
conductance, gpp, with a full model using different synaptic locations
for SC and PP: (closed squares) 50 and 420 um, (open circles) 200
and 420 pum, (open triangles) 250 and 250 um, (closed triangles)
50 and 300 pm, respectively. In all cases gsc was adjusted in such a
way to obtain the same peak somatic depolarization when activated
alone. The dotted line marks suprathreshold values of gpp for the
open and closed triangles cases.

they target the same dendritic location. The simulation
findings for a few typical relative locations are shown
in Fig. 6. In all cases, most APs were elicited within
the physiological time window for a wide range of PP
values, including the (computationally) worst case in
which PP and SC targeted the same location (250 pum,
Fig. 6, open triangles).

Discussion

Our findings suggest that the specific densities and dis-
tribution of dendritic gga and g;, in CA1 neurons may
reflect specific computational requirements for tem-
poral integration of the Perforant Path and Schaffer
Collateral inputs. Although more elaborated input path-
ways (in terms of subcellular anatomy, function, com-
position, modulation, type of information carried, etc)
were not taken into account in this paper, several ba-
sic, experimentally testable, predictions may be drawn
from our model. First, although the densities and dis-
tribution of gxa and g, as observed in these neurons,
result in a temporal integration window for the SC and
PP inputs that is robust for different synaptic locations,
a relatively distant location is needed to avoid that the
two pathways become indistinguishable. If they target

the same location, a CA1 neuron could elicit an AP in-
tegrating, in the wrong order, an input from ECIII with
an input originating several ms earlier in ECII that may
refer to an unrelated item. Furthermore, the g;, will re-
duce the temporal window into the appropriate range,
but will not prevent a strong PP input, unprocessed by
the hippocampal network, to elicit a somatic AP. The
high density and shifted kinetics of dendritic gga are
then needed for a strong (and non-linear) attenuation of
a distal input during its somatopetal propagation. This,
finally, ensures that a somatic AP will be preferentially
elicited following a Perforant Path — Schaffer Col-
lateral activation within the appropriate time window
and for a wide range of gpp. It should be stressed that
our results are consistent with experimental findings
suggesting that, in CA1, the distal excitatory synapses
could be much stronger than the proximal ones (Magee
and Cook, 2000; Megias et al., 2001).

All the model predictions are experimentally
testable. Surprisingly, even the basic effect of the tem-
poral asymmetry in the detection of two subthreshold
SC and PP inputs, has never been experimentally in-
vestigated in CA1. It can be experimentally tested with
the available electrophysiological techniques, whereas
how I, and I, affect the time window and the range
of PP inputs could be experimentally tested by the
standard pharmacological manipulations used to block
these currents.

More generally, our findings give a deeper insight
on how the active and morphological properties of the
dendritic tree may be developmentally adapted to fit
the computational role of a neuron. They directly point
out that one of the rules according to which dendritic
trees and active properties might be developed is to
detect temporal differences and control the range of
synaptic inputs that could elicit an AP. The presence
of long primary dendrites, such as in the hippocampal
CAL1 or deep neocortical neurons, that favor location-
dependent somatic depolarization by synaptic inputs
(Jaffe and Carnevale, 1999), could indicate a need for
a specific, asymmetric, temporal integration window.
According to our model, the different distributions of
gka and g, in different neurons may suggest how distal
inputs should be elaborated. For CA1, the high-density
distribution of gga may indicate a distal input that
should not be able to trigger an output (a somatic AP),
unless it is complemented by a further, more proximal,
input. An increasing density of g, may be needed to
constrain the temporal integration time window within
the physiological limits under those circumstances in
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which the effects of the gga are reduced. For neocor-
tical neurons, instead, a uniform and relatively lower
density of gxa may indicate the need for a distal input
to be able to independently trigger an output (Larkum
et al., 2001), with a higher density of g, that, by fur-
ther constraining the temporal window, effectively im-
proves the local independent processing of synaptic
inputs (Berger et al., 2001).
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