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This paper extends a previous paper $[8]$ where we described a semantics for monadic recursive program schemes (also called Scott-de Bakker schemes). The method consists in considering program schemes as rewriting systems which generate subsets of a free magma and defining a mapping of such subsets in a proper domain of functions. In our previous paper, dealing with a simple case, the combinatorial properties on which the whole construction relies were well known or at least immediate corollaries of wellknown results in the theory of context-free languages. In the present case, the rewriting systems which we are led to consider, and which in a very naturalway could be called algebraic rewriting systems or grammars on a free magma, have been little considered in the literature and we need establish first a number of results concerning such systems. This is done in a first part of this paper. Afterwards we establish the link between such rewriting systems.and recursive program schemes, define the function computed by such a scheme under a given discrete interpretation and apply the results of part $I$ to show the equivalence of one definition of this function with the classical definitions : the operational semantics as described for example in [3]. Kleene's definition of recursive function [2], the fix-point semantics as it can be found in [5], [6] or $[10]$.

## First part

Rewriting systems on free magmas

## I The free $F$-magma generated by V

Let $F$ be a finite set of symbols called function symbols. With each $f \in F$ is associated a positive integer $\rho(f)$ called the arity of f .

We define a $F$-magma as a set $E$ together with for each $f$ in $F$ an application $\sigma(f)$ of $E^{\rho(f)}$ into $E$.
A morphism of the $F$-magma ( $E, \sigma$ ) into the $F$-magma ( $E$ ', $\sigma^{\prime}$ ) is a mapping $\varphi$ of $E$ into $E^{\prime}$ such that for all $f \in F$ and $e_{1}, \ldots, e_{\rho(f)} \in E$

$$
\varphi\left(\sigma(f)\left(e_{1}, \ldots, e_{\rho(f)}\right)\right)=\sigma^{\prime}(f)\left(\varphi\left(e_{1}\right), \ldots, \varphi\left(e_{\rho(f)}\right)\right)
$$

Given a set $V$, disjoint from $F$, there exists a unique $F$-magma containing $V$, denoted by $M(F, V)$ such that every mapping of $V$ into an $F$-magma ( $E, \sigma$ ) can be extended in a morphism of $M(F, V)$ into ( $E, O)$. $M(F, V)$ is called the free $F$-magma generated by $V$ and its existence results from standard theorems in algebra.
It will suffice here how to construct this free magma.
Let $X$ be the alphabet composed of $F, V$ and the three symbols which are the left parenthesis "(" , the right parenthesis")" and the comma ",". M(F,V) can be identified with the smallest subset of $X^{*}$ which

- contains V
- contains $f\left(m_{1}, \ldots, m_{\rho(f)}\right)$ whenever $f \in F$ and $m_{1}, \ldots, m_{p(f)} \in M(F, V)$.
The mapping of $M(F, V) \rho(f)$ into $M(F, V)$ associated with $f \in F$ is the mapping which maps $m_{1}, \ldots, m_{\rho(f)}$ onto $f\left(m_{1}, \ldots, m_{\rho(f)}\right)$
The identification of $M(F, V)$ with this set of words will be complete in what follows. We shall have no occasion to distinguish between the free $F$-magma generated by $V$ and the specific representation we built.
As a set of words in $X^{*} M(F, V)$ has a number of interesting properties:

Let us call factor of an element $m \in M(F, V)$ any triple $(\alpha ; n ; \beta)$ where $\alpha, \beta \in X^{*}, n \in M(F, V)$ and $\alpha n \beta=m$. $\alpha n \beta$ denotes the product of $\alpha, n, \beta$ as words in $X^{*}$. The two factors $(\alpha ; n ; \beta)$ and $\left(\alpha^{\prime} ; n^{\prime} ; \beta^{\prime}\right)$ of $m \in M(F, V)$ are called disjoint iff there exist $\alpha ", \beta " \in X^{*}$ such that

$$
\begin{array}{ll}
\text { either } \alpha=\alpha^{\prime} n^{\prime} \alpha^{\prime \prime} \text { and } \beta^{\prime}=\alpha^{\prime \prime} \beta^{\prime \prime} \\
\text { or } \alpha^{\prime}=\alpha \quad n \quad \alpha^{\prime \prime} \text { and } \beta=\alpha^{\prime \prime} \beta^{\prime \prime}
\end{array}
$$

The factor $(\alpha ; n ; \beta)$ is said to be contained in the factor $\left(\alpha^{\prime} ; n^{\prime} ; \beta^{\prime}\right)$ iff there exist $\alpha^{\prime \prime}, \beta^{\prime \prime} \in X^{*}$ such that

$$
\alpha=\alpha^{\prime} \alpha^{\prime \prime}, \beta=\beta^{\prime \prime} \beta^{\prime} \text { and } n^{\prime}=\alpha^{\prime n} \beta^{\prime \prime}
$$

Property 1 If $(\alpha ; n ; \beta)$ and $\left(\alpha^{\prime} ; n^{\prime} ; \beta^{\prime}\right)$ are factors of an element $m \in M(F, V)$ one of the three following conditions is satisfied

$$
\begin{aligned}
& 1-(\alpha ; n ; \beta) \text { and }\left(\alpha^{\prime} ; n^{\prime} ; \beta^{\prime}\right) \text { are disjoint } \\
& 2-(\alpha ; n ; \beta) \text { is contained in }\left(\alpha^{\prime} ; n^{\prime} ; \beta^{\prime}\right) \\
& 3-\left(\alpha^{\prime} ; n^{\prime} ; \beta^{\prime}\right) \text { is contained in }(\alpha ; n ; \beta)
\end{aligned}
$$

We omit the proof
Property $2 M(F, V)$ is the language generated by the algebraic grammar

$$
\xi=\sum_{f \in F} f(\underbrace{\xi, \xi, \ldots, \xi}_{\rho(f)})+\sum_{v \in V} v
$$

and thus is an algebraic (context-free) language in $\mathrm{X}^{*}$
This follows immediately from the definition of an algebraic grammar.

## II Rewriting systems on a free magma

Let $M(F, V)$ bethe free $F$-magma generated by $V$.
Let $\Phi$ be a finite set of symbols called unknown function symbols. With each $\varphi \in \Phi$ is associated an integer $\rho(\varphi)$ called the arity of $\varphi$. We assume that $\Phi$ is disjoint from $F \cup V$.
We assume now on that $V$ is finite too and that the elements of $V$
are numbered $v_{1}, v_{2}, \ldots, v_{n}$ and we write $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{N}\right\}$.
A rewriting system on the free magma $M(F, V)$ is a system of equations of the following form

$$
\Sigma\left\{\begin{array}{l}
\varphi_{i}\left(v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right)=\tau_{i} \\
i=1, \ldots, N
\end{array}\right.
$$

where for all $i=1, \ldots, N \quad \tau_{i}$ is a subset of $M\left(F \cup \varphi_{\varphi},\left\{v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right\}\right.$.
Given two words $f$ and $f^{\prime}$ in $M(F U \Phi, V)$ we say that $f$ ' derives immediately from $f$ in $\Sigma$ iff there exists a factor ( $\alpha ; n ; \beta$ ) of $f$ where $n=\varphi_{i}\left(m_{1}, \ldots, m_{\rho}\left(\varphi_{i}\right)\right)$ and $g \in \tau_{i}$ such that $f^{\prime}=\alpha g\left(m_{1} / v_{1} \ldots \ldots m_{\rho}\left(\varphi_{1}\right) / v_{\rho}\left(\varphi_{i}\right)\right) \beta$.
We denote by $g\left(m_{1} / v_{1}, \ldots, m_{\rho}\left(\varphi_{i}\right) / v_{\rho}\left(\varphi_{i}\right)\right.$ the result of substituting $m_{j}$ to every occurrence of $v_{j}$ in $g$, for all $j=1, \ldots, \rho\left(\varphi_{i}\right)$. We write $f \underset{\Sigma}{ } f^{\prime}$ or simply, when no confusion can arise, $\mathrm{f} \longrightarrow \mathrm{f}^{\prime}$.
We denote by $\underset{\Sigma}{*}$ or $\xrightarrow{*}$ the reflexive and transitive closure of $\underset{\Sigma}{ }$ and when $f \xrightarrow[\Sigma]{*} f^{\prime}$ we say that $f^{\prime}$ derives from $f$ in $\Sigma$. From the definition we have that $f \frac{*}{\Sigma} \longrightarrow f^{\prime}$ iff there exists a finite sequence of words in $M(F \cup \Phi, V)$, say $f_{1}, f_{2}, \ldots, f_{k+1}$ such that $f_{1}=f, f_{k+1}=f$, and for all $h=1, \ldots, k \quad f_{h} \underset{\Sigma}{ } f_{h+1}$. Such a sequence is called a derivation of $f$ into $f^{\prime}$ in $\Sigma$. If $d=\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ is such a derivation let us denote by ( $\alpha_{h} ; n_{h} ; \beta_{h}$ ) the factor of $f_{h}$ such that $f_{h+1}$ is obtained by substituting some $g$ to $n$ in $f_{h}$.
Then $d$ is said to be a left derivation iff for all $h=1, \ldots, k-1$

$$
\left|\alpha_{h}\right| \leq\left|\alpha_{h+1}\right|
$$

( $|\alpha|$ denotes the length of $\alpha$ ).

The following theorem was proved by Mike Fischer $[1]$ and will be extremely useful in the sequel.

Theorem 1: For all $f, f^{\prime} \in M(F \cup \Phi, V), f^{\prime}$ derives from $f$ in $\Sigma$ iff there exists a left derivation of $f$ into $f^{\prime}$ in $\sum$.

Proof: Let $d=\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ a derivation of $f$ into $f^{\prime}$ in $\Sigma$. Define II $(d)=\operatorname{card}\left\{h \in\{1, \ldots, k-1\}| | \alpha_{h}\left|>\left|\alpha_{h+1}\right|\right\}\right.$

II (d) measures how far is $d$ from a left derivation. Indeed we have

$$
\Pi(d)=0 \Longleftrightarrow d \text { is a left derivation. }
$$

Assuming now that $\Pi(d)>0$ we shall construct another derivation $d^{\prime}$ from $f$ into $f^{\prime}$ satisfying $\Pi\left(d^{\prime}\right)<\Pi(d)$. This is sufficient to establish the theorem.

Let $h_{o}$ be the smallest $h$ such that $\left|\alpha_{h+1}\right|<\left|\alpha_{h}\right|$.
We can write $f_{h+1}=\alpha_{h} W_{h} \beta_{h}$ where
$W_{h}=g\left(m_{1} / v_{1} \ldots, m_{\rho}\left(\varphi_{i}\right) / v_{g\left(\varphi_{i}\right)}\right)$ for some appropriate $g, i$ and $v$.
The condition $\left|\alpha_{h+1}\right|<\left|\alpha_{h}\right|$ implies that the factor $\left(\alpha_{h} ; w_{h} ; \beta_{h}\right)$ is contained in the factor $\left(\alpha_{h+1} ; n_{h+1} ; \beta_{h+1}\right)$ or that these two factors are disjoint.
If they are disjoint the construction of $d^{\prime}$ is immediate : we can write $\quad f_{h}=\alpha_{h+1} n_{h+1} \alpha^{\prime} n_{h} \beta_{h}$ for some $\alpha^{\prime}$

$$
\begin{aligned}
& f_{h+1}=\alpha_{h+1} h_{h+1} \alpha^{\prime} w_{h} \beta_{h} \\
& f_{h+2}=\alpha_{h+1} w_{h+1} \alpha^{\prime} w_{h} \beta_{h}
\end{aligned}
$$

Now replace in $d$ the element $f_{h+1}$ by $f_{h+1}^{\prime}=\alpha_{h+1} w_{h+1} \alpha^{\prime} n_{h}{ }^{\prime} h_{h}$. It is clear that $f_{h} \longrightarrow f_{h+1}^{\prime}$ and $f_{h+1}^{\prime} \longrightarrow f_{h+2}$ so that after the replacement we indeed obtain a derivation $d^{\prime}$ which satisfies $\pi\left(d^{\prime}\right)=\pi(d)$. Suppose now $\left(\alpha_{h} ; w_{h} ; \beta_{h}\right)$ is contained in $\left(\alpha_{h+1} ; n_{h+1} ; \beta_{h+1}\right)$ by the form of $n_{h+1}=\varphi_{j}\left(m_{1}^{\prime}, \ldots, m_{\rho}^{\prime}\left(\varphi_{j}\right)\right.$ we know that $\left(\alpha_{h}, w_{h}, \beta_{h}\right)$ is contained in the factors

$$
\left(\alpha_{h+1} \varphi_{j}\left(m_{1}^{\prime}, \ldots, m_{e-1}^{\prime} ; m_{e}^{\prime} ; m_{e+1}^{\prime}, \ldots, m_{\varrho\left(\varphi_{j}\right)}^{\prime}\right) \beta_{h+1}\right)
$$

Denote the by $\bar{\alpha}, \bar{\beta}$ the two words such that

$$
m_{e}^{\prime}=\bar{\alpha} w_{h} \bar{\beta}
$$

and let $\mathrm{m}_{\mathrm{e}}^{\prime \prime}=\bar{\alpha} \mathrm{n}_{\mathrm{h}} \bar{\beta}$.
We have $f_{h}=\alpha_{h+1} \varphi_{j}\left(m_{1}^{\prime}, \ldots, m_{e-1}^{\prime}, m_{e}^{\prime \prime}, m_{e+1}^{\prime}, \ldots, m_{g}^{\prime}\left(\varphi_{j}\right) \beta_{h+1}\right.$
Let $f_{h+1}^{\prime}=\alpha_{h+1} g\left(m_{l}^{\prime} / v_{1}, \ldots, m_{e-1}^{\prime} / v_{e-1}, m_{e}^{\prime \prime} / v_{e}, \ldots, m_{\rho}^{\prime}\left(\varphi_{j}\right) / v_{\rho}\left(\varphi_{j}\right)\right)$
if $f_{h+2}=\alpha_{h+1} g\left(m_{i}^{\prime} / v_{1}, \ldots, m_{e-1}^{\prime} / v_{e-1}, m_{e}^{\prime} / v_{e}, \ldots, m_{\rho}^{\prime}\left(\varphi_{j}\right) / v_{\rho}\left(\varphi_{j}\right)\right)$
It is clear that $f_{h} \longrightarrow f_{h+1}^{\prime}$. To obtain $f_{h+2}$ from $f_{h+1}^{\prime}$ we need replace $n_{h}$ by $w_{h}$ in each occurrence of $m_{e}^{\prime \prime}$ coming from an occurrence of $\mathrm{v}_{\mathrm{e}}$ in g . This can be done easily by a left derivation if one orders these occurrences from left to right and makes the proper replacement in the various occurrences thus ordered, one at each time. We obtain thus a left derivation
<f $f_{h+1}^{\prime}, f_{h+2}^{\prime}, \ldots, f_{h+s+1}^{\prime}$ of $f_{h+1}^{\prime}$ into $f_{h+2}=f_{h+s+1}^{\prime}$ in $\sum$ and the sequence
$d^{\prime}=\left\langle f_{1}, f_{2}, \ldots, f_{h}, f_{h+1}^{\prime}, f_{h+2}^{\prime}, \ldots, f_{h+s}^{\prime}, f_{h+2}, f_{h+3}, \ldots, f_{k+1}\right\rangle$ is a left derivation of $f$ into $f^{\prime}$ in $\sum$ satisfying $\pi\left(d^{\prime}\right)<\pi(d)$
Q.E.D.

We can make here a few remarks
Remark 1: If $d=\left\langle f_{1}, f_{2}, \ldots, f_{k+1}\right\rangle$ is a left derivation of $f$ into $f^{\prime}$ in $\Sigma$, then for all $h=1, \ldots, k$ there exists $a_{h}^{\prime}\left(X U_{\phi}\right)$ such that $f^{\prime}=\alpha_{h} \alpha_{h}^{\prime}$
This follows immediately from the definition. As consequences we have the following

Remark 2: If $d=\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ is a left derivation of $f$ into $f^{\prime}$ in $\sum$ and $f^{\prime}$ belongs to $M(F, V)$ then for all $h \quad \alpha_{h} \in X^{*}$

Remark 3: Call a replaceable factor of $m$ any factor of the form $\left(\alpha ; \varphi_{j}\left(m_{1}, \ldots, m_{\rho}\left(\varphi_{j}\right)\right) ; \beta\right)$. Call a replaceable factor maximal iff it is not properly contained in another replaceable factor. If $d_{f^{\prime}}=\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ is a left derivation of $f$ into $f^{\prime}$ in $\Sigma$ and $\frac{f}{b}$ elongs to $M(F, V)$ then

## for all $h \quad\left(\alpha_{h} ; n_{h} ; \beta_{h}\right)$ is a maximal replaceable factor.

A maximal replaceable factor can also be called an outermost factor so that in a left derivation $d=\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ of $f$ into $f^{\prime}$ where $f^{\prime} \in M(F, V),\left(\alpha_{h} ; n_{h} ;{ }_{h}\right)$ is for all $h$ the leftmost outermost replaceable factor. That is the reason why left derivations are usually called leftmost outermost though the above property holds only when f' $\in M(F, V)$.

## III An order on $M(F, V)$

We assume now on that V contains a distinguished element $\Omega$ and we define $\{$ as the coarsestorder relation on $M(F, V)$ which is such that $\Omega\{v$ for all $v \in V$ and which is compatible with the magma structure.

$$
\begin{aligned}
& \text { (ie satisfies } \forall f \in F, m_{1}, \ldots, m_{\rho(f)}, m_{1}^{\prime}, \ldots, m_{\rho(f)}^{\prime} \in M(F, V) \\
& m_{1}\left\{m_{1}^{\prime}, \ldots, m_{\rho(f)}\left\{m _ { \rho ( f ) } ^ { \prime } \Rightarrow f ( m _ { 1 } , \ldots , m _ { \varrho ( f ) } ) \left\{f\left(m_{1}^{\prime}, \ldots, m_{S(f)}^{\prime}\right)\right.\right.\right.
\end{aligned}
$$

On proves easily that
Property $3 \mathrm{~m}\left\{\mathrm{~m}^{\prime}\right.$ iff there exists $\alpha_{1}, \ldots, \alpha_{t+1} \in X^{*}$ and $m_{1}, \ldots, m_{t} \in M(F, V)$ such that

$$
m=\alpha_{1} \Omega \alpha_{2} \Omega \ldots \alpha_{t} \Omega^{\Omega} \alpha_{t+1}
$$

and

$$
m^{\prime}=\alpha_{1} m_{1} \alpha_{2} m_{2} \cdots \alpha_{t^{m}} t^{\alpha} t+1
$$

In other words $m$ is less than $m^{\prime}$ if one can obtain $m$ ' from $m$ by replacing certain occurrences of $\Omega$ in $m$ by elements of $M(F, V)$

## IV Schematic rewriting systems

The rewriting system $\Sigma$ is called schematic iff for all $i=1, \ldots, N \quad{ }_{i}=p_{i}+\Omega$ where $p_{i} \in M(F \cup \Phi, V)$.
An interesting property of schematic rewriting systems is basic to our work:

Theorem 2 If $\Sigma$ is a schematic rewriting system and $f \in M(F \cup \Phi, V)$ $f_{1}, f_{2} \in M(F, V)$ are such that

$$
f \underset{\Sigma}{*} f_{1} \text { and } f \stackrel{*}{\Sigma} f_{2}
$$

then there exists $f_{3}$ such that $f \frac{*}{\Sigma} f_{3}, f_{1}<f_{3}$ and $f_{2}\left\{f_{3}\right.$ Proof: The proof is by induction on the sum of the length of the shortest derivations of $f$ into $f_{1}$ and of $f$ into $f_{2}$ in $\sum$. Call them $k$ and $e$.

If $k+e=2$ we certainly have

$$
\begin{array}{r}
f=\alpha \varphi_{i}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right) \beta \text { where } \\
f^{\prime}=\alpha p_{i}\left(m_{1} / v_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)} / v_{\rho\left(\varphi_{i}\right)}\right) \beta \in M(F, V)
\end{array}
$$

and the four possibilities arise of
$\mathrm{f}_{1}=\alpha \Omega \beta \quad \mathrm{f}_{1}=\alpha \Omega \beta \quad \mathrm{f}_{1}=\mathrm{f}^{\prime} \quad \mathrm{f}_{1}=\mathrm{f}^{\prime}$
$\mathrm{f}_{2}=\alpha \Omega \beta \quad \mathrm{f}_{2}=\mathrm{f}^{\prime} \quad \mathrm{f}_{2}=\alpha \Omega \beta \quad \mathrm{f}_{2}=\mathrm{f}^{\prime}$
In these four cases the existence of $f_{3}$ is obvious.
Assume now that the theorem has been established for $k^{\prime}+e^{\prime}<k+e$ and consider the two left derivations
$d_{1}=\left\langle g_{1}, \ldots, g_{k+1}\right\rangle$ of $f$ into $f_{1}$ in $\sum$.
$d_{2}=\left\langle h_{1}, \ldots, h_{e+1}\right\rangle$ of $f$ into $f_{2}$ in $\Sigma$.
If $g_{1}=h_{1}$ the result follows immediately for then $f_{1}$ and $f_{2}$ derive from $f^{\prime}=g_{1}=h_{1}$ by left derivations of length $k-1$ and e-1.
Thus we consider only the case where $h_{1} \neq g_{1}$.

We can write $f=\alpha_{1} n_{1}{ }^{\beta_{1}} \quad g_{1}=\alpha_{1} v_{1}{ }^{\beta_{1}}$

$$
f=\alpha_{2} n_{2} \beta_{2} \quad g_{2}=\alpha_{2} v_{2} \beta_{2}
$$

and we need distinguish several cases.

1) $\left(\alpha_{1} ; n_{1} ; \beta_{1}\right)$ and $\left(\alpha_{2} ; n_{2} ; \beta_{2}\right)$ are disjoint factors of $f$ We can always assume $\left|\alpha_{1}\right|<\left|\alpha_{2}\right|$ and thus write

$$
\mathrm{f}=\alpha_{1} \mathrm{n}_{1} \quad \gamma \mathrm{n}_{2} \quad \beta_{2}
$$

But this is impossible since $f_{2} \in M(F, V)$ and by remark 1 above $\alpha_{2} \in X^{*}$ which contradicts $\alpha_{2}=\alpha_{1} n_{1} \gamma$
2) $\left(\alpha_{1} ; n_{1} ; \beta_{1}\right)$ is contained in $\left(\alpha_{2} ; n_{2} ; \beta_{2}\right)$

The same remark as in case 1 shows that this inclusion cannot be proper so that we have $\left(\alpha_{1} ; n_{1} ; \beta_{1}\right)=\left(\alpha_{2} ; n_{2} ; \beta_{2}\right)$
Certainly then one $f /$ the words $g_{1}, h_{1}$ is equal to $\alpha_{1} \Omega_{\beta_{1}}$, the other one being equal to $\alpha_{1} p_{i}\left(m_{1} / v_{1} \ldots, m_{\rho\left(\varphi_{i}\right)} / v_{\rho}\left(\varphi_{i}\right)\right) \beta_{1}$ if
$n_{1}=\varphi_{i}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right)$
There is no less of generality in assuming now on that
$g_{1}=\alpha_{1} \Omega_{\beta_{1}}$ and $h_{1}=\alpha_{1} \omega \beta_{1}$ where $\omega=p_{1}\left(m_{1} / v_{1} \ldots\right)$
Since the two derivations $d_{1}$ and $d_{2}$ are left derivations we have
$f_{1}=\alpha \Omega \beta_{1}^{i} \quad$ where $\beta_{1}^{\prime}$ derives from $\beta_{1}$
$f_{2}=\alpha \omega^{\prime} \beta_{2}^{\prime}$ where $\omega^{\prime}$ derives from $\omega$ and $\beta_{2}^{\prime}$ derives from $\beta_{1}$
Certainly the lenghts of the left derivations of $\beta_{1}$ in $\beta_{1}^{\prime}$ and $\beta_{2}^{\prime}$ are less respectively than $k$ and $e$. By induction there exists $\beta_{3}^{\prime}$ deriving from $\beta_{1}$ such that $\beta_{1}^{\prime}\left\{\beta_{3}^{\prime}\right.$ and $\beta_{2}^{\prime}\left\{\beta_{3}^{\prime}\right.$.
It is clear that $f_{3}=\alpha \omega^{\prime} \beta_{3}$ derives from $f$ and satisfies $f_{1}\left\{f_{3}\right.$ and $f_{2}\left\{f_{3}\right.$.

Remark 3: By the above argument we can prove that there exists

$$
\alpha_{1}, \ldots, \alpha_{t+1} \in x^{*}, w_{1}, \ldots, w_{t}, w_{1}^{\prime}, \ldots, w_{t}^{\prime} \in M(F, v)
$$

such that

$$
\begin{aligned}
& f_{1}=\alpha_{1} w_{1} \alpha_{2} w_{2} \ldots \alpha_{t} w_{t} \alpha_{t+1} \\
& f_{2}=\alpha_{1} w_{1}^{\prime} \alpha_{2} w_{2}^{\prime} \cdots \alpha_{t} w_{t}^{\prime} \alpha_{t+1}
\end{aligned}
$$

and for all $s=1, \ldots, t$ either $w_{1}$ or $w_{1}^{\prime}$ but not both is equal to $\Omega$. If we denote by $\bar{w}_{s}$ the element different from $\Omega$ in $\left\{w_{s}, w_{s}^{\prime}\right\}$
it is easy to show that $f_{3}=\alpha_{1} \bar{w}_{1} \alpha_{2} \bar{w}_{2} \ldots \alpha_{t} \bar{w}_{t} \alpha_{t+1}$ is a least upper bound of $f_{1}$ and $f_{2}$ and that $f_{4}=\alpha_{1} \Omega \alpha_{2} \Omega \ldots \alpha_{t} \Omega \alpha_{t+1}$ is a greatest lower bound of $f_{1}$ and $f_{2}$.
Since also $f \xrightarrow[\Sigma]{*} f_{3}$ and $f \underset{\sum}{\sum^{*}} f_{4}$ we can state:
If $\Sigma$ is a schematic system on $M(F, V)$ and $f$ an element of $M(F U \Phi, V)$ then the restriction of the order relation on $M(F, V)$ to the set

$$
L(\Sigma, f)=\left\{f^{\prime} \in M(F, V) \mid f \underset{\Sigma}{\star} f^{\prime}\right\}
$$

is a lattice order.

V Kleene's sequence
In this paragraph we shall exhibit for all schematic rewriting system $\sum$ and word $f \in M(F \cup \Phi, V)$ an increasing sequence

$$
f^{(0)}\left\{f ^ { ( l ) } \left\{\ldots \left\{f^{(k)}\{\ldots\right.\right.\right.
$$

of elements of $M(F, V)$ such that

$$
\left.\forall f^{\prime} \quad f \underset{\Sigma}{*} f^{\prime} \Rightarrow \exists k \in \mathbb{N} \quad f^{\prime}\right\} f^{(k)}
$$

This sequence, used by Kleene [2]to define recursive functions, will be called the Kleene's sequence of $f$ with respect to $\sum$. Let $\Sigma$ be the schematic rewriting system

$$
\sum\left\{\begin{array}{l}
\varphi_{i}\left(v_{1} \ldots, v_{\rho\left(\varphi_{i}\right)}\right)=p_{i}+\Omega \\
i=1, \ldots, N
\end{array}\right.
$$

To $\Sigma$ we associate a mapping $\sigma$ of $M(F U \Phi, V)$ into itself recursively defined by

$$
\begin{aligned}
& -\sigma(v)=v \\
& -\sigma\left(\varphi_{i}\left(m_{1}, m_{2}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right)\right)=p_{i}\left(\sigma\left(m_{1}\right) / v_{1}, \ldots, \sigma\left(m_{\rho\left(\varphi_{i}\right)}\right) / v_{\rho\left(\varphi_{i}\right)}\right) \\
& -\sigma\left(f\left(m_{1}, m_{2}, \ldots, m_{\rho(f)}\right)\right)=f\left(\sigma\left(m_{1}\right), \ldots, \sigma\left(m_{\rho(f)}\right)\right)
\end{aligned}
$$

We shall denote by $\Pi$ the mapping of $M(F U \Phi, V)$ into $M(F, V)$ which sends an element $f$ on the element obtained by replacing by $\Omega$ all the maximal replaceable factors of $f$. Precisely

$$
\left\{\begin{array}{l}
-\pi(v)=v \\
-\pi\left(\varphi_{i}\left(m_{1}, m_{2}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right)=\Omega\right. \\
-\Pi\left(f\left(m_{1}, m_{2}, \ldots, m_{\rho(f)}\right)=f\left(\pi\left(m_{1}\right), \ldots, \Pi\left(m_{\rho(f)}\right)\right)\right.
\end{array}\right.
$$

The Kleene's sequence of $f$ with respect to $\Sigma$ is defined by

$$
f^{(k)}=\pi \sigma^{k}(f) \text { where } \sigma^{0}(f)=f \text { and } \sigma^{k+1}(f)=\sigma\left(\sigma^{k}(f)\right)
$$

Theorem 3 If there exists a derivation of length $k$ of $f$ into $f^{\prime}$ in $\sum$ and $f^{\prime}$ belongs to $M(A, V)$ then $\left.f^{\prime}\right\} f^{(k)}$.
We needintroduce the two relations on $M(F \cup \Phi, V)$ $f \Longrightarrow f^{\prime}$ iff there exists a factor $(\alpha ; n ; \beta)$ of $f$ such that $n=\varphi_{i}\left(m_{1} \ldots, m_{\rho\left(\varphi_{i}\right)}\right)$ and $f^{\prime}=\alpha p_{i}\left(m_{1} / v_{1}, \ldots\right) B$ $\mathbf{f} \longrightarrow \mathrm{f}^{\prime}$ iff there exists a factor $(\alpha ; n ; \beta)$ of $f$ such that $n=\varphi_{i}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right) \quad$ and $f^{\prime}=\alpha \Omega \beta$
We shall use also the reflexive and transistive closures of these two relations, denoted by $\xlongequal{*}$ and $\xrightarrow{*}$.

Lemma 1: For all $f, f^{\prime} \in M(F \cup \Phi, V)$

$$
f \Rightarrow f^{\prime} \text { implies } f^{\prime} \stackrel{*}{\Longrightarrow} \sigma(f)
$$

Proof By induction on the number of occurrences in $f$ of elements of $F U \Phi$. We denote this number by $||f||$
The result is obvious for $||f||=1$ which implies
$f=\varphi_{i}\left(v_{1}, \ldots, v_{\rho}\left(\varphi_{i}\right)\right)$
Then we consider the three cases
a - $\quad f=f\left(m_{1}, \ldots, m_{\rho(f)}\right)$ in which case $\exists$ e $1 \leq e \leq \rho(f)$ such that $m_{e} \Rightarrow m_{e}^{\prime}$ and $f^{\prime}=f\left(m_{1}, \ldots, m_{e-1}, m_{e}^{\prime}, \ldots, m_{\rho(f)}\right)$
bl $-f=\varphi_{i}\left(m_{1} \ldots, m_{\rho\left(\varphi_{i}\right)}\right)$ and as in case a $\exists \mathrm{e} \quad 1 \leq e \leq \rho\left(\varphi_{i}\right)$ such that $m_{e} \Rightarrow m_{e}^{\prime}$ and $f^{\prime}=\varphi_{i}\left(m_{1}, \ldots, m_{e-1}, m_{e}^{\prime}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right)$
$\mathrm{b} 2-\mathrm{f}=\varphi_{i}\left(m_{1}, \ldots, m_{\rho}\left(\varphi_{i}\right)\right.$ as in case bl but

$$
f^{\prime}=p_{i}\left(m_{1} / v_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)} / v_{\rho\left(\varphi_{i}\right)}\right)
$$

In all three cases the result follows immediately by induction.

Lemma 2: For all f,f' $\in M(F U \Phi, V)$

$$
f \Rightarrow f^{\prime} \quad \text { implies } \sigma(f) \stackrel{*}{\Longrightarrow} \sigma\left(f^{\prime}\right)
$$

Proof by induction on $||f||$
If $||f||=1$ then $f^{\prime}=\sigma(f)$ and $f^{\prime} \xrightarrow{*} \sigma^{\prime}\left(f^{\prime}\right)$
We consider then the same three cases as in the proof of Lemma 2.

Lemma 3: For all f,f' $\in M(F \cup \Phi, V)$

$$
f \stackrel{*}{\Longrightarrow} f^{\prime} \text { implies } \sigma(f) \stackrel{\star}{\Longrightarrow} \sigma\left(f^{\prime}\right)
$$

Proof By induction on the length of the derivation of $f$ into $f$ in $\sum$ It will be convenient to call strong derivation of $f$ into $f^{\prime}$ a sequence $\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ such that $f_{1}=f, f_{k+1}=f^{\prime}$ and for
all $j=1, \ldots, k \quad f_{j} \Rightarrow f_{j+1}$
Let $k$ be the length of a strong derivation of $f$ into $f^{\prime}$ in $\sum$.

If $k=1$ the result is lemma 2.
Otherwise we consider a strong derivation of length $k$. By induction $\sigma(f) \stackrel{*}{\Rightarrow} \sigma\left(f_{k}\right)$. But $f_{k} \Longrightarrow f_{k+1}=f^{\prime}$ implies by lemma 2 that $\sigma\left(f_{k}\right) \stackrel{*}{\Longrightarrow} \sigma\left(f^{\prime}\right)$.

Lemma 4: For all fo' $\in M(F U \Phi, V)$ if there exists a strong derivation of length $k$ of $f$ into $f^{\prime}$ then $f^{\prime} \Longrightarrow \sigma^{k}(f)$

Proof By induction on $k$
If $k=1$ the result is lemma 1
In the general case we have by induction $f_{k} \stackrel{*}{\Longrightarrow} \sigma^{k-1}(f)$, and this implies by lemma $3 \sigma\left(f_{k}\right) \xlongequal{\star} \sigma\left(\sigma^{k-1}(f)\right)=\sigma^{k}(f)$. But $f_{k} \Rightarrow f_{k+1}=f^{\prime}$ implies by lemma $1 \quad f^{\prime} \xlongequal{*} \sigma\left(f_{k}\right)$.

Lemma 5: If $\mathrm{f}_{1} \xrightarrow{*} \mathrm{f}_{2}$ and $\mathrm{f}_{2} \Longrightarrow \mathrm{f}_{3}$ then there is $\mathrm{f}_{4}$ such that $f_{1} \Longrightarrow f_{4}$ and $f_{4} \xrightarrow{*} f_{3}$

Proof We first prove it when $f_{1} \rightarrow f_{2}$
We can then write
$f_{1}=\alpha_{1} n_{1} \beta_{1} \quad$ where $n_{1}=\varphi_{i}\left(m_{1} \ldots, m_{\rho\left(\varphi_{1}\right)}\right)$ and
$f_{2}=\alpha_{1} \Omega^{\beta_{1}}$
and also write
$f_{2}=\alpha_{2} n_{2}^{\beta}{ }_{2}$ where $n_{2}=\varphi_{j}\left(m_{1}^{\prime}, \ldots, m_{\rho\left(\varphi_{j}\right)}^{\prime}\right)$ and
$f_{3}=\alpha_{2} p_{j}\left(m_{1}^{\prime} / v_{1} \ldots\right) \beta_{2}$

Two cases arise:
$1-\left(\alpha_{1} ; \Omega ; \beta_{1} ;\right)$ and $\left(\alpha_{2} ; n_{2} ; \beta_{2}\right)$ are disjoint factors of $f_{2}$.
We can assume without loss of generality $\left|\alpha_{1}\right|<\left|\alpha_{2}\right|$
Then $f_{2}=\alpha_{1} \Omega_{\gamma n_{2} \beta_{2}}$ and clearly $f_{1}=\alpha_{1} n_{1} \gamma n_{2}{ }^{\beta} 2$.
We then take $f_{4}=\alpha_{1} n_{1} \gamma p_{j}\left(m_{1}^{\prime} / v_{1}, \ldots\right) \beta_{2}$

2 - $\left(\alpha_{1} ; \Omega_{;} \beta_{1}\right)$ is contained in $\left(\alpha_{2} ; n_{2} ; \beta_{2}\right)$.
We then have indeed $\left(\alpha_{1} ; \Omega ; \beta_{1}\right)$ contained in

$$
\alpha_{2} \varphi_{j}\left(m_{1}^{\prime}, \ldots, m_{e-1}^{\prime} ; m_{e}^{\prime} ; m_{e+1}^{\prime} \ldots \ldots, m_{\rho\left(\varphi_{j}\right)}^{\prime}\right) \beta_{2}
$$

for some $e \in\left\{1, \ldots, \rho\left(\varphi_{j}\right)\right\}$
There exists thus $\bar{\alpha}$ and $\bar{\beta}$ such that $m_{e}^{\prime}=\bar{\alpha} \Omega \bar{\beta}$ and if we denote $m_{e}^{\prime \prime}=\bar{\alpha} \varphi_{i}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right) \bar{\beta} \quad$ we have
$f_{1}=\alpha_{2} \varphi_{j}\left(m_{1}^{\prime}, \ldots, m_{e-1}^{\prime}, m_{e}^{\prime \prime}, m_{e+1}^{\prime}, \ldots, m_{\rho\left(\varphi_{j}\right)}^{\prime}\right)$
Take now $f_{4}=\alpha_{2} p_{j}\left(m_{1}^{\prime} / v_{1}, \ldots, m_{e-1}^{\prime} / v_{e-1}, m_{e}^{\prime \prime} / v_{e}, \ldots, m_{\rho}^{\prime}\left(\varphi_{j}\right) / v_{\rho}\left(\varphi_{j}\right)\right)$
It is clear that $f_{4} \stackrel{*}{+} f_{3}$ since we need only replace $m_{e}^{\prime \prime}$ by $m_{e}^{\prime}$, at each occurrence of $m_{e}^{\prime \prime}$ coming from an occurrence of $v_{e}$ in $p_{j}$.

In the general case we proceed by induction on the length of a derivation of $f_{1}$ into $f_{2}$. The following drawing helps

Q.E.D.

## Proof of the theorem

We prove that if in a derivation $d=\left\langle f_{1}, \ldots, f_{k+1}\right\rangle$ of $f$ into $f^{\prime}$ in $\Sigma$ :
$\theta(d)=\operatorname{card}\left\{j \in\{1, \ldots, k\} \mid f_{j} \Longrightarrow f_{j+1}\right\}=h$ then there exists a strong derivation of length less than $h$ into some $f^{\prime \prime}$ such that $\mathrm{f}^{\prime}=\Pi\left(\mathrm{f}^{\prime \prime}\right)$.
The result is obvious if $h=0$ since then $f^{\prime}=\tau(f)$
We proceed by induction on $h$.

In the general case call $j$ the smallest index such that $\mathbf{f}_{\mathrm{j}} \longrightarrow \mathrm{f}_{\mathrm{j}+1}$

By lemma 5 there exists an element $g$ such that

$$
f=f_{1} \Longrightarrow g \text { and } g \stackrel{*}{\longrightarrow} f_{j+1}
$$

The derivation of $g$ into $f^{\prime}$ which can be written
$d^{\prime}=g+\ldots+f_{j+1} \longrightarrow f_{j+2} \rightarrow \cdots \rightarrow f^{\prime}$ is such that
$\theta\left(d^{\prime}\right)=h-1$. By induction there exists a strong derivation of $g$ into some $f^{\prime \prime}$, of length less than $h-1$ such that $f^{\prime}=\Pi\left(f^{\prime \prime}\right)$ Since $f \Longrightarrow g$ there exists a strong derivation of length less than $h$ of $f$ into $f \prime$ and the result is proved.

The theorem follows from the remark that

$$
f^{\prime \prime} \Longrightarrow \sigma^{k}(f) \text { implies } \Pi\left(f^{\prime \prime}\right)\left\{\Pi\left(\sigma^{k}(f)\right)=f^{(k)}\right.
$$

Remark 4: It is easy to see that the Kleene's sequence is increasing for the order $\{$.
Q.E.D.

Theorem 2 then follows as an immediate corollary of theorem 3, but not the strengthening of theorem 2 given as remark 3 . Moreover as can be seen the proof of theorem 2 given above is much easier than the proof of theorem 3.

## VI Rewriting systems as systems of equations

We shall prove in this paragraph a theorem which is needed afterwards to establish the equivalence between the semantics given by the fix point theorem and the semantics we are constructing. This theorem 4 is very similar to a theorem of MP Schützenberger [9] for algebraic grammars.

Let $\Sigma$ be the rewriting system on $M(F, V)$

$$
\sum\left\{\begin{array}{l}
\varphi_{i}\left(v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right)=\tau_{i} \\
i=1, \ldots, N
\end{array}\right.
$$

where for all $i=1, \ldots, N \quad \tau_{i} C M(F U \Phi, V)$.
We shall denote by $\oint$ the set of $n$-tuples $t=\left\langle t_{1}, \ldots, t_{N}\right\rangle$ where for all $i=1, \ldots, N \quad t_{i}\left(M\left(F,\left(v_{1}, \ldots, v_{\rho\left(p_{i}\right)}\right\}\right)\right.$
And we define on $\oint$ a canonical order relation

$$
t \subset t^{\prime} \text { iff for all } i=1, \ldots, N \quad t_{i} \subset t_{i}^{\prime}
$$

$t_{i} \subset t_{i}$ means ordinary set inclusion.
It is easy to see that for this order $\&$ is a complete lattice. Let $t$ be an element of $\oint$. We can define a mapping $\lambda_{t}$ of $M(F U \Phi, V)$ into the set of subsets of $M(F, V)$ :

$$
\begin{aligned}
& -\lambda_{t}(v)=v \quad \text { for all } v \in V \\
& -\quad \lambda_{t}\left(f\left(m_{1}, \ldots, m_{\rho(f)}\right)\right)=f\left(\lambda_{t}\left(m_{1}\right), \ldots, \lambda_{t}\left(m_{\rho(f)}\right)\right) \\
& -\quad \lambda_{t}\left(\rho_{1}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right)=\right. \\
& \quad\left\{g\left(\lambda_{t}\left(m_{1}\right) / v_{1}, \ldots, \lambda_{t}\left(m_{\rho\left(\varphi_{i}\right)}\right) / v_{\rho\left(\varphi_{i}\right)}\right) \mid g \in t_{i}\right\}
\end{aligned}
$$

(When $n_{1}, \ldots, n_{\rho(f)}$ are subsets of $M(F, V)$
$f\left(n_{1}, \ldots, n_{\rho(f)}\right) \operatorname{denotes}$ the $\left.\operatorname{set}\left\{f\left(m_{1}, \ldots, m_{\rho(f)}\right) \mid m_{i} n_{i}\right\}\right)$
This mapping extends canonically to a mapping of the set of subsets of $M(F U \Phi, V)$ into the set of subsets of $M(F, V)$ if we define

$$
\lambda_{t}(s)=\bigcup\left\{\lambda_{t}(m) \mid m \in s\right\} \quad \text { for } s \subset M(F, V)
$$

We can also extend it to a mapping of the set of n-tuples $s=\left\langle s_{1}, \ldots, s_{N}\right\rangle$ where for all $i=1, \ldots, N \quad s_{i} \subset M\left(F U \Phi,\left\{v_{1}, \ldots, v_{\rho}\left(\varphi_{i}\right)\right\}\right)$ inte \& by defining

$$
\lambda_{t}(s)=\left\langle\lambda_{t}\left(s_{1}\right), \ldots, \lambda_{t}\left(s_{N}\right)\right\rangle
$$

We now associate to $\sum$ a mapping $\hat{\Sigma}$ of $\phi$ into $\oint$. $\hat{\Sigma}(t)=\lambda_{t}(\tau)$ where $\tau$ is the n-tuple $\tau=\left\langle\tau_{1}, \ldots, \tau_{N}\right\rangle$
It is clear from the definition of $\hat{\Sigma}$ that
1 - $\hat{\sum}$ is an increasing mapping of $\oint$ into $\phi$.

Namely $t \subset t^{\prime} \Rightarrow \hat{\Sigma}(t) \subset \hat{\Sigma}\left(t^{\prime}\right)$
2 - $\widehat{\sum}$ satisfies the continuity condition.
For all increasing sequence $t^{(1)} \subset t^{(2)} \subset \ldots \subset t^{(n)} \subset \ldots$

$$
\hat{\Sigma}\left(\cup_{n \in \mathbb{N}} t^{(n)}\right)=\bigcup_{n \in \mathbb{N}} \hat{\Sigma}\left(t^{(n)}\right)
$$

Indeed the lowest greater bound of the $t^{(n)}$ is the union, settheoretically, of the $t^{(n)}$.

We then know from the Knaster-Tarski theorem [2] that $\Sigma$ has a minimal fix point ie that there exists an element $s=\left\langle s_{1}, \ldots, s_{N}\right\rangle$ of $\&$ such that
$-\hat{\Sigma}(s)=s$

- For all $s^{\prime}$ such that $\hat{\Sigma}\left(s^{\prime}\right)=s^{\prime}$ it is true that $s c s^{\prime}$.

Moreover this minimal fix point is equal to
$\hat{\Sigma}^{*}(\phi)=\bigcup_{k \geqslant 0} \hat{\Sigma}^{k}(\phi)$ where $\varnothing$ is the $n$-tuple whose $n$-components are the empty subset of $M(F, V)$.

This minimal fix point is what it is natural to call the solution of $\sum$ considered as a system of equations to be solved in the set of subsets of $M(F, V)$. The method to compute the solution which consists in finding the limit of $\widehat{\Sigma}^{k}(\phi)$ is nothing else than the well-known Goursat's method of approximation.

We can now state the theorem
Theorem 4: The minimal fix point $s$ of $\hat{\sum}$ is equal to the ntuple of subsets of $M(F, V), L=\left\langle L\left(\Sigma, \varphi_{i}\right), \ldots, L\left(\Sigma, \varphi_{N}\right)\right\rangle$
We abbreviate in $L\left(\Sigma, \varphi_{i}\right)$ the name of the set
$L\left(\Sigma, \varphi_{i}\left(v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right)\right)=\left\{f \in M(F, v) \mid \varphi_{i}\left(v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right) \xrightarrow[\Sigma]{*} f\right\}$
We need two lemmas to prove theorem 4.
Lemma 6: For all $g \in M\left(F U_{\phi}, V\right), g^{\prime} \in \lambda_{L}(g)$ $\mathrm{g} \stackrel{*}{\Sigma} \mathrm{~g}^{\prime}$.
Proof By induction on $||g||$
There is nothing to prove if $\|g\|=0$

Otherwise take $g=f\left(m_{1}, \ldots, m_{\rho(f)}\right)$.
There exist $m_{1}^{\prime} \in \lambda_{L} m_{1}, \ldots, m_{\rho}^{\prime}(f) \in{ }^{\prime} L_{\rho} m_{\rho}(f)$ such that
$g^{\prime}=f\left(m_{1}^{\prime}, \ldots, m_{\rho}^{\prime}(f)\right)$.
Since for all $i \quad\left|\left|m_{i}\right|\right|<||g||$ one has by induction $m_{i} \stackrel{*}{\Sigma} m_{i}^{\prime}$ and thus $g \xrightarrow[\Sigma]{*} g^{\prime}$.
Take now $g=\varphi_{i}\left(m_{1}, \ldots, m_{\rho}\left(\varphi_{i}\right)\right)$. There exists an $h \in \tau_{i}$ such that $g^{\prime} \in h\left(\lambda_{L} m_{1} / v_{1}, \ldots, \lambda_{L} m_{\rho}\left(\varphi_{i}\right) / v_{\rho}\left(\varphi_{i}\right)\right)$
Call $g^{\prime \prime}$ the word $h\left(m_{1} / v_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)} / v_{\rho\left(\varphi_{i}\right)}\right)$
It is clear that $g \underset{\Sigma}{ } g^{\prime \prime}$ and that $g^{\prime}$ is obtained by replacing in $g$ " the various occurrences of $m_{i}$, for all $i$, by words in $\lambda_{L} m_{i}$ which derive from $m_{i}$ by the above remark.

The following lemma was suggested to me by David Park [7] and allowed me to simplify to a considerable extent a previous proof of theorem 4.

Lemma 7: Let $\hat{\hat{\Sigma}}(t)=\hat{\Sigma}(t) v t$ and $\hat{\Sigma}^{*}(t)=\bigcup_{k \geqslant 0} \hat{\mathbf{N}}^{k}(t)$

For all $g, g^{\prime} \in M(F \cup \Phi, V)$
$g \xrightarrow[\Sigma]{*} g^{\prime} \Rightarrow \lambda_{t}\left(g^{\prime}\right) \subset \lambda \hat{\Sigma}^{*}(t)^{g}$
Proof We need only prove
$g_{\underset{\Sigma}{ }} g^{\prime} \Longrightarrow \lambda_{t}\left(g^{\prime}\right)<\lambda \hat{\hat{\Sigma}}\left(t g^{\prime}\right.$
since the lemma follows from this implication by transitive closure.
This comes from two facts which are both easily verified
1 - Let $v_{o}$ be a variable such that $g \subset M\left(F U \Phi, V \backslash\left\{v_{o}\right\}\right)$.
If $(\alpha ; n ; \beta)$ is a factor of $g$
$\lambda_{t} g=\lambda_{t}\left(\alpha v_{0} \beta\right)\left(\lambda_{t} n / v_{0}\right)$
In words $\lambda_{t} g$ is obtained by replacing all occurrences of $v_{0}$ in $\lambda_{t}\left(\alpha v_{0} \beta\right)$ by $\lambda_{t} n$

$$
\begin{aligned}
& 2-\quad \text { If } g=\alpha n \beta, n=\varphi_{i}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right) \\
& \text { and } \quad g^{\prime}=\alpha w \beta, w=h\left(m_{1} / v_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)} / v_{\rho\left(\varphi_{i}\right)}\right) \\
& \text { for some } h \in \tau_{i} \\
& \lambda_{t}\left(g^{\prime}\right)=\lambda_{t}\left(\alpha v_{0} \beta\right)\left(\lambda_{t} w / v_{0}\right) \\
& \lambda \hat{\Sigma}(t)(g)=\lambda \hat{\hat{\Sigma}}(t) \quad\left(\alpha v_{0} \beta\right)\left(\lambda \hat{\Sigma}(t)^{\left.n / v_{0}\right)}\right.
\end{aligned}
$$

Now one has immediately $\lambda_{t}\left(\alpha v_{0} \beta\right) \subset \lambda \hat{\sum}(t)\left(\alpha v_{0} \beta\right)$ since $t \subset$ 全 $(t)$. And one has also
$\lambda_{t} w \subset \lambda_{\Sigma}(t)^{n}$ by the very definition where

$$
\begin{aligned}
& \lambda \hat{\Sigma}(t) \varphi_{i}\left(m_{1}, \ldots, m_{\rho\left(\varphi_{i}\right)}\right)=\left\{h ^ { \prime } \left(\lambda \widehat{\hat{\Sigma}}(t)^{\left.m_{1} / v_{1}, \ldots, \lambda \hat{\Sigma}(t) m_{\rho\left(\varphi_{i}\right)} / v_{\rho}\left(\varphi_{i}\right)\right)}\right.\right. \\
& \text { since } h \in \tau_{i} \text { implies } \lambda_{t}(h) \subset \lambda_{t}(\tau) \\
& \text { and } \lambda_{t} w=\left\{h^{\prime \prime}\left(\lambda_{t}\left(m_{1}\right) / v_{1}, \ldots, \lambda_{t} m_{\rho\left(\varphi_{i}\right)} / v_{\rho\left(\varphi_{i}\right)}\right) \mid h^{\prime \prime} \in \lambda_{t}(h)\right\}
\end{aligned}
$$

Q.E.D.

We go back to the proof of theorem 4.
Apply lemma 7 to $g=\varphi_{i}\left(v_{1}, \ldots, v_{\rho}\left(\varphi_{i}\right), g^{\prime} \in M(F, V)\right.$ and $t=\varnothing \quad$.

$$
\lambda_{\phi} g^{\prime}=g^{\prime} \in \lambda \widehat{\Sigma}^{*}(\phi) g=\left(\widehat{\Sigma}^{*}(\phi)\right)_{i}
$$

But a straightforward computation shows that $\hat{\Sigma}^{h}(\phi)=\hat{\Sigma}^{k}(\phi)$ and consequently $\hat{\Sigma}^{*}(\phi)=\hat{\Sigma}^{*}(\phi)=s$ We have thus proved $L C s$.

To prove that $s \subset L$, since $s$ is the smallest fix point of $\hat{\Sigma}$ we need only prove that $L$ is a fix point of $\widehat{\Sigma}$ namely $L=\widehat{\Sigma}(L)$
Lemma 6 proves the inclusion $\hat{\Sigma}(L) \subset L$

To prove that $L \subset \hat{\sum}(L)$ apply lemma 7 again with $g \in \tau_{1}$ $g^{\prime} \in M(F, V), g \underset{\Sigma}{*} g^{\prime} \quad$ and $t=L$

$$
\lambda_{L} g^{\prime}=g^{\prime} \in \lambda \hat{\Sigma}^{*}(L) g
$$

But $\hat{\Sigma}_{(L)} \subset L$ implies $\hat{\Sigma}_{(L)} \subset L$ and $\hat{\Sigma}_{(L)}^{*} \subset$. Thus we have $g^{\prime} \in \lambda_{L} g \subset \lambda_{L}\left(\tau_{1}\right)=(\hat{\Sigma}(L))_{i}$
Q.E.D.

Second Part: Recursive program schemes and their interpretation

## I. Recursive program schemes

The recursive program schemes are recursive programs in which the basic functions used are unspecified and appear in the program as mere symbols. One may always go from a program to a program scheme by replacing actual functions by arbitrary function symbols and vice versa if one has a program scheme he gets a program by replacing function symbols by actual functions defined on some domain.

Let us take an example:
$\left\{\varphi_{1}(x, y)=\right.$ if $x=0$ then $y$ else if $y=0$ then $x$ else $\varphi_{1}\left(y, \varphi_{2}(x, y)\right)$
$\varphi_{2}(x, y)=$ if $x<y$ then $x$ else $\varphi_{2}(x-y, y)$
is a recursive program $P$
$\left\{\begin{array}{l}\varphi_{1}(\mathrm{x}, \mathrm{y})=\mathrm{h}\left(\mathrm{x}, \mathrm{y}, \mathrm{h}\left(\mathrm{y}, \mathrm{x}, \varphi_{1}\left(\mathrm{y}, \varphi_{2}(\mathrm{x}, \mathrm{y})\right)\right)\right) \\ \varphi_{2}(\mathrm{x}, \mathrm{y})=\mathrm{g}\left(\mathrm{x}, \mathrm{y}, \varphi_{2}(\mathrm{k}(\mathrm{x}, \mathrm{y}), \mathrm{y})\right)\end{array}\right.$
is a recursive program scheme $\sum$
It is clear that $P$ is obtained from $\sum$ by replacing the function symbols $\mathrm{h}, \mathrm{g}, \mathrm{k}$ by the actual functions defined on $\mathbb{N}$ by

$$
\begin{aligned}
& h_{I}(m, n, p)=\text { if } m=0 \text { then } n \text { else } p \\
& g_{I}(m, n, p)=\text { if } m<n \text { then } m \text { else } p \\
& k_{I}(m, n)=m-n
\end{aligned}
$$

Definitions: A recursive program scheme (deterministic) is a rewriting system on some free magma $M(F, V)$, say
$\sum\left\{\begin{array}{l}\varphi_{i}\left(v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right)=\tau_{i} \\ i=1, \ldots, N\end{array}\right.$
where for all $i=1, \ldots, N \quad \tau_{i} \in M\left(F,\left\{v_{1}, \ldots, v_{\rho\left(\varphi_{i}\right)}\right\}\right)$
An interpretation $I$ of a recursive program scheme as $M(F, V)$ is given by

- a non empty domain $D_{I}$
- for all $f \in F$ a partial mapping $f_{I}: D^{\rho(f)} \rightarrow D$

We shall call program the pair $\langle\Sigma, I\rangle$ of a recursive program scheme $\Sigma$ and an interpretation $I$.

As every program $\langle\Sigma, I\rangle$ is intended to compute a certain function which we shall denote by val $I^{\Sigma}$ (this function corresponding to $\varphi_{1}$ ). The aim of this paper is to give a definition for this computed function: a semantics of recursive program schemes is a way of specifying for all pair $<\Sigma, I>$ a function $v a l_{I} \Sigma$. In this respect we describe in this paper a semantics of recursive program schemes: it is certainly not the first to be described nor the last one. We shall also prove the equivalence of oursemantics and the most well known two other semantics: the "naive" operational one and the so-called fixpoint as it may be found in the works of semantics D. Scott [10], D. Park [5] A. Mazurkiewicz [5]. A good account of it is in [4].
II. Discrete domains and discrete interpretations

As it is very awkward to deal with partial mappings we shall do the following given an interpretation I

- extend $D_{I}$ into $\hat{D}_{I}$ by adding an element $\omega$ called undefined
- extend the mappings $f_{I}$ into total mappings $\hat{f}_{I}$

We need first a definition.
Say that $d_{i_{1}}, \ldots, d_{i_{k}}$ where $d_{i_{1}}, \ldots, d_{i_{k}} \in \hat{D}_{I} \quad{ }^{1 \leqslant i_{1}}<i_{2}<\ldots<i_{k} \leqslant \rho(f)$
determine a value of $f_{I}$ iff

$$
\begin{aligned}
& \forall \quad d_{1}, \ldots, d_{\rho(f)}, d_{1}^{\prime}, \ldots, d_{\rho(f)}^{\prime} \in D: \\
& d_{i_{1}}=d_{i_{1}}^{\prime}, \ldots, d_{i_{k}}=d_{i_{k}}^{\prime} \Rightarrow \\
& \text { either } f\left(d_{1}, \ldots, d_{\rho(f)}\right)=f\left(d_{1}^{\prime}, \ldots, d_{\rho(f)}^{\prime}\right)
\end{aligned}
$$

or both $f\left(d_{1}, \ldots, d_{\rho(f)}\right)$ and $f\left(d_{1}^{\prime}, \ldots, d_{\rho(f)}^{\prime}\right)$ are undefined.
Denote by $f\left(\underline{d}_{i_{1}}, \underline{d}_{i_{2}}, \ldots, \underline{d}_{i_{k}}\right)$ the value determined by $d_{i_{1}}, \ldots, d_{i_{k}}$ and set

$$
f\left(\underline{d}_{i_{1}}, \ldots, \underline{d}_{i_{k}}\right)\left\{\begin{array}{l}
=\text { the common value of } f\left(d_{1}^{\prime}, \ldots, d_{\rho(f)}^{\prime}\right) \text { for all } \\
d_{1}^{\prime}, \ldots, d_{\rho(f)}^{\prime} \text { such that } d_{i_{1}}=d^{\prime} i_{i_{1}}, \ldots, d_{i_{k}}= \\
\quad \text { if such a value exists } \\
=\omega \text { if none of the } f\left(d_{1}^{\prime}, \ldots, d_{\rho(f)}^{\prime}\right) \text { is defined. }
\end{array}\right.
$$

We then define $\hat{\mathbf{f}}_{I}$ in the following way

$$
\forall d_{1}, \ldots, d_{\rho(f)} \in D_{I}: \hat{f}_{I}\left(d_{1}, \ldots, d_{\rho(f)}\right)\left\{\begin{array}{l}
=f_{I}\left(d_{1}, \ldots, d_{\rho(f)}\right) \text { if this } \\
=\omega \text { is defined }
\end{array}\right.
$$

$\forall 1 \leqslant i_{1}<i_{2}<\ldots<i_{k} \leqslant \rho$ (f) $\quad d_{i_{1}}, \ldots, d_{i_{k}} \in D_{I}$
$\hat{f}_{I}\left(\omega, \ldots, \omega, d_{i_{1}}, \omega, \ldots, \omega, d_{i_{2}}, \omega \ldots\right)\left\{\begin{array}{l}=f_{I}\left(\underline{d}_{i_{1}},{ }^{\prime} \underline{d}_{i_{2}}, \ldots, \underline{d}_{i_{k}}\right) \\ \text { if } d_{i_{1}}, \ldots, d_{i_{k}} \text { determine a value } \\ =\omega \text { otherwise. }\end{array}\right.$

## Example:

For the interpretation I above we shall take

$$
\begin{aligned}
& \hat{O}_{I}=\operatorname{IN} U\{\omega\} \\
& \hat{\mathrm{f}}_{\mathrm{I}}(\mathrm{~m}, \mathrm{n}, \mathrm{p})=\text { if } \mathrm{m}=0 \text { then } \mathrm{n} \text { else } \mathrm{p} \text { for all } \mathrm{m}, \mathrm{n}, \mathrm{p} \in \mathbb{N} \\
& \hat{\mathrm{f}}_{\mathrm{I}}(0, \mathrm{n}, \omega)=\mathrm{n} \text { for all } \mathrm{n} \in \mathbb{I} \mathrm{~N} \\
& \hat{\mathrm{f}}_{I}(m, \omega, p)=p \text { for all } m \in \mathbb{N}^{+}, p \in \mathbb{N} \\
& \hat{\mathrm{f}}_{\mathrm{I}}(\mathrm{~m}, \mathrm{n}, \mathrm{p})=\omega \text { in all other cases } \\
& \hat{g}_{I}(m, n, p)=\text { if } m<n \text { then } m \text { else } p \text { for all } m, n, p \in \mathbf{N} \\
& \hat{g}_{I}(m, n, p)=\omega \text { in all other cases } \\
& \hat{k}_{I}(m, n)=m-n \text { if } m \geq n \\
& =\omega \text { otherwise. }
\end{aligned}
$$

Let us introduce on $\hat{D}_{I}$ the partial order [ by

$$
\forall \delta, \delta^{\prime} \in \hat{\mathrm{D}}_{I} \quad \delta \underline{[ } \delta^{\prime} \Leftrightarrow \delta=\omega \text { or } \delta=\delta^{\prime}
$$

This order induces an order on $\hat{D}_{I}{ }^{n}$ :

$$
\begin{aligned}
\forall & <\delta_{1}, \ldots, \delta_{n}>,<\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime}>\in \hat{D}_{I}^{n} \\
& <\delta_{1}, \ldots, \delta_{n}>\left[<\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime}>\Leftrightarrow \forall i=1, \ldots, n \quad \delta_{i}\left[\delta_{i}^{\prime} .\right.\right.
\end{aligned}
$$

We say that a mapping $\varphi$ of $\hat{D}_{I}{ }^{n}$ into $\hat{D}_{I}$ is increasing iff

$$
\left\langle\delta_{1}, \ldots, \delta_{n}\right\rangle\left[\langle \delta _ { 1 } ^ { \prime } , \ldots , \delta _ { n } ^ { \prime } \rangle \Rightarrow \varphi ( \delta _ { 1 } , \ldots , \delta _ { n } ) \left[\varphi\left(\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime}\right)\right.\right.
$$

One can easily check that the extensions $\hat{\mathbf{f}}_{\mathrm{I}}$ of the mappings $\mathrm{f}_{\mathrm{I}}$ are increasing mappings. We are thus led to the definition.

A discrete interpretation $I$ of a recursive program scheme on $M(F, V)$ is given by

- a domain $D_{I}$ containing $\omega$ and ordered by $[$ in such a way that $\forall \delta, \delta^{\prime} \in D_{I} \delta \underline{[ } \delta^{\prime} \Leftrightarrow \delta=\omega$ or $\delta=\delta^{\prime}$
- for each $f \in F$ an increasing mapping $f_{I}$ of $D_{I} \rho(f)$ into $D_{I}$.


## III. Construction of Val I 上

We first describe a mapping of $M\left(F,\left\{v_{1}, \ldots, v_{n}\right\}\right)$ into $D_{I}$ associated with an interpretation $I$ and a valuation $v$ where a valuation $v$ is a mapping of $v_{1}, \ldots, v_{n}$ into $D_{I}$.
We write $v_{i}$ for $v\left(v_{i}\right)$.
This mapping is the mapping used by all mathematicians, even unconsciously, to give a value to an expression.
$-(I, V)(\Omega)=\omega$
$-(I, v)\left(v_{i}\right)=v_{i}$
$-(I, v)\left(f\left(m_{1}, \ldots, m_{\rho(f)}\right)\right)=f_{I}\left((I, v) m_{1}, \ldots,(I, v) m_{\rho(f)}\right)$.
This mapping ( $I, v$ ) has the following important property.

Property: For all $m, m^{\prime} \in M\left(F,\left\{v_{1}, \ldots, v_{n}\right\}\right)$
$m<m^{\prime} \Rightarrow(I, V)(m)\left[(I, V)\left(m^{\prime}\right)\right.$

Proof. It comes easily from the condition imposed on the mapping $f_{I}$. We make an induction on $\|m\|$.

If $\|m\|=0$ then $m=v \in V$ and
either $m=\Omega, m^{\prime}$ can be any element of $M\left(F,\left\{v_{1}, \ldots, v_{n}\right\}\right)$
but $(I, v)(m)=\omega \underline{[ } d$ whatever is $d \epsilon_{I}$
either $\mathrm{m}=\mathrm{v}_{\mathrm{i}} \neq \Omega$ and $\mathrm{m}^{\prime}=\mathrm{v}_{\mathrm{i}}$ too.

In the general case $m=f\left(m_{1}, \ldots, m_{\rho(f)}\right)$
and $m^{\prime}=f\left(m_{1}^{\prime}, \ldots, m^{\prime}{ }_{\rho(f)}\right)$ where for all $i=1, \ldots, \rho(f)$

$$
m_{i}<m_{i}^{\prime}
$$

since for all $i=1, \ldots, \rho(f) \quad\left\|m_{i}\right\|<\|m\|$ by induction

$$
(I, v)\left(m_{i}\right) \quad\left[(I, V)\left(m_{i}^{\prime}\right)\right.
$$

and

$$
\begin{aligned}
& (I, v)(m)=f_{I}\left((I, v) m_{1}, \ldots,(I, v) m_{\rho(f)}\right) \quad[ \\
& (I, v)\left(m^{\prime}\right)=f_{I}\left((I, v) m_{1}^{\prime}, \ldots,(I, v) m_{\rho(f)}^{\prime}\right)
\end{aligned}
$$

since $f_{I}$ is increasing.
Let us now associate with the program scheme $\Sigma$.

$$
\Sigma\left\{\begin{array}{l}
\varphi_{i}\left(v_{1}, \ldots, v_{\rho(\varphi i)}\right)=\tau_{i} \\
i=1, \ldots, N
\end{array}\right.
$$

the schematic rewriting system $\bar{\Sigma}$

$$
\bar{\Sigma}\left\{\begin{array}{l}
\varphi_{i}\left(v_{1}, \ldots, v_{\rho(\varphi i)}\right)=\tau_{i}+\Omega \\
i=1, \ldots, N
\end{array}\right.
$$

We can define a mapping of $L\left(\bar{\Sigma}, \varphi_{1}\right)$ into $D_{I}$, corresponding to an interpretation $I$ and a valuation $\left.v: v_{1}, \ldots, v_{\rho(\varphi 1}\right) \rightarrow D$ by using theorem 2. Indeed if $m, m^{\prime} \in L\left(\bar{\Sigma}, \varphi_{1}\right)$

$$
\begin{aligned}
& (I, V)(m) \neq \omega \text { and }(I, V)\left(m^{\prime}\right) \neq \omega \Rightarrow \\
& (I, V)(m)=(I, V)\left(m^{\prime}\right) .
\end{aligned}
$$

For there exists $m " \in L\left(\bar{\Sigma}, \varphi_{1}\right)$ such that $m<m "$ and $m^{\prime}<m^{\prime \prime}$ :
from property 1 we get $(I, V)(m)[(I, V)(m ")$ and

$$
\begin{aligned}
& (I, V)\left(m^{\prime}\right)\left[(I, V)\left(m^{\prime \prime}\right)\right. \text { but this means } \\
& (I, V)(m)=(I, V)\left(m^{\prime \prime}\right) \text { and }(I, V)\left(m^{\prime}\right)=(I, V)\left(m^{\prime \prime}\right) .
\end{aligned}
$$

This gives us a semantics if we state:
Definition: The function computed by $\Sigma$ under interpretation $I$ is $\operatorname{val}_{I}(\Sigma)(\nu)=$ the common value of $(I, \nu)(m)$, for all $m \in L\left(\bar{\Sigma}, \varphi_{1}\right)$ such that ( $I, v$ ) ( $m$ ) $\neq \omega$ if such an $m$ exists $=\omega$ otherwise.

We shall refer to the semantics thus defined as the "language semantics".

The usual naive way in which $\operatorname{val}_{I}(\Sigma)$ is defined goes that way. One builds a sequence of expressions $\in M(F \cup \Phi, D)$

$$
e_{0}, e_{1}, \ldots, e_{n}, \ldots
$$

where $e_{0}=\varphi_{1}\left(\nu_{1}, \ldots, \nu_{\rho(\varphi)}\right)$
and for all $n$ we have one of the two following relations between $e_{n}$ and $e_{n+1}$.

1. There exists a factor $(\alpha ; n ; \beta)$ of $e_{n}$ such that

$$
\begin{aligned}
& n=\varphi_{i}\left(m_{1}, \ldots, m_{\rho(\varphi i)}\right) \text { and } \\
& e_{n+1}=\alpha \quad \tau_{i}\left({ }^{m_{1}} / v_{1}, \ldots,{ }_{\rho}(\varphi i) / v_{\rho(\varphi i)}\right) \beta .
\end{aligned}
$$

We denote this relation $b y \Rightarrow$ and we then say that $e_{n+1}$ follows $e_{n}$ by rewriting.
2. There exists a factor $(\alpha ; n ; \beta)$ of $e_{n}$ such that
$-n=f\left(m_{1}, \ldots, m_{\rho(f)}\right)$

- there exists a sequence of indices $1 \leqslant i_{1}<i_{2}<\ldots<i_{k} \leqslant \rho$ (f) such that $m_{i_{1}}, m_{i_{2}}, \ldots, m_{i_{k}} \in D_{I}$ and $m_{i_{1}}, \ldots, m_{i_{k}}$ determine a value of $f_{I}$
$-e_{n+1}=\alpha f_{I}\left(\underline{m}_{i_{1}}, \underline{m}_{i_{2}}, \ldots, \underline{m}_{i_{k}}\right)$
We denote this relation by $\rightarrow$ and we then say that $e_{n+1}$ follows $e_{n}$ by reduction.

A sequence $e_{0}, e_{1}, \ldots, e_{n}, \ldots$ is called a computation sequence of $\Sigma$ under $I$ at point $v$. It is said to terminate iff there exists an $n$ such that $e_{n} \in D_{I}$ (indeed then no $e_{n+1}$ can follow $e_{n}$ ), and in case it terminates in $e_{n}, e_{n}$ is called the result of the computation.

In order to define the computed function we need first establish the theorem.

Theorem_5. The results of two terminating computation sequences of $\Sigma$ under $I$ at point $v$, when they are both defined are equal. We leave the proof for some time and rather define:

Definition: The value of the function computed by $\Sigma$ at a point $v$ is according to the operational semantics equal to the common result of all terminating computation sequences of $\Sigma$ under $I$ at point $v$ which give a defined result if any and is undefined otherwise.

We have then
Theorem_6. The language semantics and the operational semantics are equivalent, in other words they define the same function $\operatorname{val}_{I}(\Sigma)$ given $\Sigma$ and $I$.

Proof We need two lemmas

Lemma 8 For all $e_{1}, e_{2}, e_{3} \in M\left(F \cup \Phi, D_{I}\right)$
if $e_{1} \xrightarrow[*]{*} e_{2}$ and $e_{2} \Rightarrow e_{3}$ then there exists $e_{4}$ such that $e_{1} \Rightarrow e_{4}$ and $e_{4} \stackrel{*}{\rightarrow} e_{3}$.
The proof of this lemma is identical to the proof of lemma 5.

Lemma 9 For every terminating computation sequence of $\Sigma$ under $I$ at point $v$ there exists a word $m \in L\left(\bar{\Sigma}, \varphi_{1}\right)$ such that the result of this terminating computation sequence is (I,V)(m).

Proof By induction from lemma 8 we can prove that if $e_{0}, e_{1}, \ldots, e_{n}$ is a terminating computation sequence, then there exists

$$
e_{o}^{\prime}, e_{1}^{\prime}, \ldots, e_{h}^{\prime}, e_{h+1}^{\prime}, \ldots, e_{n}^{\prime}, \quad \text { where }
$$

for all $i=0, \ldots, h-1 \quad e_{i}^{\prime} \Rightarrow e_{i+1}^{\prime}$
for all $i=h, \ldots, n^{\prime}-1 \quad e_{i}^{\prime} \rightarrow e_{i+1}^{\prime}$

$$
e_{\mathrm{O}}=e_{\mathrm{o}}^{\prime} \quad e_{\mathrm{n}}=e_{\mathrm{n}}^{\prime}
$$

Indeed $h$ is the exact number of rewritings in the original computation sequence.

Now consider $\varepsilon_{o}=\varphi_{1}\left(v_{1}, \ldots, v_{\rho(\varphi 1)}\right)$.
Clearly $e_{o}=\varepsilon_{0}\left({ }^{\nu} / v_{1}, \ldots,{ }^{\nu} \rho(\varphi 1) / v_{\rho(\varphi 1)}\right)$.

It is extremely easy to show that one can build a sequence

$$
\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{h} \text { such that for all } i=0, \ldots, h-1 \quad \varepsilon_{i} \underset{\bar{\Sigma}}{ } \varepsilon_{i+1}
$$

and

$$
e_{i}^{\prime}=\varepsilon_{i}\left({ }^{v}{ }_{1} / v_{1}, \ldots,{ }^{v_{\rho}(\varphi 1)} / v_{\rho(\varphi 1)}\right) .
$$

Consider then $m=\pi\left(\varepsilon_{h}\right)$ where $\pi$ is the mapping which replaces all replaceable factors by $\Omega$, already used in the proof of theorem 3.

We have $(I, \nu)(m)=e_{n}$ for we can apply to $m\left({ }^{\nu_{1}} / v_{1}, \ldots, v_{\rho}(\varphi 1) / v_{\rho(\varphi 1)}\right)$ exactly the same sequence of reduction that applied to $e_{h}^{\prime}$ leads to the result $e_{n}$. q.e.d.

Remark: In the literature the word operational semantics is generally used in connection with a computational rule: such a rule determines uniquely a computation sequence starting with a given $e_{o}=\varphi_{1}\left(\nu_{1}, \ldots, \nu_{\rho(\varphi 1)}\right)$ by specifying at each step which reduction or rewriting should be applied. The value val $I^{\Sigma(v)}$ is then taken as the result of this computation sequence if it terminates or as $\omega$ if it does not terminate.

Obviously we have the result that the function computed by $\Sigma$ under I according to a computation rule $R$, denote it by $\mathrm{val}_{I}{ }^{\mathrm{R}} \Sigma$, satisfies

$$
\operatorname{val}_{I}^{R} \Sigma\left[\operatorname{val}_{I} \Sigma \quad(c f \text { Cadiou [11]) }\right.
$$

We warn here the reader that the so called "leftmost outermost" or "call by name" computation rule is not sufficient to compute $\mathrm{val}_{I} \Sigma$ in all cases. For example we may have

$$
\varphi(x, y)=h(\varphi(x, y), k(x, y), y)
$$

and the interpretation $h_{I}(m, n, p)=$ if $n=0$ then $p$ else $m$ for all $m, n, p \in \mathbb{I N} \cup\{\omega\}$

$$
k_{I}(m, n)=m-n .
$$

Then the leftmost outermost computation sequence starting with $\varphi(2,2)$ does not terminate

$$
\varphi(2,2), h(\varphi(2,2), k(2,2), 2), h(h(\varphi(2,2), k(2,2), 2), k(2,2), 2)
$$

Nevertheless this computation rule is easily shown to lead to the result $\operatorname{val}_{I^{\Sigma}}(v)$ if this exists if the interpretation satisfies
$\forall f \in F \quad d_{i_{1}}, \ldots, d_{i_{k}}$ determine a value of $f_{I}$ iff

$$
i_{1}=1, i_{2}=2, \ldots, i_{k}=k
$$

This follows easily from th 1 and lemma 9. An important case is when the only non total function $f_{I}$ is the function if then else. On the contrary a computation rule always leads to the resulting value val ${ }_{I}{ }^{\Sigma}$ if this exists: this is the rule which constructs as a computation sequence the analogous of the Kleene's sequence.

At step $2 n$ we substitute $\tau_{i}$ for $\varphi_{i}$ in all replaceable factors to get $e_{2 n+1}$ and then we make all possible reductions to get $e_{2 n+2}$ from $e_{2 n+1}$. The fact that this sequence always leads to the result val $I^{\Sigma(v)}$ follows easily from theorem 3 and lemma 9. As a corollary we get that val $I^{\Sigma}$ is also the function computed by $\Sigma$ under I according to Kleene's definition of recursive functions [2].

## V. Fix-point semantics

We need in order to define it a number of definitions.
We first denote by $\Delta$ the set of all increasing mappings of $\hat{D}_{I}{ }^{n}$ into $D_{I}$, and we canonically extend the order $[$ to $\Delta$ by: For all $\varphi, \psi \in \Delta$
$\varphi[\psi$ iff 1. $\varphi$ and $\psi$ have the same arity $\mathrm{n}=\rho(\varphi)=\rho(\psi)$

$$
\text { 2. } \forall \delta_{1}, \ldots, \delta_{n} \in \hat{D}_{I} \quad \varphi\left(\delta_{1}, \ldots, \delta_{n}\right)\left[\psi\left(\delta_{1}, \ldots, \delta_{n}\right) .\right.
$$

Let us consider a directed subset $\Delta^{\prime}$ of $\Delta$. A directed subset $\Delta^{\prime}$ is a subset which satisfies:

For all $\varphi, \psi \in \Delta^{\prime}$ there exists $\theta \in \Delta^{\prime}$ such that $\varphi[\theta$ and $\psi[\theta$

We can easily prove that $\Delta^{\prime}$ has a least upper bound in $\Delta$ ie that there exists a function $\bigsqcup\left\{\varphi \mid \varphi \in \Delta^{\prime}\right\}$ with the two properties that

```
1. }\forall\varphi\in\mp@subsup{\Delta}{}{\prime}\quad\varphi[\underline{\square}\\varphi|\varphi\in\mp@subsup{\Delta}{}{\prime}
2. }\forall0[\forall\varphi:\varphi\underline{[}0=>\bigsqcup{\varphi|\varphi\in\mp@subsup{\Delta}{}{\prime}}[\mp@code{0]
```

We repeat the argument which led to the definition of $\mathrm{val}_{\mathrm{I}}{ }^{\Sigma}$ above:
just take $\theta\left(\delta_{1}, \ldots, \delta_{n}\right)=$ the common value of $\varphi\left(\delta_{1}, \ldots, \delta_{n}\right)$ for which $\varphi\left(\delta_{1}, \ldots, \delta_{n}\right) \neq \omega$ if any such exists $=\omega$ otherwise.

A partially ordered set in which all directed subsets have a least upper bound is called a complete partially ordered set (abbreviated cpo).
Similar definitions and properties hold obviously for $\Delta^{N}$.
We now associate with the recursive program scheme $\Sigma$ and the discrete interpretation $I$ a mapping $\hat{\Sigma}_{I}$ of $\Delta^{N}$ into itself.
This mapping is described by

$$
\hat{\Sigma}_{I}\left(\varphi_{1}, \ldots, \varphi_{N}\right)\left(\nu_{1}, \ldots, v_{\rho\left(\varphi_{1}\right)}\right)=\left\langle(I, v) \pi\left(\tau_{1}\right), \ldots,(I, v) \pi\left(\tau_{N}\right)\right\rangle
$$

where ( $I, v$ ) and $\pi$ are the mappings described above.
This mapping $\hat{\Sigma}_{I}$ is continuous which means that:
For every directed subset $\Delta^{\prime}$ of $\Delta^{N}$

$$
\begin{aligned}
& \hat{\Sigma}_{I}\left(\sqcup\left\{<\varphi_{1}, \ldots, \varphi_{N}>\mid<\varphi_{1}, \ldots, \varphi_{N}>\in \Delta^{\prime}\right\}\right) \\
& =\bigsqcup\left\{\hat{\Sigma}_{I}\left(\varphi_{1}, \ldots, \varphi_{N}\right) \mid<\varphi_{1}, \ldots, \varphi_{N}>\in \Delta^{\prime}\right\}
\end{aligned}
$$

the right hand side being well defined since $\hat{\Sigma}_{I}$ is increasing and this maps a directed subset on a directed subset.

This continuity follows easily from the definition of the lub we gave.
Now we know that any continuous mapping of a cpo into itself has a least fix point. The least fix point of $\hat{\Sigma}_{I}$ is given by

$$
s_{I}=\bigsqcup_{k=1} \hat{\Sigma}_{I}^{k}(\omega)
$$

where $\omega$ is the n-tuple of functions whose components are all the constant function equal to $\omega$. Since $\hat{\Sigma}_{I}$ is increasing the set $\left\{\hat{\Sigma}_{I}{ }^{k}(\omega) \mid k \geqslant 1\right\}$ is a chain and a fortiori a directed subset so that the lub is well defined.

The fix point semantics takes $\left(s_{I}\right)$, as the definition for the function computed by $\sum$ under $I$. And we can state

Theorem_7: The fix point semantics and the language semantics are equivalent. In other words $s_{I}=\operatorname{val} I^{\Sigma}$.

Proof We rely mainly on theorem 4.
If $A$ is a directed subset of $M(F, V)$ for the order < we have seen how to define $A_{I}$ which is the function given by

$$
\begin{aligned}
A_{I}\left(v_{1}, \ldots, v_{n}\right)= & \text { the common value of }(I, v) m, \text { for all m } \in A \\
& \text { such that }(I, v) m \neq \omega \text { if any such m exists } \\
= & \omega \text { otherwise. }
\end{aligned}
$$

The two following facts are true and both easily verified.

1. If $t$ is a directed subset of (see the definition above in $\S V I$ of Part I) then $\hat{\Sigma}(t)$ is directed (both for <).
2. $(\hat{\Sigma}(t))_{I}=\hat{\Sigma}_{I}\left(t_{I}\right)$

It follows that $\bigsqcup_{k=1} \hat{\Sigma}^{k}(\Omega)_{I}=\bigsqcup_{k=1} \hat{\Sigma}^{n}{ }^{k}(\omega)$

On the right hand side one has $s_{I}$. On the left hand side one has $L_{I}$. But we know from theorem 4 that $\left(L_{I}\right)_{1}=v a l_{I}$.

Remark: It is interesting at this point to see that the mapping $I$ which maps directed subsets of $\ell$ into $\Delta$ is order preserving when the set of subsets of $\ell$ is ordered by inclusion and $\Delta^{N}$ by [.

This is not sufficient however to induce from the fact that $L$ is the smallest fix point of $\hat{\Sigma}$ the fact that $L_{I}$ is the smallest fixpoint of $\hat{\Sigma}_{I}$. This however is true for we have

If $<\varphi_{1}, \ldots, \varphi_{N}>\in \Delta \Delta^{N}$ is such that for some directed subset of $\mathcal{\ell}$ $\left\langle\varphi_{1}, \ldots, \varphi_{N}\right\rangle=t_{I}$ then $\hat{\Sigma}_{I}\left(\varphi_{1}, \ldots, \varphi_{N}\right)=\hat{\Sigma}(t)_{I}$.
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