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1 Introduction

Consider the problem of minimizing a strictly convex essentially smooth function subject to

linear constraints. This problem contains a number of important optimization problems as special

cases, including (strictly) convex quadratic programs, "x ln(z)" entropy minimization problems

[Fri75], [Her80], [Jay82], [JoS84], [LaS81], [Pow88], and "- Iln(z)" minimization problems [FiM68],

[GMSTW86], [JoS84], [Son88]. A popular approach to solving this problem is to dualize the

linear constraints to obtain a dual problem of minimizing, over a box, the composition of a strictly

convex essentially smooth function with an affine mapping; then apply a feasible descent method to

solve the dual problem (see [Cen88], [CeL87], [CoP82], [Hil57], [Kru37], [LaS81], [LiP87], [MaD87],

[MaD88a], [Tse90O], [TsB87a], [TsB87b] and references therein). Popular choices for the descent

method include a gradient projection algorithm of Goldstein [Gol64] and Levitin and Poljak [LeP65],

the coordinate descent method, and a matrix splitting algorithm using regular splitting [Kel65],

[OrR70], [Pan82].

An outstanding theoretical question associated with the above solution approach concerns the

rate of convergence of the iterates generated by it. Existing rate of convergence results all require

very restrictive assumptions on the problem, such as the cost function be strongly convex (see

[Dun81], [Dun87], [LeP65]). Unfortunately, these assumptions do not hold for most applications.

In fact, even the convergence of the iterates has been very difficult to establish, owing to the possible

unboundedness of the optimal solution set (see [Che84], [LuT89a], [LuT89b]).

Recently, the rate of convergence question for the coordinate descent method was resolved by

Luo and Tseng [LuT89b], using a new proof idea based on estimating the distance from each iterate

to the optimal solution set. In this paper, we extend their proof idea and results to general descent

methods and a more general problem class. In particular, we consider an extension of the above

dual problem in which the constraint set is any polyhedral set, not just a box; we give general

conditions for a descent method, applied to solve this problem, to be linearly convergent and show

that all the aforementioned algorithms (gradient projection, etc.) satisfy these conditions. Thus

our results resolve the rate of convergence question for both the gradient projection algorithm and

the matrix splitting algorithm using regular splitting. In fact, the line of analysis which we develop

here is applicable not only to convex programs, but also to non-convex programs such as symmetric

(non-monotone) linear complementarity problems. The key to our results lies in a new bound for

estimating the distance from a feasible point to the optimal solution set which, unlike many existing

bounds, holds even when the cost function is not strongly convex.

We now formally describe our problem. Let f: Rn (-oo, +oo] be a function of the form

f(x) = g(Ex) + (q, x), Vz, (1.1)

where g: :im ' - (-oo, +oo] is some function, E is some m x n matrix (possibly with zero columns)
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and q is some vector in Sn", the n-dimensional Euclidean space. In our notation, all vectors are

column vectors and (-, -) denotes the usual Euclidean inner product.

We make the following standing assumptions regarding the function g:

Assumption 1.1.

(a) The effective domain domain of g, denoted by Cg, is nonempty and open;

(b) g is strictly convex twice continuously differentiable on Cg;

(c) g(t) --4 oo as t approaches any boundary point of Cg.

Assumption 1.1 implies that g is, in the terminology of Rockafellar [Roc70], a strictly convex

essentially smooth function. Such a function has a number of interesting theoretical properties. For

example, its conjugate function is also strictly convex essentially smooth (see [Roc70, Chap. 26]).

It is easily seen from Assumption 1.1 and (1.1) that Cf 0 0, f is convex twice continuously

differentiable on Cf, and f tends to oo at any the boundary of Cf. Hence, f is convex essentially

smooth but, unlike g, not necessarily strictly convex. Also notice that if q is in the row span of E,

then f depends on x through Ex only. In general, however, this needs not be the case.

Let X be a polyhedral set in Rn. Consider the following convex program associated with f and

X:

minimize f(z) (1.2)

subject to x e X.

We make the following standing assumptions regarding f and X:

Assumption 1.2.

(a) The set of optimal solutions for (1.2), denoted by X*, is nonempty.

(b) V2g(Ex*) is positive definite for every x* E X*.

Part (b) of Assumption 1.2 states that g has a positive curvature on the image of X* under the

affine transformation x I- Ez. This condition is guaranteed to hold if g has a positive curvature

everywhere on Cg. [There are many important functions that satisfy this latter condition (in

addition to Assumption 1.1), the most notable of which are the quadratic function, the exponential

function, and the negative of the logarithm function.] Of course, if g is strongly convex and twice

differentiable everywhere, then Assumptions 1.1 and 1.2 (b) hold automatically. We remark that

the twice differentiability of g is not necessary for our results to hold, but it makes for a simpler

statement of the assumptions. In general it suffices that g be differentiable on Cg and that Vg be

"locally" strongly monotone and Lipschitz continuous.

The problem (1.2) contains a number of important problems as special cases. For example, if

E is the null matrix, then (1.2) reduces to a linear program. If g is a strictly convex quadratic
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function, then (1.2) reduces to the symmetric monotone linear complementarity problem [Man77],

[LiP87] (also see Section 5). If g is the function given by g(t) = Ej ln(tj) for all t c (0, oo) m and

g(t) = oo otherwise, where In(.) denotes the natural logarithm, and X is the non-negative orthant,

then (1.2) reduces to the Lagrangian dual of a certain linearly constrained logarithmic penalty

problem (see, e.g., [CeL87]).

For any x E Rn, let [x]+ denote the orthogonal projection of z onto X, i.e.,

[x] + = argmin llx-yll,
yEX

where II denotes the Euclidean norm (i.e., 11x11 = /<,x) for all x). Since Cf is nonempty,

and f is differentiable on Cf, it is easily seen from the Kuhn-Tucker conditions for (1.2) that X*

comprises all a: X n Cf for which the orthogonal projection of x - Vf(x) onto X is x itself, i.e.,

X* = { X E n I = [- Vf(x)] + 1. (1.3)

Notice that, since both f and X are closed and convex, then so is X* (in fact, X* is a polyhedral

set). However, X* may be unbounded.

This paper proceeds as follows: In Section 2 we derive a new bound on the distance from

a point near X* to X*. In Section 3 we use this bound to establish general conditions under

which a sequence of points converge at least linearly to an optimal solution of (1.2). In Sections

4 to 6 we show that the iterates generated by, respectively, the gradient projection algorithm, the

matrix splitting algorithlun using regular splitting, and the coordinate descent method all satisfy

the convergence conditions outlined in Section 3. In Section 7 we give our conclusion and discuss

possible extensions.

We adopt the following notations throughout. For any I x k matrix A, we denote by AT the

transpose of A, by IIAII the matrix norm of A induced by the vector norm 11 11 (i.e., IlAIl =

maxi.lli=1 ilAxII), by Ai the i-th column of A and, for any nonempty I C {1,..., k}, by AI the
submatrix of A obtained by removing all columns i ' I of A. Analogously, for any k-vector x,

we denote by xi the i-th coordinate of x, and, for any nonempty subset I C (1, ... , k}, by xI the

vector with components xi, i C I (with the xi's arranged in the same order as in x). Also, for any

i CE 1,..., n} we denote by Vif the i-th coordinate of Vf and, for any I C (1, ... , n}, we denote by

VIf the vector function comprising Vif, i E I.
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2 A New Error Bound

In this section we prove a key result that, for all x E X sufficiently close to the optimal solution

set X*, the distance from x to X* is of the order lIx - [x - Vf(x)]+ll. This result will be used in

the rate of convergence analysis of Section 3.

We first need the following lemma which says that the affine mapping x -- Ex is invariant over

X*. This lemma is a simple consequence of the strict convexity of g.

Lemma 2.1. There exists a t* C Rm such that

Ex* = t*, ''x* E X*.

Proof. For any x* C X* and y* c X*, we have by the convexity of X* that 1(X* + y*) E X*-

Then, f(x*) = f(y*) = f( (x* +y*)), so that (using (1.1)) g( (Ex* +Ey*)) .(g(Ex*)+g(Ey*)).

Since both g(Ex*) and g(Ey*) are finite, so that Ex* E Cg and Ey* C Cg, this together with the

strict convexity of g on Cg yields Ex* = Ey*. Q.E.D.

As an immediate corollary of Lemma 2.1, we have, by using the observation [cf. (1.1)]

Vf(x) = ETVg(Ex) + q, Vx E Cf, (2.1)

that Vf is invariant over X*. In fact, it is easily seen that

Vf(x*)= d*, Vx* E X*, (2.2)

where we denote

d* = ETVg(t*) + q. (2.3)

The above invariant property of Vf on X* is quite well-known (see, e.g., [Man88]) and in fact

holds for more general convex programs.

Since V 2g(t*) is positive definite [cf. Assumption 2.2], it follows from the continuity property

of V2g [Assumption 1.1 (b)] that V 2g is positive definite in some open neighborhood of t*. This in

turn implies that g is strongly convex near t*, i.e., there exist a positive scalar a > 0 and a closed

ball U* C Cg around t* such that

g(z) - g(y) - (Vg(y),z - y) > 1llz - yl12, Vz C U*, Vy C U*. (2.4)

By interchanging the role of y with that of z in (2.4) and adding the resulting relation to (2.4), we

also obtain

(Vg(z) - Vg(y), z - y) > 2allz - y112 , Vz e U*, V'y e U*. (2.5)
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Since V2g is bounded on U* [cf. Assumption 1.1 (b)], then Vg is Lipschitz continuous on U*, i.e.,

there exists a scalar constant p > 0 such that

IlVg(z)- Vg(w) < PllIIz - w11, Vz E U*, Vw E W*. (2.6)

We next state a lemma on the Lipschitz continuity of the solution of a linear system as a function

of the right hand side. This lemma, originally due to [Hof52] (also see [Rob73], [MaS87]), will be

used in the proof of Lemmas 2.4, 2.6 and 3.1.

Lemma 2.2. Let B be some k x I matrix and let S = { y E W I Cy > d }, for some h x 1 matrix

C and some d E 3Rh. Then, there exists a scalar constant 0 > 0 depending on B and C only such

that, for any x E S and any e E Rk such that the linear system By = e, y E S is consistent, there

is a point y E S satisfying By = e and llj - Yll <- GlIBx - ell.

By using Lemma 2.2 and Assumption 1.1, we can show the following technical fact:

Lemma 2.3. For any ( E A, the set { Ez I x E X, f(z) < ( } is a compact subset of Cg.

Proof. See Lemma 9.1 in [Tse89].

Since X is a polyhedral set, we can for convenience express it as

X = { x e Rn I Ax > b },

for some k x n matrix A and some b C Wk. Then, for any x E X n Cf, the vector z = [z - Vf(x)] +

is the unique vector which, together with some multiplier vector A E Wk, satisfies the Kuhn-Tucker

conditions

z- + Vf(x)-A TA=o, Az>b, A>O, (2.7)

Ai = O, Vi ~ I(x), Aiz = bi, Vi E I(x), (2.8)

where we denote

I(z) = { i E {1,...,n} I Aiz = bi }.

We say that an I C {1,...,n} is active at a vector z E X n Cf if z = [x - Vf(z)] + together with

some A E ~Rk satisfies

z - x + Vf(x)- A T A =O, Az>b, A>O, (2.9)

Ai = O, Vi V I, Aiz = bi, Vi E I. (2.10)

[Clearly, I(x) is active at x for all x E X n Cf.]

We next have the following lemma which roughly says that if x E X is sufficiently close to X*,

then those constraints that are active at x are also active at some optimal solution.
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Lemma 2.4. For any ( E R, there exists an e > 0 such that, for any x E X with f(x) < ( and

l x - [x - Vf(x)]+ll < E, I(x) is active at some z* E X*.

Proof. We argue by contradiction. If the claim does not hold, then for some C E A, there would

exist an I C {1, ... , n} and a sequence of vectors {zr} in X satisfying f(Xr) < ( for all r, r Z-r z 0,

where we let zr = [xr - Vf(xT)] + for all r, and I(xr) = I for all r, and yet there is no z* E X* for

which I is active at x*.

Since {f(xr)} is bounded, it follows from Lemma 2.3 that {Ezr} lies in a compact subset of

Cg. Let t °O be any such limit point of {Exr} (so too E Cg) and let R be a subsequence of {0, 1,...}

such that

{EZXr} -__ t° ° . (2.11)

We show below that to is equal to t*.

Let d°o = ETVg(t) + q. Then, since too E Cg so Vg is continuous in an open set around too, we

obtain from (2.11) (and using the fact Vf(zr) = ETVg(Exr) + q for all r) that {Vf(zr)}j -+ doo.

For each r E Z, consider the following linear system in x, z, and A:

z-x-ATA=- Vf(xr), Az > b, A > 0,

XAi = 0, Vi ~ I, Aiz = bi, Vi E I,

Ex = Exr, z -_ zr - Z r.

The above system is consistent since, by I(xr) = I and (2.7)-(2.8), (Zr, zr) together with some

Ar E Rk is a solution of it. Then, by Lemma 2.2, it has a solution ( r, r, \r) whose size is bounded

by some constant (depending on A and E only) times the size of the right hand side. Since the right

hand side of the above system is clearly bounded as r -- oo, r E X, we have that {(bra, r, Ar) } is

bounded. Moreover, every one of its limit points, say (Xz, zMo, Aoo), satisfies [cf. z r - Xr -- 0 and

(2.11)]

zoo - xoo - AT Aoo = -doo, AzOO > b, A' > 0,

A? = 0, Vi V 1, Aiz' = bi, Vi E I,

ExZo = t °o z ° - xo = 0.

This shows zox = [xzO - Vf(xo)] + [cf. (2.7), (2.8) and do = ETVg(Ex ®) + q], so xz E X* [cf.

(1.3)] and, by Lemma 2.1, t ° = t*. Moreover, I is active at xzo, so a contradiction is established.

Q.E.D.

Also, the proof of Lemma 2.4 shows the following:

Lemma 2.5. For any C E 9R and any r7 > 0, there exists an e > 0 such that IIEx - t*l[ l r/ for all

z E X with f(x) < C and ljx - [x - Vf(z)]+ll < e.
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By using Lemmas 2.2, 2.4 and 2.5, we can prove the following intermediate lemma:

Lemma 2.6. For any C E A, there exist scalar constants 6 > 0 and w > 0 such that, for any x E X

with f(x) < C and lIx - [x - Vf(x)]+ll < 6, the following hold:

(a) Ex E W*.

(b) There exists an A E [0, oo)k satisfying

z - x + Vf(x) - (AI)T = 0,

and an x* E X* and an A* E [0, oo)k satisfying

Vf(x*)-(AI)TA = O, Aix* =bi,

Il(x, A)- (x*, A*)ll< w(IlEx - t*ll + lx - zJl),

where I = I(x) and z = [x - Vf(x)]+ .

Proof. Fix any ( E R. By Lemma 2.5, there exists some e' > 0 such that Ex E U* for all x E X

satisfying f(x) < C and lix - [x - Vf(x)]+ll < e'. Choose 6 to be the minimum of this e' and the e

given in Lemmllla 2.4.

Consider any x E X satisfying the hypothesis of the lemma (with the above choice of 6), and

let z = Ix - Vf(x)]+ . Then, by (2.7) and (2.8), there exists some A C 3Rk satisfying, together with

Z and z,

z - x + Vf() - ATA =O, A > b+A(x - z), A > O,

;Ai = O, Vi ¢ I(x), Aix = bi + Ai(x - z), Vi E I(x).

By Lemma 2.4, there exists an x* E X* such that I(x) is active at x*, so the following linear system

in (x*, A*)

d* - ATA* = 0, Ax* > b, A* > O, Ex* = t*,

At = 0, Vi ¢ I(x), Aix* = bi, Vi E I(x).

is consistent. Moreover, every solution (x*,A*) of this linear system satisfies x* E X*. Upon

comparing the above two systems, we see that, by Lemma 2.2, there exists a solution (z*, A*) to

the second system such that

II(x*, A*) - (x, A)II < O(IIz - x + Vf(x) - d*Il + IlEx - t*Il + IIA(x - z)II),

where 0 is some scalar constant depending on A and E only. Since our choice of 6 also implies

that Ex E U*, so (2.1) and the Lipschitz condition (2.6) yields lIVf(x) - d*ll = IlETVg(Ex) -

ETVg(t*)ll < plIEIIllEx - t*]l, then the above relation implies

II(x*, A*) - (x, A)11 < ((lIAll + 1)llz - xll + (pitEI + 1)IIEx - t*11).
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Q.E.D.

For any x E Rn, let +(x) denote the Euclidean distance from x to X*, i.e.,

+(x) = min Ix x- x*11-
x*EX*

By using Lemmas 2.1 and 2.6, we can establish the main result of this section, which roughly says

that, for all x E X nCf sufficiently close to X*, +(x) can be upper bounded by I Ix - [x - Vf(x)]+ll,

the "deficit" of x.

Theorem 2.1. For any C E A, there exist scalar constants r > 0 and 6 > 0 such that

(x) < rIIx - [x - Vf(x)]+ll, (2.12)

for all x E X with f(z) < C and iZx - [x - Vf(x)]+Il < 6.

Proof. Fix any C E R and let 6 and w be the corresponding scalars given in Lemma 2.6.

Consider any x E X satisfying the hypothesis of the lemma (with the above choice of 6), and

let z = [x - Vf(x)] +, I = I(z). By Lemma 2.6, Ea E U* and there exists an A E [0, oo) k satisfying

z - z + Vf(z) - (AI)T A = 0, Ajz = bi, (2.13)

and an x* E X* and an A* E [0, oo)
k satisfying

Vf(x*)- (AI)T A = 0, Aix* = bi, (2.14)

II(x, A)- (x*, A*)lI < w(IlEx - t*ll + Ilx - zll). (2.15)

Also, since Ex E U*, we have from (2.5) that

2allEx - t*112 < (Ex - t*, Vg(Ex) - Vg(t*)). (2.16)

We claim that (2.13)-(2.16) are sufficient to establish our claim. To see this, notice that Ex* = t*

[cf. Lemma 2.1] and Vf(x)-Vf(x*) = ETVg(Ex)-EETVg(t*) [cf. (2.1)], so (2.16) and (2.13)-(2.14)

yield

2a11Ex - t*ll2 < (E- t*,Vg(Ez) - Vg(t*))

= ( - x*, Vf(x) - Vf(x*))

( - X*, (AI)TI, - z + x - (AI)T A)

= (AI( - *), AI- A) + (x - x*,x - z)

= (AI(x - z),- A-A) + (X - X*, x- Z)

= (lix - zl(lIIA - lA*11 + II - x*Ii)),
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where for convenience we use the notation a = 0(X3) to indicate that a < sic for some scalar r; > 0

depending on ( and the problem data only. Combining the above relation with (2.15) then gives

I1 - x*112 =0 (llEx - t*ll + iJ - zl1)2)

0 (lEx- t*ll 2 + 11X _ Zll2)

= 0 (lix - zll(IIA - A*ll + ±ix - x*ll) + IIX - zl12)

= o (211x - zll(llEx - t*11 + 1 - Zll) + lX - Z112)

Hence IIEx - t*112, which is clearly O(1ix - X*112), must be O(1lx - zllllEx - t*ll + 1x - z112 ), i.e.,

there exists a scalar constant n > 0 (depending on C and the problem data only) such that

IIEx - t*112 < .(11ix - Zl1IIEx - t*11l + 11X - z112).

This is a quadratic inequality of the form a2 < ic(ab + b2), which implies a < !(rc + Iv/
2 + 4,)b.

Hence we obtain that

IIEx - t*ll < K(r t+ 2+4'c)11lx - Zll,

which when combined with (2.15) shows lix - x*ll = 0(llz - zil). Since x* E X* so clearly

+a(x) < 1ix - x*11, this then completes our proof. Q.E.D.

We remark that computable error bounds like the one given in Theorem 2.1 have been quite well

studied. In fact, a bound identical to that given in Theorem 2.1 was proposed by Pang for the special

case where f is strongly convex [Pan85]. Alternative bounds have also been proposed, for strongly

convex programs [MaD88b] and for monotone linear complementarity problems [MaS86]. However,

it is unclear whether these alternative bounds are useful for analyzing the rate of convergence of

algorithms. On the other hand, notice that the bound in Theorem 2.1 holds only locally, and it

would be interesting to see whether this bound can be extended to hold globally on X n Cf.
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3 A General Linear Convergence Result

In this section we give general conditions for a sequence of points in X n Cf to converge at

least linearly to an optimal solution of (1.2). This result, based in large part on the error bound

developed in Section 3, will be used in Sections 4-6 to establish, in some cases for the first time,

the linear convergence of a number of well-known algorithms.

The general linear convergence result is the following:

Theorem 3.1. Let v* denote the optimal value of (1.2). Let {aXr} be a sequence of vectors in

X n Cf satisfying the following two conditions:

f(Xr) - v* K1l(Xr)2
, VT > ro0 , (3.1)

Il1 [r - vf(Xr)]+ll2
< t2 (f(xr) - f(Xr+1)), r > rO, (3.2)

where KC,n2 and ro are some positive scalar constants. Then, {f(Xr)} converges at least linearly to

v*. If, in addition, there holds

IXr - X 1r+112 < 3(f(ZXr) - f(xr+l)), r > r0, (3.3)

for some nC3 > 0, then {Xr} converges at least linearly to an element of X*.

Proof. By (3.2), {f(xr)} is monotonically decreasing. Since f is also bounded from below on X

[cf. Assumption 1.2 (a)], then f(xr) - f(xa+ l) - , so (3.2) yields lIXt - [Xr - Vf(x2)]+II - 0.

Hence, by Theorem 2.1, there exist scalar constants r > 0 and rl > ro such that

O(Xr) < rlIX' - [X, - Vf(xr)]+ll, Vr > ri. (3.4)

By combining (3.1), (3.2) and (3.4), we obtain that, for each r > rl, there holds

f(Xr)-v* •< K4(Xr)2

< K1(r)2I11 - [- r _ Vf(Xr)]+112

• K1CK2()2 (f(xr) - f( 1)) . (3.5)

Upon rearranging terms in (3.5), we then obtain

f(Xr+l) -V* < 1 •() (( )- 1) )

so {f(xr)} converges at least linearly to v*. If (3.3) holds, then IXr+1x - xr11 also converges at

least linearly, so {xr} converges at least linearly. Let xz" denote the limit point of {(r}. Then,

x- C X (since X is closed) and, by the lower semicontinuity of f, f(xz) < v*. Therefore xo E X*.

Q.E.D.
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[Roughly speaking, condition (3.1) says that the difference in cost between an iterate and the

optimal solution nearest to him should grow at most quadratically in the distance between them; and

condition (3.2) says that the decrease in the cost at each iteration should grow at least quadratically

in the "deficit" of the current iterate.]

It turns out that, for our applications (see Sections 4-6), conditions (3.2) and (3.3) are relatively

easy to verify. The difficulty lies in verifying that (3.1) holds. To help us with this endeavor, we

develop below, by using Lemmas 2.2, 2.3 and 2.5, a sufficiency condition for (3.1) to hold. This

condition, though more restrictive than (3.1), is much easier to verify for the algorithms considered

in this paper.

Lemma 3.1. Suppose that {( r } satisfies (3.2) and (3.3) for some scalars Cl, n2 and ro, and the

following holds

xr+l = [x r - arVf(xr) + e']+, Vr > rl, (3.6)

for some scalar rl, some bounded sequence of scalars {ar} bounded away from zero and some

sequence of n-vectors er -- 0. Then {jx} also satisfies (3.1) (possibly with a different value for ro).

Proof. Since f is bounded from below on X [cf. Assumption 1.2 (a)] and (3.3) and (3.2) hold,

then we must have

X:r- X-l --* 0, (3.7)

,' - [Xa - vf(x')]+ - 0. (3.8)

We claim that there exists an r2 > rl such that

(Vf(x*), xa - x*) = 0, Vx* E X*, (3.9)

for all r > r2 . To see this, let X be expressed as X = { x E Rn I Ax > b }, for some k x n matrix

A and some k-vector b, and, for every r > rl, let Ir denote the set of indices i E {1,...,n} such

that Aixr = bi. Consider an I C (1,...,n} for which the index set Iz = ( r E (1, 2,...} I r = I } is

infinite. Then, there exists an r 2 > rl such that every integer r > r2 belongs to RI for some such

I. Hence it suffices to show that (3.9) holds for all r E ZI, for any I with 7RI infinite. We show

this below.

Fix any I such that 7Zr is infinite. Our argument will follow closely the proof of Lemma 2.4.

Since {f(xr)} is monotonically decreasing [cf. (3.3)] so that it is bounded, we have by Lemma 2.3

that {Exr} lies in a compact subset of Cg. Let t °° be any limit point of {(Ezr-l}R (so tO E Cg)

and let 7R' be any subsequence of 7RI such that

{E2Xr-'}jR - t0t. (3.10)

Let d °° = ETVg(t °° ) + q. Then, since tP° E Cg so Vg is continuous in an open set around t °° , we

obtain from (3.10) (and using the fact Vf(zr) = ETVg(Exr)+q for all r) that {Vf(z-1) R -) }, - d ® .



For each r E 7V', consider the following system of linear equations in x, z, and A:

Z -- x - AT = e r - l _- o-lVf(xr-l), Az > b, A > 0,

Ai = O, Vi f I, Aiz = bi, Vi C I,

Ex = Ex
r - l , z - = Zr

- zx - l

The above system is consistent since, by Ir = I and (3.6), it is satisfied by x = xr-1, z = Xr,

and some A in Rk [cf. (2.7)-(2.8)]. Then, by Lemma 2.2, it has a solution (2, ~ r, , r) whose size

is bounded by some constant (depending on A and E only) times the size of the right hand side.

Since the right hand side of the above system is clearly bounded as r - co, r E 7' [cf. (3.7), (3.10),

er -- 0, and the boundedness of {ar}], we have that {(i', r', Ar)}R, is also bounded. Moreover,

every one of its limit points, say (x00, z° , Al0), satisfies together with some aOc > 0 the following

conditions [cf. (3.7), er -* 0, and the boundedness hypothesis on {ar}]

zoo - xoo - ATA0 = -aoode, Azoo > b, A > 0, (3.11)

A? = 0, Vi ~ I, Aizo = bi, Vi E I, (3.12)

Ex 0 = t0 zoo -oo = 0. (3.13)

This shows x0 0 = [xi - aooVf(xzo)]+ [cf. (2.7), (2.8) and dOO = ETVg(t00) + q], so x0- E X*

[cf. (1.3)]. Fix any r C Rr. From (3.11)-(3.13) we also have that AIx0o = bi and aooVf(xoo) =

(Ar)TAw° . Since Aixr = bi (cf. I = I'), we thus obtain

(Vf( oo), x - xo) = (A', AI(xr - xo"O)) = 0. (3.14)a 00

Since xoo belongs to the convex set X* and f is constant on X*, then we must also have

(Vf(x0 m), X* - x0 ) = 0, Vx* C X*,

which when combined with (3.14) and (2.2) yields (3.9).

Now, since (3.8) holds, then Lemma 2.5 implies Exr t*, so there exists an r 3 > r 2 such that

Exr E jU* for all r > r3. Fix any r > r3 . By the Mean Value Theorem, there exists a 5 lying on

the line segment joining rt with any x* E X* such that f(zr) - f(z*) = (Vf(¢), Xr - x*). This

combined with (3.9) then yields

f(x')- f(x*) = (Vf(),x-r_ *)

- (Vf()- Vf(x*), X' - x*) + (Vf(X*), ' - X*)

< PllEI12l I r- _*l12 + (Vf(X*), X- _ *)

= pIEI 121xr - X*112,
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where the inequality follows from (2.1) and the Lipschitz condition (2.6) [recall that Exr E U*].

Since the above relation holds for all x* C X*, then by choosing x* to be the one nearest to xr (in

the Euclidean norm) then yields (3.1) (with .1 = plIEI12). Q.E.D.

A few remarks about the condition (3.6) are in order. Condition (3.6) roughly says that the

iterates x"r} should eventually identify those constraints that are active at some optimal solution.

To see why this helps us to show (3.1), consider the case when X is simply a box (i.e., bound

constraints). In this case, (3.6) translates to say that, for all r sufficiently large, those coordinates

xi of xr for which d* > 0 (respectively, d* < 0) become fixed at the upper (respectively, lower)

bound of xi, which is also the bound which is active for any optimal solution. Then, it follows

that, for each such r, there holds (d*, Xr - x*) = 0, for all x* C X* [compare with (3.9)] from which

(3.1) readily follows. The scalars {ar} can be thought of as stepsizes and are introduced to take

care of algorithms which incorporate stepsizes into their iterations (such as the gradient projection

algorithm and algorithms that employ a line search step). The vectors er carry no meaning in

themselves and are introduced mainly as a convenient tool to simplify the analysis.

By using Lemma 3.1, we immediately obtain the following useful corollary of Theorem 3.1:

Corollary 3.1. Suppose that {Xr} satisfies the conditions (3.2), (3.3) and (3.6) for some scalars

iK, K2, r0 , rl, some bounded sequence of scalars {ar}] bounded away from zero and some sequence

of n-vectors e-r -- 0. Then {f(Xr)} converges at least linearly to the optimal value of (1.2) and

{xr} converges at least linearly to an element of X*.

13



4 Linear Convergence of Gradient Projection Algorithm

In this section, we make (in addition to Assumptions 1.1 and 1.2) the following assumptions on

f:

Assumption 4.1.

(a) Cf = R".

(b) Vf is Lipschitz continuous on 3R, i.e.,

IlVf(y) - Vf(x)l[ < Ally - zxl, Vx, Vy, (4.1)

where A is some Lipschitz constant.

Consider the following algorithm of Goldstein [Gol64] and of Levitin and Polyak [LeP65] applied

to solve this special case of (1.2):

Gradient Projection Algorithm

At the r-th iteration we are given an xr E X (W0 is chosen arbitrarily), and we compute a new

iterate xz+l in X given by:

r+l = [i T - a'Vf( r)]+, (4.2)

where a r is some positive stepsize.

For convenience we will assume that {a'} satisfies the condition given in [Gol64] and in [LeP65]:

E < r < + 2 Vr, (4.3)

where e is some positive scalar constant (see discussion after Theorem 4.1 on extension of our result

to more general stepsize rules).

The gradient projection algorithm has been studied very extensively (see, e.g., [Ber76], [CaM87],

[Che84], [Dun84], [Dun87], [GaB84], [Gol64], [Gol74], [LeP65], [McT72]) but very little is known

about its rate of convergence. Typically, some type of strong convexity assumption must be imposed

on f to establish a rate of convergence result for this algorithm (see [Dun81], [Dun87], [LeP65]).

We show below, by using the results of Section 3, that such assumptions are not necessary for our

problem. More precisely, we show, under no additional assumption, that the iterates generated by

(4.2)-(4.3) converge at least linearly to an optimal solution of (1.2). To the best of our knowledge,

this is the first rate of convergence result for the gradient projection algorithm that does not require

f to be strongly convex in any sense. (The convergence of the iterates has been shown by [Che84].)

Our argument is based on showing that the iterates satisfy the convergence conditions outlined in

Corollary 3.1.

14



Theorem 4.1. The iterates {(xr generated by the gradient projection algorithm (4.2)-(4.3) satisfy

the hypothesis of Corollary 3.1 and hence converge at least linearly to an element of X*.

Proof. It is well-known (and not difficult to show) that {xr} satisfies

f(r) - f(Xr+l) > EIl1X - Xr+ 1 112 , Vr,

(see, for example, [Gol64], [LeP65]) so (3.3) holds with K13 = 1/e.

Now we show that (3.2) holds. It is well-known that, for any z E X and any d E 3Rn, the quantity

lix - [x - ad]+lI is monotonically increasing with a > 0 and the quantity lIx - [x - ad]+ll/a is

monotonically decreasing with a > 0 (see Lemma 1 in [GaB84] or Lemma 2.2 in [CaM87]), so that

[[x - [x - ad]+[[ > min{l, ca}llz- [x - d]+[, Vca > 0.

Applying the above bound with x = Xr and d = Vf(xr) to (4.2) then yields

IIXr - Xr+l1 = 1I1X - [X" - a"rVf(Xr)]+li > min{1, ar}lllX - [Xr - Vf(X")]+Il, Vr.

Since ar > e for all r [cf. (4.3)], this together with (3.3) implies that (3.2) holds.

Finally, it is easily seen from (4.2) that (3.6) holds with ar as given and with er = 0 for all r.

Q.E.D.

We remark that Theorem 4.1 still holds when (4.3) is replaced by the more general condition

that

(V/f(X), X - [X _- arVf(Xr)]+ ) < K (f (X) - f([X _- aVf( X)]+)), r,

and

e< ar , Vrr,

for some positive scalar constants a, e, and 8. This is an important generalization since the stepsize

rules used in practice, such as the Armijo-like rule of Bertsekas [Ber76], do not satisfy (4.3) but

they do satisfy the condition above (see [Ber76], [Dun81]).



5 Linear Convergence of Matrix Splitting Algorithm

In this section we make (in addition to Assumptions 1.1 and 1.2) the following assumption on

f:

Assumption 5.1. f is a convex quadratic function, i.e.,

f(x) = (x, Mx)+ (q, ), Vx, (5.1)

where M is some n x n symmetric positive semi-definite matrix, and q is some n-vector.

[Such f is of the form (1.1) because it is well-known that any symmetric positive semi-definite

matrix can be expressed as ETE for some matrix E.] If in addition X is the non-negative orthant in

Rn, then the problem (1.2) reduces to the well-known symmetric monotone linear complementarity

problem.

Let (B, C) be a regular splitting of M (see, e.g., [OrR70], [Kel65], [LiP87]), i.e.,

M = B + C, B - C is positive definite, (5.2)

and consider the following algorithm for solving this special case of (1.2):

Matrix Splitting Algorithm

At the r-th iteration we are given an Xr E X (x ° is chosen arbitrarily), and we compute a new

iterate xr+l in X satisfying

,r+l = [xr+l _ Bxr+l _- Cx - q + hr] + , (5.3)

where h" is some n-vector.

[One simple choice for (B, C) is B = pIl and C = M - pI, where p is a fixed scalar greater than

IIM 11/2.]

The problem of finding an Xr+l satisfying (5.3) may be viewed as an affine variational inequality

problem, whereby Xr+l is the vector y C X which satisfies the variational inequality:

(By + Cxr + q - hr,z - y) > 0, Vz E X. (5.4)

Because B is positive definite (2B is the sum of a positive definite matrix B - C and a positive

semi-definite matrix M), the above variational inequality problem always admits a unique solution

(see, e.g., [BeT89], [KiS80]). Thus, the iterates {Xr} are well-defined. [Methods for solving the

above variational inequality problem can be found in, for example, [BeT89]. In the special case

where X is a box, one can choose B so that the problem can be solved very easily (see, e.g.,

[LiP87]).]
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The vector hr can be thought of as an "error" vector arising as a result of an inexact computation

of Xr+l. [This idea of introducing an error vector is taken from Mangasarian [Man90].] Let y denote

the smallest eigenvalue of the symmetric part of B - C (which by hypothesis is positive) and let e

be a fixed scalar in (0, y/2]. We will consider the following restriction on hr governing how fast hr

tends to zero:

llh'll < (-y/2 - E)1xr _- Xr+111, Vr. (5.5)

[Notice that the above restriction on hr is practically enforceable and, in fact, can be used as a

termination criterion for whatever method being used to compute Xr+l.]

In the special case where X is a box, the above matrix splitting algorithm has been very well

studied (see [Man77], [Pan82], [Pan84], [Pan86], [LuT89a]). But, even in this case, very little is

known about its convergence or its rate of convergence. Only very recently was it shown, under no

additional assumption on the problem, that the iterates generated by this algorithm indeed converge

(see [LuT89a]). Below we improve on the result of [LuT89a] by showing that these iterates converge

at least linearly. Moreover, our result holds for the general case where X is any polyhedral set,

not just a box. We remark that, from a theoretical standpoint, the general polyhedral case is no

harder to treat (using our analysis) than the box case. However, from a practical standpoint, the

box case is typically easier to work with.

Theorem 5.1. Let {Xr} be iterates generated by the matrix splitting algorithm (5.2)-(5.3), (5.5).

Then {(X} satisfies the hypothesis of Corollary 3.1 and hence converges at least linearly to an

element of X*.

Proof. We first verify that (3.3) holds. Fix any r. Since Xr+l satisfies the variational inequality

(5.4), then, by plugging in Xr for z and Xr+l for y in (5.4), we obtain

( r+l - xr, Bxr+l + Cxr + q - hr) < 0.

Also, from M = B + C [cf. (5.2)] and our choice of f [cf. (5.1)] we have that

f(xr+1) - f(Xr) = (Xr+l _ xr, Bxr+l + Cxr + q) + (Xr+l _ Xr, (C - B)(xr+l -_ r))/2'

Combining the above two relations then gives

f(xr+l) _ f(xr) < (xr+l _ r, hr) + (r+l _ Xr, (C - B)(xr+l- _ r))/2

• llXr+' - xr111hrll _ YIIxr+l _ XrI12/2

<_-EIr -( l lzll

where the last inequality follows from (5.5). Hence (3.3) holds with n, = 1/e.

We now show that (3.2) holds. From (5.3) we have that

Ilir - [ Xr- Vf(Xr)]+ll = IllXr- [ r- M r q ]+ll
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= l1 - [x' - Mx - q]+ - Xr+ + [t'+l - BXr+l - CXr - q + hr]+ 11

< liXr _ XrZ
1

+ I[Xr - Mxr - q]+ _ [Xr+l _ Bxr+l _ Cxr - q + hr]+Il

< 21 - r+111 + B C + hIIMX - +1 - Cxr + h

< 211 r - +ll + II + JIB(xT - xr+1)l + llhrll

< (2 + IIBII + r/2)112r -_r+111,

where the second inequality follows from the nonexpansive property of the projection operator [.]+,

the third inequality follows from M = B + C, and the last inequality follows from (5.5). This

together (3.3) shows that (3.2) holds.

Finally, we show that (3.6) holds with ar = 1 for all r and some sequence of n-vectors e -- 0.

From (5.3), Vf(xr) = Mxr + q [cf. (5.1)] and M = B + C [cf. (5.2)] we have

X
r +l = [X

r
- Vf(xr) + B(x -_ Xr+l) + hr]

+
, VT,

so (3.6) holds with ar = 1 and er = B(xr - x
r + l) + hr for all r. Since f is bounded from below

on X (cf. Assumption 1.2 (a)), then (3.3) implies X' - z'+l -+ 0. Hence hr -_ 0 [cf. (5.5)] and

therefore er -O 0. Q.E.D.

Notice that we can allow the matrix splitting (B, C) to vary from iteration to iteration, provided

that the eigenvalues of the symmetric part of B - C are bounded away from zero.
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6 Linear Convergence of Coordinate Descent Methods

In this section we make (in addition to Assumptions 1.1 and 1.2) the following assumption:

Assumption 6.1.

(a) E has no zero column.

(b) X is a box in Rn, i.e., X = lil[liE,ci], for some li E [-oo,oo) and some ci E (-oo,oo],

i -1,...,n.

Let [.]+ denote the orthogonal projection onto the i-th interval [li, ci], for all i. Consider the

classical coordinate descent method for solving this special case of (1.2):

Coordinate Descent Method

At the r-th iteration we are given an xr E X n Cf (x0 is chosen arbitrarily), we choose some

coordinate index i E {1, ..., n} and compute a new iterate Xr
+ l satisfying

r+ = +1 Vf(r+l)]+, (6.1)

r+1 = r Vj Vj i. (6.2)

The above method may be viewed as a Gauss-Seidel method whereby the cost function f is min-

imized with respect to a coordinate xi over [li, ci] (with the other coordinates held fixed) at each

iteration, that is,

-71 ' r r(6.3)

General discussions of coordinate descent methods can be found in, for example, the books [Aus76],

[BeT89], [Glo84], [Lue73], [OrR70], [Pol71], [Zan69].

We claim that (6.3) [or, equivalently, (6.1)] is well-defined. To see this, suppose that, for some

r and i, the minimum in (6.3) is not attained. Let ei denote the i-th coordinate vector in Rn. Then

since f is convex, either (i) li = -co and f(xr -_ aei) is monotonically decreasing with increasing

a or (ii) ci = oo and f(xr + acei ) is monotonically decreasing with increasing a. Suppose that case

(i) holds. [Case (ii) may be treated analogously.] Then, since the set { Ex I x E X, f(z) < f(xr) }

is bounded by Lemma 2.3, there must hold Eei = 0, a contradiction of Assumption 6.1 (a).

To ensure that the iterates generated by the coordinate descent method (6.1)-(6.2) are conver-

gent, we need to impose some rule on the order in which coordinates are iterated upon. Consider

the following two popular rules (see, e.g., [Lue73], [SaS73], [Tse88]):

Almost Cyclic Rule. There exists an integer B > n such that every coordinate is iterated upon

at least once every B successive iterations.
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Gauss-Southwell Rule. The index i of the coordinate chosen for iteration at the r-th iteration

satisfies

-I [- -- Vif( -Vf( )] > ax -[x - Vjf(r)]+,

where /3 is a fixed constant in the interval (0, 1].

It has been shown (see [LuT89]) that {(r} generated by the coordinate descent method (6.1)-

(6.2), using either the almost cyclic or the Gauss-Southwell rule, is linearly convergent. Below

we will prove this same result, but using a different and, in some sense, simpler argument. In

particular, we will show that {2r} satisfies the convergence conditions of Corollary 3.1.

We first need the following technical lemma (also see [LuT89, Lemma A.3] or [Tse89, proof of

Proposition 4.1]):

Lemma 6.1. Let {xr} be iterates generated by the coordinate iterations (6.1)-(6.2). Then the

following hold:

(a) {Exzr lies in a compact subset of Cg.

(b) r+
1

-_ 
r

--+ 0.

(c) Vf(Xr+l) - Vf(xr) -t 0.

[For completeness, a proof of Lemma 6.1 is given in Appendix A.]

Theorem 6.1. Let {WX} be iterates generated by the coordinate descent method (6.1)-(6.2) ac-

cording to the Gauss-Southwell rule. Then, {'r} satisfies the hypothesis of Corollary 3.1 and hence

converges at least linearly to an element of X*.

Proof. For any r we have from (6.1) and the description of the Gauss-Southwell rule that

r+1 = [r+1 - V,f(-r+l)]
+

where s is some coordinate index for which

1r _ [ -[ V-sf(Xr)]+I > 'lj -_ [ - vjf(Xr)]j+l, Vj.

Upon squaring both sides in the above relation and summing over all j = 1, ..., n, we obtain

IIxr| - [_r - Vf(xr)]+ll < X1 -[ - Vf(xr)]+l

= ILX - [r - Vf(Xr)]+ - Xr+1 + [Xr+1 - Vf(xr+l)] +I

* 21 - 2rI1 + IVsf(xr) - v f(2r+l)l

< 211xT - xr+1lj + ±IVf(xr) - Vf(r+1)ll, (6.4)
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for all r, where the second inequality follows from the triangle inequality and the nonexpansive

property of the projection operator [.]+ so parts (b) and (c) of Lemma 6.1 imply that Xr - [Xr _

Vf(xr)]+ -O 0. Then, since {f(xr)} is also bounded, we have from Lemma 2.5 that

ExZ - t*, (6.5)

so there exists a scalar rl such that

Ex'r U*, Vr > rl, (6.6)

where U* is the closed ball around t* given in (2.4).

We first show that (3.3) holds. Fix any r > rl. Since aX+ l is obtained from xr by minimizing

f along the i-th coordinate for some i E (1,..., n} [cf. (6.3) and (6.2)], there holds

(v f(Xr+l), r+1 - 2r) < 0,

so (1.1) and (2.1) yield

f(~r) - f(Xa+l) > f(') - f(Xr+l) + (vf(T+l), Xr+l - xr)

- (Er) - g(Exr-g(E+ l ) - (Vg(Exr+l), E(xr - x2+l))

> alIE(x - xr+l)112

=-- cllE11
2

I4X - Xr+112

> orminlIEj11211Xr -_ X'+1112 (6.7)

where the second inequality follows from Ez ' + l e U*, Exr E U* [cf. (6.6) and (2.4)]; the last

equality follows from the observation that x' + l and xr differ only in their i-th coordinate and this

difference is exactly xi.+l - xi [cf. (6.2)]. Hence (3.3) holds with K3 = 1/(crminj IIEj[H2).

We next show that (3.2) holds. We have from (6.4) that, for all r > rl, there holds

,l1 X - [r - Vf( ( )]+I| < 21|r" - _r+111 + IlVf(Xr) - Vf( r+l)ll

< 21 lr - Xr 111 + pllEI 121IXr - Xr+±ll

- (2 + pJlEJl2 )l[Xr - xr+1II,

where the second inequality follows from the Lipschitz condition for Vg on U* [cf. (6.6), (2.6)].

This together with (3.3) shows that (3.2) holds.

Finally, we show that (3.6) holds. let

I* = { i E {1,...,n} I di = 0 },

and, for each r, we define er to be the n-vector whose i-th coordinate is Vf(Xrr) + x +
1 -_X if

i E I* and 0 otherwise. We claim that (3.6) holds with this choice of {er} and ar = 1 for all r. To
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see this, notice from (6.5) and the continuity of Vg at t* [also using (2.1)-(2.2)] that Vf(xr) -- d*,

which together with the definition of e' and Lemmna 6.1 (b) implies that

e - Vif(x') = r+1- Vr, Vi E 1*, (6.8)

e - Vf(xr) > 0, Vr > r2, Vi with di < 0, (6.9)

e- Vif(xr) < 0, Vr> r 2 , Vi with d? > 0, (6.10)

for some r2 > rl. Eq. (6.8) implies that, for every i E I*, there holds

rx
+ l = [Xr - Vif(Xr) + e]+ , (6.11)

for all r. What about those i ' 1*? It can be seen from (6.9)-(6.10) that each coordinate of Xr not

index by I* is eventually fixed at one of its two bounds. More precisely, there exists an r3 > r2 such

that, for all i with d? < 0 (di* > 0), there holds x' = ci < oo (xr = li > -oo) for all r > r3. This,

combined with (6.9) and (6.10), then implies that (6.11) holds for all i , I* and all r > r 3 . Hence

(3.6) holds, with Cr = 1 and the above choice of er, for all r > r3 . Also, since Vif(ir) - d = 0

for all i E 1* and [cf. Lemma 6.1 (b)] X" - Xrr+l - 0, we have that el -- 0. Q.E.D.

Theorem 6.2. Let {xr} be generated by the coordinate descent method (6.1)-(6.2) according to

the almost cyclic rule. Then, the sequence of vectors {yk} given by

yk = xkB, Vk,

satisfies the hypothesis of Corollary 3.1 and hence converges at least linearly to an element of X*.

Proof. Fix any coordinate index i C {1, ..., n} and, for each iteration index r, let r(r) denote

the smallest integer h greater than or equal to r + 1 such that xi is iterated on at the (h - 1)-th

iteration. Then, by (6.1),

: (r) = [X_(r) Vif(2r())]+,

for all r, so that

T(r)-1

Ix - [XZ - Vgf(X)]?TI = I Z (X - [_ - Vif(Xh)l]) - (X+' _ [X?+' _ Vf(h+l)]i)lI
h=r

.(r)-I1

< I( -[ h4 - Vjf(Xh)] + )
- (z h -+l [Xh+l V- f(h+l)]t+)l

h=r

r(r)-1

< 2h4 - x4+1| + IVif(Xh)- Vif(Xh+l)1
h=r

r+B-1

< E 214x4- x+xl' + IVif(Xh) - Vif(xh+), (6.12)
h=r
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where the last inequality follows from the almost cyclic rule (so r(r) < r + B). The above relation

together with parts (a) and (b) of Lemma 6.1 yields xz? - [xz - Vif(xr)]i+
- 0. Since our choice of

i was arbitrary, this holds for all i and hence

·X - [X, - vf(X)] +
-0.

This together with Lemma 2.5 shows that there exists a scalar rl such that (6.6) holds.

First we show that (3.3) holds. It is easily seen from (6.6) and the proof of Theorem 6.1 that

(6.7) holds for all r > rl, so that

f(xr) - f(xr+ l ) > tominllEjI[2 1Xzr - Xr+1112,

for all r > rl, which when summed from r = kB to r = kB + B - 1 (k is any integer exceeding

kl = rl/B) gives
kB+B-1

f(yk)_ f(yk+l) _> arrinllEjl 2 > -lx zYr+l|12.
r=kB

Then, by applying the Cauchy-Schwartz inequality

B /B 2

B E(aj)2 > | aj) (6.13)
j~l \j= l

with aj = JlzkB+ j - 1 -_ kB+jll, j = 1, ... , B, we obtain

aminj IIE lI2 kB+B-i 2

nminj IEjI 2 kB+B-1
> a 'I E (XrXr+1)112

r=kB

minj IIEj| 2 lly k _ yk+l112

Hence (3.3) holds for yk.

Now we show that (3.2) holds for {yk}. By (6.6), there holds Eyk E U* for all k > kl. Then,

for each integer k > kl (so EXr E U* for all r > kB), we have from (6.12) that

Yi - Yi- Vif(yl )]+ I = [iX B - Vf(XkB)]I I
kB+B-1

< 5 21x4 - x |+'j + ViVf(xh) - Vif(Xh+l)I

h=kB

kB+B-1

-< E 211Xh _ Xh+lll + pllEl 2Illh - Xh+ll
h=kB

kB+B-1

= (2 + pilE 12) IlXh _ Xh+1,
h=kB
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where the second inequality follows from (2.1) and the Lipschitz continuity property of Vg on U*

[cf. (6.6), (2.6)]. Upon squaring both sides in the above relation and applying the bound (6.13) to

the right hand side, we then obtain

kB+B-1

Iy - [yi - Vif(yk)]i+j2 < B(2 + pIIEII2)2 E lXh _ h-h+1112'
h=kB

which together with (6.7) yields

yik _ [yk _ Vf(yk)]+12 < B(2 + pjlE112)2 kBB h h+-
crmin3 IIEjII2 h=kX

B(2 + plIE112)2
- miB(2 ± njPE 2 (f(yk)_ f(yk+l)).

Since the choice of i was arbitrary, the above relation holds for all i E {1,...,n}, which when

summed over all i yields

Ilyk - [Yk - Vf(yk)]+112|< n B(2 ) _ f(k+1))- minj IIEiI 2 f _

Hence (3.2) holds for {yk}.

Finally, we claim that (3.6) holds for a r = 1 for all r and some sequence of n-vectors er -+ 0.

The proof of this is analogous to that given in the proof of Theorem 6.1 and for brevity is omitted.

Q.E.D.
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7 Conclusion and Extensions

In this paper we have presented a general framework for establishing the linear convergence of

descent methods for solving (1.2) and have applied it to three well-known algorithms: the gradient

projection algorithm of Goldstein and Levitin and Polyak, the matrix splitting algorithm using

regular splitting, and the coordinate descent method. The key to this framework lies in a new

bound for estimating the distance from a point to the optimal solution set.

There are a number of directions in which our results can be extended. For example, the

bound of Theorem 2.1 can be shown to hold (locally) for any quadratic (possibly non-convex)

function f, which enables us to extend the results of Section 5 to symmetric non-monotone linear

complementarity problems. In fact, the same bound can be shown to hold (locally) for non-

symmetric linear complementarity problems as well. [An example given by Mangasarian and Shiau

[MaS86, Example 2.10] shows that this bound does not hold globally for non-symmetric problems.]

We hope to report on these extensions in the future. Finally, it would be worthwhile to find other

descent methods, other than those treated here, to which our linear convergence framework can be

fruitfully applied.
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8 Appendix A

In this appendix we prove Lemma 6.1. Let {(x} be a sequence of iterates generated by the coor-

dinate descent method (6.1)-(6.2). Since {f(xr)} is monotonically decreasing and, by Assumption

1.2 (a), bounded from below, then it converges. Let

fOO= lim f(xr).
'- OO

(a) Since {f(xr)} is bounded, Lemma 2.3 implies that {Ezr} lies in a compact subset of Cg.

(b) We will argue by contradiction. If the claim does not hold, then there would exist an e > 0,

an i E {1,...,n}, and a subsequence R1 C_ 0,1,...} such that lzx +' - xr >_ e for all r E 1?.

Then, the i-th coordinate of z must be iterated upon at the r-th iteration for all r C T1 and so

IlExr+l - Exrl = IIEi.ll * z + 1 - xzl > IIEijIE for all r E R1. Since both {Exr} and {Exr+ l} are

bounded [cf. part (a)], we will (by further passing into a subsequence if necessary) assume that

{Ezx}R and {Exzr+)l} converge to, say, t' and t" respectively. Then, t' :L t" and, by part (a), both

t' and t" are in Cg.

Since t' and t" are in Cg and g is continuous on Cg (see [Roc70, Theorem 10.1]), we have that

{g(Exr)}) -, g(t') and {g(Exr+l)}) -4 g(t") or, equivalently (since f(x) = g(Ex) + (q, x) for all

x and f(x") f-o),

{(q, x)}R - fo - g(t'), {(q, xr+l)} - fo - g(t"). (8.1)

Also, for each r E 7, since Xr+l is obtained by performing a line minimization of f along the i-th

coordinate direction from Xr [cf. (6.3)], the convexity of f then yields

f(xr+l) < f((xT+l +±xr)/2) = g((EXr+l + EXr)/2) + (q, r+l + xr)/2 < f(Xr), Vr E R.

Upon passing into the limit as r -- oo, r E R, and using (8.1) and the continuity of g on Cg, we

obtain

fO0 < g9((t" + t')) + f0 - (g(t") + g(t')) < f'O,

a contradiction of the strict convexity of g on Cg, i.e., g(½(t' + t")) < ½(g(t') + g(t")). Hence

X
r

-- Xr+l - 0.

(c) Since {EzXr lies in a compact subset of Cg and, by Assumption 1.1 (b), Vg is uniformly

continuous on this subset, we then obtain from part (b) that Vg(EXr+l) - Vg(EXr) -_ 0, so (2.1)

yields

Vf(Xr+l) - Vf(Xr) _ 0.
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