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Abstract 

Abduction Is a basic form of l og i ca l inference, 
which is said to engender the use of p lans, percep
tua l models, i n t u i t i o n s , and analogical reasoning -
a l l aspects of I n t e l l i g e n t behavior that have so far 
f a i l e d to f i n d representat ion in ex is t ing formal de
duct ive systems. This paper explores the abductive 
reasoning process and develops a model fo r i t s mech
an iza t ion , .which consists of an embedding of deduc
t i v e log ic in an i t e r a t i v e hypothesis and test pro
cedure. An appl icat ion of the method to the problem 
of medical diagnosis is discussed. 
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In t roduct ion 

There has been growing c r i t i c i s m l a t e l y concer
ning the methodology of a r t i f i c i a l i n te l l i gence . 
While d i f f e r i n g in the spec i f i cs of t h e i r analyses 
of the problem, most thoughtfu l observers seem to 
fee l that the current stock of deductive machinery 
is simply not up to the task at hand. A def ic iency 
of ten c i ted wi th regard to the present deductive 
procedures is t he i r i n a b i l i t y to represent and make 
use of the sort of plans, perceptual models, i n t u 
i t i o n s , and analogical reasoning processes that 
characterize at least some phases of v i r t u a l l y a l l 
human problem solv ing a c t i v i t y . 1 , 2 , 3 As remedy, 
var ious authors have suggested replacement of the 
ex is t ing formalisms by a l t e rna t i ve representations 
such as higher l og i cs , analog models, or general 
purpose programming languages. 

In t h i s paper, we o f fe r yet another diagnosis 
of the problem, and propose a somewhat d i f f e r e n t 
so lu t i on . In our view, the p r i nc ipa l def ic iency of 
ex is t ing systems is t he i r re l iance on a s ingle form 
of l og i ca l inference - deduction - which, though 
essen t i a l , is inadequate for many types of problem 
solv ing a c t i v i t y . Our proposed remedy is to extend 
the ex i s t i ng formal systems to embrace add i t iona l 
forms of i n f e r e n t i a l reasoning, especia l ly that of 
abduction. 

Abductive inference is one of the three funda
mental modes of l og i ca l reasoning - the others being 
deduction and induct ion - characterized by Peirce4 
as the basis of s c i e n t i f i c i nqu i ry . According to 
Peirce, abduction underl ies " a l l the operations by 
which theor ies and conceptions are engendered;" 
moreover, "abductive inference shades i n to percep
tua l Judgment without any sharp demarcation l i n e 
between them." By h is account, i t is " the only kind 
of reasoning that supplies new ideas, the only kind 
which i s , in t h i s sense, syn the t i c . " F i n a l l y , ac
cording to Pei rce, abduction plays a key ro le in the 
process of analogical reasoning. 

Since these are the very aspects of i n t e l l i g e n t 
behavior that have been found wanting in the method
ology of a r t i f i c i a l i n t e l l i g e n c e , i t has seemed to 

us important to explore the abductive reasoning 
process and to develop a model fo r i t s mechanization. 

The essence of abductive inference is the 
generation of hypotheses, which, i f t r u e , would ex
p l a i n some co l l ec t i on of observed fac ts . This con
cept is i l l u s t r a t e d by the fo l lowing example from 
McCulloch5: 

" . . .abduc t ion s ta r ts from the ru le and 
guesses that the fact is a case under that 
r u l e : A l l people wi th tuberculosis have 
bumps; Mr. Jones has bumps; perhaps Mr. 
Jones has tuberculos is . This , sometimes 
mistakenly cal led ' inverse p r o b a b i l i t y , ' is 
never cer ta in but i s , in medicine, cal led 
a diagnosis o r , when many ru les are con
sidered a d i f f e r e n t i a l diagnosis, but i t is 
usual ly f i x e d , not by a s t a t i s t i c , but by 
f i nd ing some other observable sign to 
c l i nch the answer." 

I t is important to observe that the hypothesis formu
lated in an abduction is t y p i c a l l y "qu i te d i f f e ren t 
from anything observed, something that is in the 
major i ty of cases empi r ica l ly unobservable." Thus 
the abductive generation of hypotheses is c lea r l y set 
apart from that of induct ion , wherein we t y p i c a l l y 
"general ize from a number of cases of which something 
is t r u e , and in fe r that the same thing is probably 
t rue of a whole class."6 

The various modes of l og ica l inference can be 
characterized as a l te rna t i ve forms of argument based 
on the fo l lowing s y l l o g i s t i c schema: 

Spec i f i ca l l y : 

A) The process of deduction reasons from a 
major premise (T) and a minor premise ( I I ) 
to a conclusion ( I I I ) ; thus, from the ru le 
" a l l things that are P are also Q" and the 
spec i f i c case "a_ is a P", we conclude v ia 
deduction inference that "a is a Q." 

B) Induct ion, on the other hand, comprises the 
process of reasoning from a case ( I I ) and a 
fact r e l a t i n g to that case ( I I I ) to a hy
pothesis of the ru le ( I ) that describes 
t h i a r e l a t i on in general terms. Thus from 
an observation "a is a P" and the fac t "a_ 
is a Q," one form of induct ive inference 
would be to hypothesize that "perhaps a l l 
th ings P are also Q." 

C) The process of abduction is characterized by 
the form of reasoning that takes a given fac t 
( I I I ) in conjunction w i th a ru le ( I ) to 
hypothesize a case ( I I ) that could account 
fo r or "exp la in " the observed f a c t . Thus, 
from an observation "a is a Q" and the ru le 
" a l l th ings P are also Q", one might hy
pothesize, v ia abductive in ference, that 
"perhaps a is a P." 
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These forms of reasoning a l l e n t a i l the same 
underlying representat ion of in format ion. Whatever 
language is used to express the axioms and conjec
tures of a deductive system can also be used to ex
press the observations and hypotheses required for 
induct ion or abduction. However, although they em
ploy a common informat ion s t ruc tu re , each of these 
inference schemes requires the development of a 
separate computational procedure for i t s mechaniza
t i o n . 

Some work has been reported in the l i t e r a t u r e 
deal ing w i th such procedures; these have, for the 
most part deal t w i th approaches to the mechanization 
of induc t ion , • although there has also been report 
of at least one abductive system that takes a 
' B r i t i s h Museum' approach to the generation of a l l 
possible hypotheses.9 

The r e a l problem in t h i s area, of course, is the 
se lect ive generation of hypotheses that have some 
reasonable prospect of being v a l i d . Our approach to 
t h i s problem has been guided by our i n te rp re ta t i on of 
the t r a d i t i o n a l maxim of Occam's Razor, which requires 
adoption of that hypothesis which is the simplest -
in the sense that it contains the smallest number of 
independent types of elements, adding leas t to what 
has been observed. We have taken t h i s to mean that 
the preferred hypothesis is the one that r e f l e c t s to 
the greatest extent possible a synthesis of ideas 
evoked from the observations. This heur i s t i c c r i t e r i 
on of accep tab i l i t y w i l l be discussed fur ther in a 
l a t e r sect ion, where procedures fo r tes t i ng and v a l i 
dat ion of hypotheses w i l l also be described. 

Before pursuing these matters in more d e t a i l , 
i t w i l l be necessary to develop f i r s t the framework 
w i t h i n which hypothesis formation takes place in our 
system. I t w i l l be shown in the fo l low ing sect ion 
that the process of abductive inference can be ac
complished by means of a procedure that makes use of 
much of the machinery already developed for deductive 
l o g i c . Although our abduction procedure has been 
implemented using GOL10 as the basic deductive pro
cessor, fo r purposes of exp l i ca t ion we describe the 
procedure in the context of the bet ter known deduction 
scheme of S-l inear reso lu t ion . 1 1 

In the fo l l ow ing , we review f i r s t the l inear de
duct ion method, recast ing the exposi t ion somewhat so 
tha t the i n t r i n s i c problem-reduction st ructure of the 
method is exposed. In t h i s context , we present the 
not ion of p a r t i a l trees as a way of character iz ing 
the AND/OR search procedure underlying t h i s form of 
deduct ion. We then show that abductive hypothesis 
formation can be ef fected by a synthesis process that 
merges p a r t i a l t rees in to complete abduction graphs. 

1. Linear Resolution Viewed as a Problem Reduction 
Procedure 

In t h i s sect ion, we provide a somewhat unorthodox 
descr ip t ion of the axioms, conjectures, and i n t e r 
mediate s t ructures that a r i se in the course of a 
t y p i c a l l i near deduct ion. Our purpose is to show that 
l i near reso lu t ion can use fu l l y be viewed as a problem-
reduct ion procedure (c f . Nilsson ), which uses back
ward search to develop d i rec t der ivat ions of conjunc
t i v e sets of subgoals. I t is a r e l a t i v e l y small step 
then to show how the same sort of search, operating 
on the same form of data, can be used abduct ively to 
develop d i r e c t 'exp lanat ions ' of conjunct ive sets of 
observations. 

1.1 The Informat ion Structure 

A deduction problem is t y p i c a l l y stated in terms 
of a co l l ec t i on of axioms A and a conjecture C 
which is to be deduced from the axioms. It is con
vent ional in reso lu t ion based systems to conjo in the 
negation of C to the set A, convert the resu l t i ng set 
of expressions to quan t i f i e r f ree form, then to search 
for evidence of a cont rad ic t ion that would render the 
expression AAC unsa t i s f i ab le . An a l te rna t i ve formu
l a t i o n of the problem would be to search for d i r ec t 
proof of the d is junc t ion AVC. In t h i s sect ion, we 
discuss the procedure from yet a t h i r d po in t of view -
namely, the demonstration of At-C; i . e . , taking the 
expressions of A as axioms, to der ive C by means of 
a d i rec t proof procedure. These are a l l essen t ia l l y 
equivalent views of the problem; they merely require 
somewhat d i f f e ren t handling of the conversion to 
quant i f i e r f ree form and subsequent i n te rp re ta t i on of 
the informat ion s t ruc tu re . 

The f i r s t step in our procedure is to convert the 
axiom set A to conjunctive-normal quan t i f i e r - f r ee form, 
using the techniques f i r s t out l ined by Davis,-'-3 Or
d i n a r i l y , the conjecture C. would then be negated and 
added to t h i s axiom set . In our case, however, as in 
the d i rec t proof procedures of Cooper14 and Maslov15 

the conjecture is transformed i n to d is junc t i ve normal 
form on the basis of the fo l low ing revised ru les : 

1. e l im ina t ion of imp l i ca t ion ; (as described by Davis) 

2. reduct ion of the scope of negation; (as in Davis) 

3. replacement of each un iversa l l y quant i f ied var iable 
by a skolem funct ion having as arguments the v a r i 
ables of any e x i s t e n t i a l quan t i f i e rs occurr ing 
before the universal q u a n t i f i e r . 

4. e l iminat ion of e x i s t e n t i a l q u a n t i f i e r s . 

5. transformation of the r esu l t i ng expression to 
d i s junc t i ve normal form. 

The resu l t of t h i s process w i l l be a d i s junc t i ve ex
pression cons is t ing of one or more conjunctive sets 
of l i t e r a l s . 
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These formulat ions of the problem are surrogates 
in the sense that the so lu t ion of e i ther one of them 
is equivalent to so lu t ion of the o r i g i n a l problem. 
Co l l ec t i ve l y , therefore, they cons t i tu te an "OR" 
branch in the search t r ee , each successor of which is 
an "AND" node (consis t ing of the conjunction of l i t e r 
a l s in the conjecture associated wi th that sub-prob
lem). 

Any un i t clause in the axiom set is considered to 
be uncondi t ional assert ion of f a c t ; a l l others are 
cond i t i ona l . For example, the clause {L1 L2,...Ln} 
can be thought of as assert ing the imp l ica t ion 
(M 3 L j ) , where M is the conjunct ion of a l l Tj for 
j J= i. This can be in terpreted aa expressing a con
d i t i o n (namely M) under which Li can be deduced (by 
means of Modus Ponens perhaps w i th s u b s t i t u t i o n ) . 
Similar imp l ica t ive expressions can be developed to 
assert the condit ions under which each of the other 
l i t e r a l s of the clause can be der ived. 

These imp l ica t ive expressions can be thought of 
as product ions, or ' r ewr i te ru les , that are the 
transformations by which a problem may be 'reduced' -
i . e . , replaced by an equivalent set of sub-problems. 
In the running example, if we reformulate the axioms 
to emphasize the condi t iona l nature of axioms 1 and 2, 
the r esu l t i ng set of productions would be: 

here the symbol (ac tua l ly is to be thought 
of as a replacement operator. 

1.2 In te rp re ta t ion of the deduction procedure 

The sub-problems described in the preceding 
sect ion correspond in an obvious manner to the various 
ways in which an i n i t i a l clause may be selected from 
the Bet of support (where t h i s consists of clauses 
a r i s ing from the conjecture) in a reso lu t ion deduc
t i o n . 

It should also be read i l y apparent from a com
parison of the two procedures that the problem-re-
duct ion search process described below, which resu l t s 
from our i n te rp re ta t i on of the axioms as product ions, 
is essen t ia l l y the same as the S-l inear reso lu t ion 
method described by Loveland11. 

A l inear deduction is a procedure that ' so lves ' 
the conjunctive problem posed by a conjecture by 
systemat ical ly deal ing w i th each of the conjuncts 
(sub-problems) in t u rn , Proceeding t y p i c a l l y from 
r i g h t to l e f t , each l i t e r a l o f the conjecture is 
processed in the f o l l o v i n g manner: 

F i r s t , the l i t e r a l is 'matched' (using Robinson's 
u n i f i c a t i o n procedure 16) against each un i t clause and 
against the l i t e r a l to the l e f t o f ' - ' in each pro
duction of the axiom set . Every successful match 
gives r i se to an a l te rna t i ve successor of the s ta r t i ng 
conjecture. 

Any match that succeeds wi th respect to a un i t 
(uncondit ional) axiom provides a so lu t ion to the sub-
problem posed by the subject l i t e r a l (which is t rue 
'by assumption'). Thus t h i s term may be deleted from 
the l i s t of l i t e r a l s of the successor conjecture (a f 
te r appropriate i ns tan t i a t i on of any bindings of 
var iab les established in the matching process). 

For those matches that succeed wi th respect to 
the l e f t hand side of a production (condi t ional axiom), 
the successor conjecture is formed by replacing the 
subject l i t e r a l by the appropr iate ly ins tant ia ted 
c o l l e c t i o n of l i t e r a l s comprising the r i g h t hand side 
of that axiom. 

The set of successors constructed as above, taken 
c o l l e c t i v e l y , const i tu te an 'OR' branch in the search 
t ree - each element of which is a surrogate for the 
o r i g i n a l conjecture. 

If a successor node is n u l l ( i . e . , contains no 
fu r ther sub-problems), the por t ion of the search 
t ree by which it was discovered const i tu tes a so lu t ion 
to the o r i g i n a l problem. A non-nul l node wi th no 
successors cannot be solved. 

It sometimes happens that whi le developing the 
search t ree for a pa r t i cu l a r l i t e r a l (say S), a sub-
goal is generated that is the negation of that which 
is to be proved ( i n t h i s case: s). In such cases, i t 
can be shown t h a t , provided that a l l other conjunct ive 
subgoals in the t ree are s a t i s f i e d , a proof of S has 
been establ ished by reduct io ad absurdura, and that the 
cont rad ic tory subgoal can be deleted from fur ther con
s iderat ion, immediately upon i t s generat ion. This 
refinement to the basic problem-reduction scheme can 
be seen to be re lated to the subsumption condi t ion 
which is required for completeness of l i nea r reso lu t ion 
s t ra teg ies . 
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To i l l u s t r a t e the l inear deduction procedure, we 
give below a der iva t ion of vers ion II of the previous 
example. 

The s ta r t i ng form of the conjecture i s : 

{R(z) , Q(z)} 

To show that this is der ivable we must now show that 
each l i t e r a l is e i ther an instance of an axiom ( i n 
which case it can be deleted from the set of sub-
problems) or e lse is implied by some conjunct ion of 
l i t e r a l s , each of which is der ivab le . 

In order to prove 'Q(z)' we can use Axiom 4 . 
By subs t i t u t i ng 'a' for the e x i s t e n t i a l l y quant i f ied 
var iab le V of the conjecture, we Bee that the 
r ight-most sub-problem In the set (R(a) , Q(a)} is 
solved t r i v i a l l y , and we are l e f t w i t h the successor 
problem (R (a ) l . 

Since the l i t e r a l 'R (a ) ' matches two of the con
d i t i o n a l axioms, there w i l l be two successor nodes: 

a: {P(a) , Q(a)}, and 

As candidate hypotheses, our procedure selectB 
those l i t e r a l s that are abandoned by deduction, in 
the sense that they f a i l to generate successor nodes. 
A candidate hypothesis i s entertained ser iously i f i t 
ar ises in the p a r t i a l search trees that are developed 
on the basis of two or more of the data making up 
the conjunct ive observation being explained; the 
more data accounted for by a candidate hypothesis, 
the more h ighly regarded it is by the abduction 
processor. This is our Implementation of the maxim 
of Occam's Razor, 

Data cont r ibute to a hypothesis by means of an 
operat ion that we re fe r to as synthesis, which is 
ac tua l l y analogous to the operat ion of fac to r ing 
in reso lu t i on . This process of synthesis, or f ac 
to r ing across p a r t i a l t rees , is at present the only 
mechanism by which abductlve hypotheses are generated 
in our system. Other usefu l heu r i s t i c c r i t e r i a w i l l 
undoubtedly be forthcoming, but what form these may 
take is s t i l l an open quest ion. 

The combined abduction/deduction procedure is 
i l l u s t r a t e d by the fo l lowing example, based on our 
app l i ca t ion of the method to the problem of c l i n i c a l 
d iagnosis. 

Assume that we have ava i lab le a pathophysiologic
al data base, st ructured along the l i nes suggested in 
the preceding Bect ion, that includes the fo l low ing 
sort of axioms: (note that the replacement operator 
"-" should r i g h t f u l l y be in terpre ted as "could be 
caused by" rather than as " impl ied by" in t h i s 
context . ) 

Axioms 

A1l 

A2 

A3 

A4 

A5 

{ c h i l l s *■ presence (P.S) A Inflammatory (P)) 

{pain (R) *■ presence (P,S) A Located-in (S.R)} 

{inflammatory (abscess)} 

{ l oca ted- in ( l i v e r , r ight-upper-quadrant)} 

{ jaundice ■*■ presence (P, l i v e r ) } 

Here, we have indicated only those condi t iona l axioms 
that are considered relevant fo r the app l ica t ion at 
hand. Other va r ia t i ons of the cond i t iona l axioms 
Al and A2 which are not useful fo r purposes of d iag 
nosis are not e x p l i c i t l y d isp layed. ( In our work, 
t h i s form of in format ion s t ruc ture is implemented by 
means of the GOL DELTA funct ion ( c f , Ianer^-7.) 

Assume that the fo l low ing conjunct ive set of 
symptoms has been observed: 

{ c h i l l s , pain ( r ight-upper-quadrant)} 

The diagnost ic task 1B to formulate some hypothesis 
of the form: 

{presence (P,S)} 

where P is some abnormal process, and S is some struc
ture such that the presence of P at S could account 
fo r the observations g iven. 

Using the synthesis c r i t e r i o n suggested above to 
con t ro l the adduction of hypotheses (which are d i s 
played to the l e f t of the v e r t i c a l bar in l i nes 4-6 
below) a diagnost ic model of the pathology can be 
derived as fo l l ows : 
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Except fo r the in t roduct ion of a tenta t ive 
hypothesis in l i ne 4 above, and the fact that l i t e r a l s 
are processed on a f i r s t - i n - f i r s t - o u t basis, t h i s 
der iva t ion fo l lows the usual form of a l i nea r deduc
t i o n as previously described. The abduction task is 
completed when no remaining subgoals occur to the 
r i gh t of the v e r t i c a l bar; any terms occurr ing to 
the l e f t of the bar at that juncture const i tu te the 
basis f o r a diagnost ic model. 

It may be of some in te res t to fo l low the course 
of development of the diagnosis in the case i l l u s 
t ra ted above. In l i n e 4, where the synthesis step 
occurs, what is hypothesized is that some as yet 
unknown process a f fec t i ng an unspecif ied st ructure is 
responsible fo r both of the observed symptoms. The 
i ns tan t i a t i ons that then take place in the f i n a l two 
steps of this derivation entai l contributions from 
the search trees developed from each of the root 
nodes; thus the proposed diagnosis represents a t rue 
synthet ic in ference. 

A hypothesis developed on the basis of such a 
procedure i s , in general , not a unique explanation 
of the data, and the problem then becomes one of 
d i sc r im ina t ion , among contending diagnoses. This 
phase of the problem en ta i l s the use of deduct ive, 
as we l l as abductive l o g i c . Once a diagnost ic model 
has been proposed, it can be used to generate pre-
d ic t i ons of add i t iona l unreported manifestat ions of 
the assumed pathology. Thus, for example, in the 
case i l l u s t r a t e d above, the presumption of a l i v e r 
abscess can be used to deduce the pred ic t ion of 
jaundice (on the basis of axiom 5) . Such pred ic t ions 
can then be subjected to empir ical v e r i f i c a t i o n . 
Any new observat ional data can then be fed back v ia 
the abduction procedure through another i t e r a t i o n of 
the cycle - g iv ing r i s e , perhaps, to revised hy
potheses that may in turn generate new p red ic t ions , 
leading to new observat ions, and so f o r t h . 

3. Discussion 

The i t e r a t i v e hypothesis and tes t procedure ou t 
l i ned in the preceding section i s , of course, one of 
the basic paradigms of human cognitive, and problem 
solv ing a c t i v i t y . The performance of any task that is 
bas i ca l l y synthet ic in nature en ta i l s the use of t h i s 
procedure. We would include tn the l i s t of such tasks 
those episodes of comprehension and planning that 
ar ise in the course of any r e a l problem-solving ac t . 

A number of studies are present ly being con
ducted at P i t tsburgh to evaluate and fur ther develop 
t h i s concept. These include the biomedical theory 

18 
formation project which has been reported prev ious ly , 
and a study of planning in organic synthesis, r e 
cent ly completed by Smith, 19which uses abduction to 
develop strategies for deductive planning of a syn
thes is . Another i n te res t i ng p ro jec t , now nearing 
completion, uses abductive logic to develop per
ceptual models for use in natura l language compre
hension; another exp lo i ts the planning and model-
bu i ld ing capab i l i t i es of the system in the automatic 
programming task environment. 

There would appear to be a number of ways to 
go from here. As p rac t i ca l systems of higher log ic 
become ava i lab le , we may want to ra ise the sights of 
the abduction processor accordingly; our GOL imple
mentation already has l im i ted 'higher l e v e l ' capa
b i l i t i e s that have been found extremely useful in 
some app l ica t ions . Cer ta in ly , the procedure should 
be extended to include a mechanization of induct ion 
as we l l as the other two forms of inference: 
reasoning by analogy, according to Peirce, consists 
of an induct ion and an abduction followed by a 
deduction. Addi t ional appl icat ions that may shed 
fur ther l i g h t on the processes involved, such as 
procedures for s t ra teg ic planning in theorem proving, 
should be invest igated. 

While we have in no way begun to exhaust the 
questions and issues that t h i s new methodology ra ises, 
resu l t s from our i n i t i a l forays into the f i e l d have 
encouraged us to continue wi th the task at hand. 
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