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ABSTRACT

The wind stress formulation in an atmospheric model over shallow waters is investigated using year-long

observations of the wind profile within the first 100m of the atmosphere and mesoscale simulations. The

model experiments use a range of planetary boundary layer parameterizations to quantify the uncertainty

related to the turbulent closure assumptions and thus to isolate the dominant influence of the surface

roughness formulation. Results indicate that a positive wind speed bias exists when common open-ocean

formulations for roughness are adopted for a region with a water depth of 30m. Imposition of a wind stress

formulation that is consistent with previous shallow-water estimates is necessary to reconcile model wind

speeds with observations, providing modeling evidence that supports the increase of surface drag over

shallow waters. The possibility of including water depth in the parameterization of roughness length is

examined.

1. Introduction

The roughness of the ocean is mainly controlled by the

wave field, which is in turn determined to a large extent

by the wind (Edson et al. 2013). In general, the ocean

surface is rougher for increasingly higher winds. Over

the open ocean, a modified version of the Charnock

relationship (Charnock 1955) provides a good repre-

sentation of the feedback between thewind speed and the

surface roughness (Edson et al. 2013). Data from field

campaigns such as the Humidity Exchange over the Sea

(HEXOS) program (DeCosmo et al. 1996; Janssen 1997)

have revealed that, over shallow waters, the roughness of

the surface is higher than the corresponding values over

the open ocean (Geernaert et al. 1986, 1987; Smith et al.

1992; DeCosmo et al. 1996; Taylor and Yelland 2001),

however. Despite this differentiated observed behavior,

atmospheric models apply the same wind stress formu-

lation regardless of the depth of the waters.

Here we show that a significant wind speed bias exists

when comparing model results using wind stress for-

mulations valid for the open ocean with wind profile

data over the first 100m of the atmosphere in shallow

waters and that increasing the surface roughness length

is sufficient to reconcile model results with the observed

wind profile. We focus on just one aspect—depth—of

the complex problem related to drag over shallow-water

surfaces. We do not consider other aspects, such as fetch

or wave age, that modulate the drag over shallow waters

(e.g., Mahrt et al. 1996; Fairall et al. 2006; Vickers and

Mahrt 2010; Grachev et al. 2011). Traditional formula-

tions also do not consider fetch or wave age and repre-

sent an average over all conditions (e.g., Charnock

1955; Edson et al. 2013). Our results, fitting long-term

wind measurements that in turn provide good agree-

ment with theoretical findings, provide modeling evi-

dence that supports the increase of the ocean roughness

found in field campaigns and demonstrate the necessity

of introducing a representation of the wind stress over

shallow waters that differs from the one that is used

over the deeper ocean.

2. Observational evidence

Observational evidence indicates that the surface drag

over the ocean is a positive function of the wind speedCorresponding author: Pedro A. Jiménez, jimenez@ucar.edu
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(Jones and Toba 2001; Bryant and Akbar 2016). Using

nondimensional arguments, Charnock (Charnock 1955)

postulated that roughness length z0 is proportional to

the square of the friction velocity u*:

z
0
5 (a/g)u

2

* , (1)

where g is the gravitational acceleration and the factor

a is an empirical constant known as the Charnock pa-

rameter. Subsequent field experiments have reported a

range of values for the parameter (Geernaert et al. 1986;

Kitaigorodskii and Volkov 1965; Wu 1982; Garratt

1977). More-recent empirical evidence suggests a de-

pendence of the Charnock parameter on the wind speed

(Edson et al. 2013; Fairall et al. 2003) or even on the sea

state (Smith et al. 1992; Fairall et al. 2003; Donelan 1990;

Oost et al. 2002). Nowadays, the Coupled Ocean–

Atmosphere Response Experiment (COARE) algo-

rithm provides one widely used relationship (Foreman

and Emeis 2010). Satisfactory agreement over the open

ocean within the framework of the COARE algorithm

has recently been found using a Charnock parameter

that is a function of the wind speed (Edson et al. 2013).

There is agreement that over shallow waters the sea is

rougher than over the open ocean for a given wind speed

(Geernaert et al. 1986, 1987; Smith et al. 1992; DeCosmo

et al. 1996; Taylor and Yelland 2001; Foreman and Emeis

2010). The added drag over shallow waters is increasingly

larger for higherwinds in comparisonwith the values over

the open ocean. The physical mechanism responsible for

this effect is unclear, but it has been speculated to be

associated with either 1) the effects of the ocean ba-

thymetry, whereby relatively shallow water slows the

phase speed of the waves, which then become shorter and

steeper in an effect known as shoaling (Foreman and

Emeis 2010), or 2) form drag due to short (young) waves

(DeCosmo et al. 1996). Taylor and Yelland (2001) have

identified the steepness H/L as the main parameter for

roughness, rather than just wave height H (L is the

dominant wavelength). In shoaling, H stays more or less

constant (as long as the depth is still much greater thanH)

while L decreases (the wave period is conserved). This

situation means that H/L increases, which means more

drag. They showed that this collapses a variety of datasets

with different depths onto each other. Despite the dif-

ferent properties of the sea surface, regional and global

atmospheric models (e.g., ECMWF and GFS) widely

use a roughness formulation such as Eq. (1) with a

Charnock parameter that is valid for the open ocean. We

will show that models using the standard formulation are

systematically overestimating the lower-level winds over

regions with shallow waters; we hypothesize that it is

because the drag over these regions should be higher in

comparison with the open ocean, especially for higher

wind speeds, when accounting for shallow-water effects.

3. Numerical evidence

a. Experimental setup

We have performed a series of modeling experiments

with version 3.5.1 of the Weather Research and Fore-

casting (WRF) Model (Skamarock et al. 2005). To ob-

tain statistically robust conclusions, we simulated the

atmospheric evolution over a coastal region during a

complete year wherein observations of the wind speed

were available at a total of eight levels within the first

100m of the atmosphere (i.e., 33, 40, 50, 60, 70, 80, 90, and

100m). The observations were acquired at the research

platformFINO1 (FINOcomes fromForschungsplattformen

in Nord- und Ostsee), which is located approximately

48 km from the German coast (54.018N, 6.598E) with a

depth of about 30m. Quality control was applied to the

10-min-averaged data following ideas described in

Jiménez et al. (2010). The quality-controlled wind speed

data were subsequently hourly averaged, completing the

data-preparation process. The year of 2009 was selected

because of the availability of data at all of the levels and

2009’s near-climatological wind conditions. The pre-

dominant winds in 2009 are therefore from the south-

west, which minimizes disturbances that result from

shadowing of the tower. The prevailing winds are also

not affected by the installation of wind turbines to the

east of FINO1 during the second half of 2009. Hence,

potential disturbances associated with the wind tur-

bines are of small magnitude given the climatological

character of this work.

The physical and dynamical settings used in the WRF

simulations are essentially the same as those used in

previous studies (Jiménez et al. 2009, 2011a,b), the only

difference being the addition of five vertical levels near

Earth’s surface that have been shown to reproduce the

wind speed profile over land (Jiménez et al. 2016). The
model is initialized at 0000 UTC of each day and run for

48 h, recording the output every hour. The first day is

discarded as a spinup of the model, and the second day

is retained as the simulation for that day. The process is

repeated until a simulation for each day of 2009 is ob-

tained. Data from ERA-Interim (Dee et al. 2011) are

used as initial and boundary conditions. Sensitivity ex-

periments were performed on the horizontal resolution.

Different simulations for the complete year of 2009were

performed at 27, 9, and 3km (Fig. 1), with very little

sensitivity in the wind speed distribution, and therefore

the simulations herein presented were performed over a

single domain of 27-km horizontal resolution. The do-

main covers the complete North Sea and the eastern
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part of the Baltic Sea. A total of 36 vertical levels were

used in the vertical direction, with 5 of them within the

first 200m of the atmosphere (i.e., 15, 40, 80, 140, and

200m). Tests showed that this number of levels is ade-

quate to resolve the tower profile layer and that, with the

lowest level nearer 15m than 30m, the results are robust

to its variation.

Realizing the possible sensitivity of the wind profile

to the closure assumptions associated with the repre-

sentation of the turbulent mixing within the planetary

boundary layer (PBL), we used four different PBL

parameterizations (Hong et al. 2006; Pleim 2007;

Nakanishi and Niino 2009; Bretherton and Park

2009) in each experiment to quantify this part of the

uncertainty. The first one imposes the shape of the

vertical profile of the eddy diffusivities (K-profile

method) in a first-order closure (Hong et al. 2006).

The second one is based on a combination of a

transilient approach with a local scheme and is also a

first-order closure (Pleim 2007). The third and fourth

parameterizations impose a 1.5-order closure that

resolves the turbulent kinetic energy equation to

compute the eddy diffusivities (Nakanishi and Niino

2009; Bretherton and Park 2009). These last two

parameterizations mainly differ in the formulation of

the turbulent length scale. This experimental design

allows us to quantify the uncertainty related to the

turbulent closure to isolate the effects of the rough-

ness formulation.

b. Sensitivity to the wind stress formulation

To avoid the influence of timing errors in the simu-

lations that would bias short-lived low- and high-wind

events, we focus on the wind speed distribution char-

acteristics (represented with 99 percentiles) only. The

comparison of the observed and simulated wind speed

distributions calculated with data corresponding to the

8760h of 2009 is shown, for the sensor located at 60m

(one of the middle sensors), as a percentile–percentile

comparison (Wilks 1995) in Fig. 2 (red area). The sim-

ulated wind at the nearest grid point to FINO1 is used

in the comparison. The modeling results clearly in-

dicate a progressive overestimation of the frequency

ofmoderate–high wind speeds. Data from all sensors are

in close agreement with this finding. The systematic

overestimation for all formulations of the turbulent

mixing points to limitations in the representation of the

ocean–atmosphere interactions as a potential source of

the discrepancies. Indeed, the overestimation can be

understood in terms of the z0 formulation used byWRF,

which consists of a Charnock relationship that follows

Eq. (1) with a 5 0.0185 (Wu 1982), consistent with

values observed over the open ocean. Assumption of a

linear dependence of the Charnock parameter with the

FIG. 1. The three domains of 27-, 9-, and 3-km horizontal resolution and the location of

FINO1 (star). The vertical distribution of the levels closer to the surface is also shown (inset).
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wind speed (a5 0.0017u102 0.005, where u10 is the wind

speed at 10m above the surface), as reported to be more

valid over the open ocean by the COARE algorithm

(Edson et al. 2013), shows a small sensitivity relative to

the previous estimation (green; Fig. 2). In particular, this

second experiment also overestimates the frequency of

moderate–high winds.

These findings support our working hypothesis that the

wind speed over shallowwaters will be overestimated and

therefore indicate the necessity of improving the repre-

sentation of the ocean roughness over these regions. To

reinforce this statement further, Fig. 3a shows the drag

coefficient Cd (u2

*/u
2
10). The symbols represent observa-

tions recorded during the international HEXOS program

(Janssen 1997) that took place in the vicinity of theDutch

Noordwijk platform (52.278N, 4.308E) with 18m of ocean

depth. HEXOS data have been used because of the

quality of the measurements and their relatively close

proximity to FINO1. The Cd values as a result of

assuming a neutral atmosphere and the standard WRF

formulation (red line) are in closer agreement with the

open-ocean formulation from the COARE algorithm

(green line) than with the shallow-water data from the

HEXOS program (symbols). In particular, the drag is

underestimated by both formulations for moderate–high

winds, supporting our previous expectations. Similar

comments can be made for the friction velocity (Fig. 3b),

which shows how the two formulations (green and red

lines) are in agreement with the lower part of the obser-

vational scatter with a clear underestimation of the re-

corded values at moderate–high winds.

To provide complementary evidence of the impor-

tance of the roughness formulation, we have performed

additional WRF experiments for 2009 for various fixed

FIG. 2. Percentile–percentile plot of the observed and simulated wind speed. Each of the

simulated percentiles (from 1% to 99%) is plotted against its associated observed per-

centile, and the absolute range of the percentiles from the four different turbulence clo-

sures of each WRF experiment is shaded. The colors indicate the WRF experiment (see

legend): red is the standard WRF formulation, green is the ocean roughness formulation

for the open ocean from the COARE algorithm (Edson et al. 2013), and blue is the al-

ternative formulation herein presented [Eq. (3)]. The solid gray vertical line represents

the median of the observations, and the dashed gray lines represent the 25th and 75th

percentiles.
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roughness lengths (not shown) and then modified the

z0–wind relation to suppress the wind speed biases over

the full range. The new formulation assumes that the

logarithm of the surface roughness is a linear function of

the wind speed at the first model level (15m; u15):

log
10
(z

0
z
1m
) 5 0:125u

15
2 4:5,

�
(2)

where z1m is 1m. The z0 values are consistent with the

previous experiments for low winds but reach signifi-

cantly higher values for moderate–high winds (Fig. 3c).

A value of 0.01m is reached at 20m s21, giving a 10-m

drag coefficient of greater than 0.003 (blue line in

Fig. 3a), which would be considered high for a deep-

water surface even in conditions of strong wind. The

parameters in the linear relationship have been selected

in such a way that this third WRF experiment is suc-

cessful in reducing the bias over the full range (blue

shading in Fig. 2). From a modeling perspective, it is

better to introduce a relationship between z0 and u* to

remove height dependence and to add stability effects. If

we assume a logarithmic wind profile that is typical of

neutral conditions and substitute the wind speed with

the one provided by the linear function [Eq. (2); blue

line in Fig. 3c], we obtain

ln

�
z
0

z
1m

�
5

(2:7u*2 14:4)

(u*1 1:39)
, (3)

which is now a stability-dependent formula imposed in

the newWRF experiment.Wewill show in section 4 that

this equation is supported by the theory of Taylor and

Yelland (2001). The assumption of a neutral atmosphere

is a good approximation given the larger impact of the

new formulation for moderate–high winds when the

atmosphere is nearly neutral. Hence, the effects of at-

mospheric stability are included through u*. The u*

values obtained with this new formulation are also

shown in Fig. 3b (blue line). The new formulation is in

better agreement with the shape of the HEXOS data,

capturing the increase of the ocean roughness observed

over shallow waters, although it tends toward higher

values. This result confirms that increasing the z0 values

over shallowwaters is necessary and sufficient to remove

the overestimation of the intensity of moderate–high

wind events by models (blue shading in Fig. 2).

To test the effect of this change on the profile for

various stability conditions, we show further in Fig. 4 the

deviations from the percentiles calculated with obser-

vations for this new experiment and the experiment

using the standard WRF formulation. Stability is de-

termined with the simulated stability parameter z/L,

where z is the height of the first model level, the surface

layer, and now L is the Obukhov length. The results

using the new formulation (Fig. 4b) are clearly in better

agreement with observations than the standard formu-

lation (Fig. 4a) is at the three vertical levels shown. The

rest of the heights with wind records available show

virtually the same results, indicating that increasing z0

FIG. 3. (a) Drag coefficient, (b) friction velocity, and (c)

roughness length as a function of the 10-m wind speed for

the three different formulations of the ocean roughness (see

legend). The symbols in (a) and (b) show the data recorded

during the Humidity Exchange over the Sea Main Experiment

(HEXMAX), a field experiment of the HEXOS program

(Janssen 1997). The squares are the data recorded with a sonic

anemometer, whereas the circles were recorded with a pres-

sure anemometer.
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FIG. 4. Difference between the observed and simulatedwind speed percentiles (from 1% to 99%) vs the observed

wind speed for (left) the standard WRF experiment and (right) the one using the shallow-water formulation

[Eq. (3)]: (a),(b) all of the dataset, (c),(d) stable conditions, and (e),(f) unstable conditions. The data used for each

experiment are the average of the four simulations using the different parameterizations of the turbulence mixing.

Results for three heights are shown (30, 60, and 90m; see legend).
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improves the simulated replication of the whole ob-

served wind profile. Figures 4c and 4d show the de-

viations in the subset for stable conditions, and Figs. 4e

and 4f show the deviations for unstable conditions. The

overestimation of the high-wind frequency is improved

under both atmospheric stability conditions, further re-

inforcing the attribution of the overestimation to the

ocean–atmosphere interactions. It is noted that the

previous high-wind overestimation was especially strong

in stable conditions, and this was corrected well.

An idealized WRF numerical experiment (not shown)

has ruled out the possibility that the sea roughness is influ-

enced by the wind direction at FINO1. In this direction, it

could have been argued that southerly winds approaching

FINO1 from shallower waters have a different roughness

than northerly winds. Our idealized WRF experiment in-

dicated that the wind adjusts to a 10-fold roughness-length

step within a few tens of kilometers, however. The idealized

experiment imposes constant initial wind and a surface

heterogeneity representing a portion of ocean, and it uses a

grid spacing of 4km. Both the wind speed and the friction

velocity present a relatively abrupt change at the hetero-

geneity. The influence of the heterogeneity becomes

negligible within a few tens of kilometers, however. Our

simulations use a grid spacing of 27km, which indicates

that the impact of the heterogeneity at the coast is small.

The small impact of this kind of representativeness issue

is also supported by the nearby bathymetry, which is not

too variable, especially in the dominant wind direction.

4. Generalized formulation

Our results constitute a starting point toward a better

representation of the ocean–atmosphere interactions in

atmospheric models. In this direction, inclusion of ocean

bathymetry as static input data can be used to discern

the formulation used to represent the ocean roughness,

and depth can become a parameter of the roughness

representation since the drag coefficient has been shown

to increase for increasingly shallower waters (e.g.,

Taylor and Yelland 2001). For instance, Taylor and

Yelland’s Fig. 4b indicates that the wind behavior goes

approximately linearly with the logarithm of the depth

and that, by a depth of 100m, the depth effect should

collapse to the deep-water value for winds up to 20ms21.

To add the depth effect to our formulation, we chose to

vary the linear gradient in Eq. (2) according to a loga-

rithmic function of depth. At 30-m depth the gradient

that we denote as b is equal to 0.125 sm21, which co-

incides with the fitted parameter in Eq. (2). The value of

b decreases with increasing depth d as b 5 (1/30) ln

(1260/d) and becomes 0.084 sm21 at 100m. This value

provides a close fit to the Charnock relation, and so we

cap the value of depth at 100m. At 10-m depth,

b 5 0.161 sm21, but for strong winds the roughness

length becomes high and we would recommend cap-

ping it at z05 0.1m, corresponding toCd. 0.007when the

wind slightly exceeds 20ms21. We do not expect the re-

lation to hold well for a depth of less than 10m, because

the depth and wave height become comparable, leading to

very nonlinear behavior, and we would use 10m as a min-

imum. The generalized formula replacing Eq. (3), including

depth and limited to between 10 and 100m, becomes

ln

�
z
0

z
1m

�
5

(2:7u*2 1:8/b)

(u*1 0:17/b)
. (4)

The equation is therefore in agreement with our findings

at 30m and with the Charnock relation for deep water

(Fig. 5). In addition, Eq. (4) is in agreement with the

Taylor and Yelland (2001) theory at other depths. This

result is illustrated in Fig. 6, which shows the normalized

drag as a function of water depth and wind speed.

Figure 6 is in good agreement with equivalent results

from the Taylor andYelland (2001) theory (their Fig. 4b).

The good agreement provides theoretical support to our

Eq. (4) since Taylor and Yelland (2001) have shown how

their theory collapses a variety of observational datasets

with different depths onto each other. The performance

of Eq. (4) should be examined with numerical experi-

ments and long-term observations at different depths.

5. Independent testing

To further examine the validity of our findings, we

performed additional testing of our formulations [Eqs.

(3) and (4)] at an independent observational site. The

site is FINO3 located in the North Sea to the west of

FIG. 5. Roughness length as a function of the 10-m wind speed for

different formulations of the ocean roughness (see legend).
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Denmark (55.208N, 7.168E), with a depth of about 22m.

Although this depth is close to the ocean depth at FINO1

(30m), the site is selected because of the availability of

long-term records of the wind speed at a total of nine

levels (i.e., 30, 40, 50, 60, 70, 80, 90, 100, and 109m).

Three WRF simulations were performed with the

same WRF configuration as the one used at FINO1

(section 3a). The only difference between the experi-

ments is the sea surface roughness representation. The

first experiment uses the Charnock relation that is valid

for the open ocean. The second experiment imposes the

shallow-water formulation identified at FINO1 [Eq. (3)].

The third experiment uses our generalizedEq. (4)with the

water depth set to the FINO3 depth (i.e., 22m). The

simulations for the three experiments span 2010. This

year was selected because of the good data availability

and its climatological wind behavior. The three experi-

ments parameterize the turbulent mixing with the

Yonsei University PBL option. The data preparation to

compare the simulations with observations is the same

as the one performed at FINO1 (section 3a).

Results are summarized with the percentile–percentile

comparison at three vertical levels in Fig. 7. The simula-

tion using the Charnock relation clearly overestimates

the frequency of high wind speeds at the upper six of the

nine anemometers (above 50m; e.g., Figs. 7a,b). This

result is consistent with findings at FINO1, revealing that

the model tends to have a high bias with the deep for-

mulation and further suggesting the necessity to review

FIG. 6. Normalized drag vs depth for different wind speeds cal-

culated with Eq. (4). The drag is normalized by the Charnock

relation.

FIG. 7. Percentile–percentile plot of the observed and simulated

wind speed at FINO3: (a) 100, (b) 70, and (c) 40m. The colors

represent results for different sea surface roughness formulations

(see legend).
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the ocean drag formulation over shallow waters. When

we replace the ocean drag relationship with our equa-

tions for shallow waters [Eqs. (3) and (4)], the simula-

tions provide a better fit to the wind speed distribution at

the six uppermost anemometers (e.g., Figs. 7a,b). Al-

thoughFINO3 nominal depth is 22m, the results indicate

that it behaves more like 30m (the same as FINO1)

possibly because much of the nearby area, especially to

the west, is closer to 30m. The lower two anemometers

(up to 40m) tend to behave better with the deep-water

formulation, but it is not clear why because FINO1 was

improved at all levels. Nevertheless, we view this as an

improvement, especially for the levels above 50m that is

relevant to wind-energy applications, for example.

6. Conclusions

Our findings present modeling evidence that supports

the increase of the surface drag over shallow waters in

comparison with the standard formulation derived from

observations over the open ocean. Results presented

herein are valid for wind speeds up to 20ms21. There is an

increase of drag at the location of FINO1 of about 30%,

and this magnitude should be relevant to forcing of the

ocean in coupledmodels.We are confident in generalizing

the validity of the results given the length of the simulated

period (1yr) and the consistency found between the eight

vertical levels at FINO1. Anyway, results from this work

should be confirmed by independent observations given

the poor documentation of the data recorded at FINO1.

In this direction, our findings support the FINO1 obser-

vations since the model agrees well with the data at all

heights. The independent experiments at FINO3 also

support our findings of the biases of the standard formu-

lation at FINO1 and show an almost similar improvement

with our new shallow-water roughness formulation.

Our method to examine consistency between mod-

eled winds and observations differs from the standard

approach. The standard practice is to fit a wind stress

equation to existing observations (e.g., Andreas et al.

2012; Edson et al. 2013) and to impose this parameter-

ization in the models. Herein we identified a wind stress

formulation that suppresses the wind speed bias, and we

subsequently compare this parameterization with wind

stress observations. This alternative method only uses

long-term wind speed measurements to improve the

parameterization, which may be a more direct and ro-

bust approach that also statistically captures a repre-

sentative sample of wind-sea states.

We have explored the possibility of using a depth-

dependent formulation [Eq. (4)]. The equation is consis-

tent with the results herein presented as well as with the

Taylor and Yelland (2001) theory, which is in turn

consistent with observations from field campaigns at dif-

ferent depths. The validity of the relation should be con-

firmed with additional assessments spanning a range of

water depths. Identifying an adequate depth-dependent

relationship will ultimately improve the wind stress rep-

resentation in our models, and our generalized formula

for depths should be regarded as only a starting point.

A better wind stress formulation will also improve the

representation of different physical processes involving

surface winds. Better wind estimations should be reflected

in improved surface-flux estimations, in a more accurate

coupling with oceanmodels that use the wind to derive the

stress at the ocean–atmosphere interface, or in improved

surge estimations that, for instance, should provide better

estimations of storm impacts at coastal locations. From a

more applied point of view, the reduced bias in wind

simulations should have a direct benefit in thewind-energy

industry since the number of offshore wind farms installed

over shallow waters has been increasing over the last few

years, and this work leads to an improvement for the hub-

height winds that are relevant to this application.
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site (FINO3), making the findings more robust. The
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