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ABSTRACT

We consider a class of stochastic impulse control problems of linear diffusions
arising in studies considering the determination of optimal dividend policies
and in studies analyzing the optimal management of renewable resources. We
derive a set of weak conditions guaranteeing both the existence and uniqueness
of the optimal policy and its value by relying on a combination of the classical
theory of diffusions, stochastic calculus, and ordinary nonlinear programming
techniques. We also analyze two associated stochastic control problems and
establish a general ordering for both the values and the marginal values of the
considered stochastic control problems.
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1 INTRODUCTION

A stochastic impulse control policy can typically be characterized by two fac-
tors: the random dates at which the considered policies are exercised and the
size of the applied policies. This characterization naturally indicates that the
timing and the size of an impulse control are factors which canbe separately
studied depending on the precise nature of the considered class of applications.
For example, in most forest economic applications of stochastic impulse con-
trol the implemented impulse size is typically exogenouslygiven through the
exogenously determined generic initial state at which the underlying stochastic
process is restarted after the forest has been harvested (see, for example, 3, 4,
5, 6, 26, and 27). On the other hand, most capital theoretic andcash flow man-
agement applications of impulse control are based on modelswhere both the
timing and the size of an admissible impulse policy have to besimultaneously
determined (see, for example, 7, 8, 13, 19, 24; see also 17 foran excellent
survey on stochastic impulse control applications in finance). Given the appli-
cability of stochastic impulse control it is not surprisingthat the mathematical
analysis of such problems is well-established (see, for example, 11, 12, 15,
18, 20, 22; see also 9 for a seminal textbook on quasi-variational inequali-
ties and impulse control). In most cases the analysis of the impulse control
problem is based on a combination of dynamic programming techniques and
quasi-variational inequalities. Even though that approach is general and ap-
plies in the multidimensional case as well, it typically results into functional
inequalities which, depending on the nature of the considered problem, may
be relatively difficult to analyze and in that way difficult tointerpret in terms
of the particular application.

Given the arguments mentioned above, we consider in this studya class of
stochastic impulse control problems where the decision maker has to choose
both the timing and the size of the optimal policy affecting the dynamics of
the underlying linear time-homogenous diffusion process.We generalize the
analysis of the study 7 in two ways. First, instead of relyingon a simple linear
and state-independent exercise payoff, we introduce a state-dependent and po-
tentially non-linear cash flow term measuring the revenue flow accrued from
continuing operation (in forest economics this flow term is typically interpreted
as the flow of returns accrued from amenity services; cf. 5). This extension
is of interest, since as our analysis clearly demonstrates,in the presence of a
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state-dependent and potentially non-linear cash flow no strong concavity re-
quirements are needed in order to guarantee both the existence and uniqueness
of an optimal policy (which is in sharp contrast with the findings of the linear
state-independent exercise payoff case studied in 7). Second, in order to model
the potential imperfect controllability of the underlyingstochastic dynamics,
we also consider situations where an arbitrary admissible impulse may result
into a jump discontinuity which is either greater or smaller than the size of
the actual impulse (such configurations typically arise in models considering
either the effects of taxation or the effects of financial frictions on rational
cash flow management). Although this imperfection is modelled as a linear
function of the applied impulse control policy, it has a profound impact on
both the optimal policy and its value since it affects the required rate of return
and, therefore, the marginal value of the optimal policy in anon-linear way
(put somewhat differently, the linearly modelled imperfection has an nonlinear
impact on the associated boundary value problems).

Instead of analyzing the considered class of stochastic impulse control
problems directly via dynamic programming techniques and quasi-variational
inequalities, we follow the approach introduced in 3 and 4 andfirst derive
an associated class of iteratively defined Markovian functionals modelling the
value accrued from applying a potentially suboptimal stochastic impulse con-
trol policy characterized by a sequence of constant-sized impulses exerted ev-
ery time the underlying diffusion hits a predetermined and constant exercise
threshold. By relying on standard nonlinear programming techniques we state
the ordinary first order necessary conditions characterizing the exercise thresh-
old and impulse size maximizing the value of the associated class of Marko-
vian functionals. We then present a set of relatively weak sufficient conditions
under which an optimal pair satisfying the necessary conditions exists and is
unique and under which this solution actually characterizesboth the size of
the optimal impulse and the threshold at which the irreversible policy should
be optimally exerted. In accordance with these observations, we then find that
given the policy mentioned above the iteratively defined Markovian functional
actually constitutes the value of the optimal stochastic impulse control.

We also consider two associated stochastic control problems (namely, a
singular stochastic control and an optimal stopping problem) and analyze the
boundary value problem connecting these values. As intuitively is clear, we
find that the value of the associated singular stochastic control problem domi-
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nates the value of the stochastic impulse control problem which, in turn, domi-
nates the value of the associated optimal stopping problem.Somewhat surpris-
ingly, we also find that the same ordering is satisfied by the marginal values as
well. More precisely, we establish the marginal value of the associated singu-
lar stochastic control problem dominates the marginal value of the stochastic
impulse control problem which, in turn, dominates the marginal value of the
associated optimal stopping problem. Thus, our results extend the findings of 7
by demonstrating that the positivity of the relationship between the (marginal)
value and the flexibility of the admissible policy is satisfied also in the pres-
ence of a state-dependent and potentially non-linear cash flow. In economic
terms, our findings unambiguously prove that increased policy flexibility does
not only increase the value of the optimal admissible policy, it also increases
the rate at which this value grows.

The contents of this study are as follows. In section two we present the
considered class of stochastic impulse control problems. In section three we
then state a set of auxiliary results and analyze the two associated stochastic
control problems. In section four we then analyze the considered stochastic
impulse control problem and state our main results. Finally, our results are
explicitly illustrated in section five in a model based on geometric Brownian
motion.
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2 THE IMPULSE CONTROL PROBLEM

2.1 GENERAL SETUP

It is our purpose in this study to analyze a class of stochastic impulse con-
trol problems of linear diffusions arising in many financialand economical
applications of stochastic control theory. In order to accomplish this task, let
(Ω,F , {Ft}t≥0,P) denote a complete filtered probability space satisfying the
usual conditions and assume that the dynamics of the underlying controlled
diffusion process are given by the generalized Itô equation

Xν
t = x+

∫ t

0
µ(Xν

s )ds+

∫ t

0
σ(Xν

s )dWs −
∑

τk≤t

βζk, 0 ≤ t ≤ τ ν0 (2.1)

whereβ > 0 is exogenously given constant,τ ν0 = inf{t ≥ 0 | Xν
t ≤ 0} de-

notes the possibly finite first exit date from the state-spaceR+ of the controlled
diffusion process andµ : R+ → R andσ : R+ → R+ are known sufficiently
smooth mappings (at least continuous) guaranteeing the existence of a solution
for the stochastic differential equation

dXt = µ(Xt)dt+ σ(Xt)dWt, X0 = x, (2.2)

characterizing the dynamics of the underlying diffusion inthe absence of in-
terventions (cf. 10, pp. 46–47). It is at this point worth emphasizing that the
parameterβ can be interpreted as a measure of theimperfect controllability
of the underlying stochastic dynamics, since an arbitrary admissible impulse
results into a jump discontinuity which is either greater or smaller than the size
of the actual impulse wheneverβ 6= 1. As in 22, an impulse control for the
system (2.1) is a potentially infinite joint sequenceν = {(τk, ζk)}

N
k=1, N ≤ ∞,

where{τk}Nk=1 denotes an increasing sequence ofFt-stopping times for which
τ1 > 0 and{ζk}Nk=1 denotes a sequence of non-negative impulses exerted at
the corresponding intervention dates{τk}Nk=1, respectively. We denote asV
the class of admissible impulse controlsν and assume thatτk → τ ν0 almost
surely for allν ∈ V andx ∈ R+. Furthermore, in line with most financial
and economical applications, we assume that the upper boundary ∞ is natural
and the lower boundary0 is either natural, exit or regular for the controlled
diffusion in the absence of interventions. Whenever0 is regular forXt, it is
assumed to be killing (in line with the concept of liquidation). As usually, we
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denote as

A =
1

2
σ2(x)

d2

dx2
+ µ(x)

d

dx

the differential operator associated with the underlying diffusionXt.

2.2 THE IMPULSE CONTROL PROBLEM

Given the stochastic dynamics in (2.1) and the assumptions presented above
on the dynamics of the controlled system, define theexpected cumulative net
present value of the revenues from the present up to a potentially infinite future
as

Jνc (x) = Ex

[

∫ τν
0

0
e−rsπ(Xν

s )ds+
N

∑

k=1

e−rτk(λζk − c)

]

, (2.3)

whereλ > 0 is an exogenously given constant,c > 0 is a known constant
measuring a lump-sum sunk cost associated with the irreversible policy, and
π : R+ → R+ is a given continuous, non-decreasing and non-negative map-
ping measuring therevenue flow accrued from continuing the operation. This
type of objective functional arise frequently in studies considering rational
cash flow management (optimal dividend policy) and in studies considering
the rational harvesting of renewable resources.

Given the definition ofJνc (x) we plan to study the stochastic impulse con-
trol problem

Vc(x) = sup
ν∈V

Jνc (x), x ∈ R+ (2.4)

and to determine an admissible impulse controlν∗ for which the maximum
Jν

∗

c (x) = Vc(x) is attained for allx ∈ R+. In order to proceed in the analysis
of the considered class of stochastic control problems, we first establish the
following verification theorem.

Lemma 2.1. Assume that there is a mappingF : R+ 7→ R+ satisfying the
conditions

(a) (Rrπ)(x) − F (x) is r-subharmonic for the diffusionXt, and

(b) F (x) satisfies for allx ∈ R+ the inequality

F (x) ≥ sup
βζ∈[0,x]

[λζ − c+ F (x− βζ)] . (2.5)
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Then,F (x) ≥ Vc(x) for all x ∈ R+.

Proof. Let ν ∈ V be an admissible stochastic impulse control. Since{τj}j∈N

is an increasing sequence of stopping times, we first observe that the assumed
r-subharmonicity of the mapping(Rrπ)(x) − F (x) implies that

E

[

e−rτj+1

(

(Rrπ)(Xν
τj+1−

) − F (Xν
τj+1−

)
)

|Fτj

]

≥

e−rτj
(

(Rrπ)(Xν
τj

) − F (Xν
τj

)
)

.
(2.6)

Applying Dynkin’s theorem to the mapping(Rrπ)(x) now yields

E

[

e−rτj+1(Rrπ)(Xν
τj+1−

)|Fτj

]

= e−rτj(Rrπ)(Xν
τj

)

− EFτj

∫ τj+1−

τj

e−rsπ(Xν
s )ds

implying that inequality (2.6) can be re-expressed as

e−rτjF (Xν
τj

) − E

[

e−rτj+1F (Xν
τj+1−

)|Fτj

]

≥ EFτj

∫ τj+1−

τj

e−rsπ(Xν
s )ds.

Taking expectations and invoking the tower property of conditional expecta-
tions then yields

Ex

[

e−rτjF (Xν
τj)

]

− Ex

[

e−rτj+1F (Xν
τj+1−

)
]

≥ Ex

∫ τj+1−

τj

e−rsπ(Xν
s )ds.

Letting τ0 = 0, summing terms fromj = 0 to j = n ∧ N , and applying the
nonnegativity of the mappingF (x) results in

F (x) ≥
n∧N
∑

j=1

e−rτjEx

[

F (Xν
τj−

) − F (Xν
τj

)
]

+ Ex

∫ τn∧N+1−

0
e−rsπ(Xν

s )ds.

SinceXτj = Xτj− − βζj for any admissible strategy andF (x) satisfies the
quasi-variational inequalityF (x) ≥ supβζ∈[0,x] [λζ − c+ F (x− βζ)] for all
∈ R+ we find that

F (x) ≥ Ex





∫ τn∧N+1−

0
e−rsπ(Xν

s )ds+
n∧N
∑

j=1

e−rτj(λζj − c)



 .
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Lettingn→ ∞ and invoking dominated convergence then finally implies that

F (x) ≥ Ex





∫ τν
0

0
e−rsπ(Xν

s )ds+
N

∑

j=1

e−rτj(λζj − c)



 .

Since this inequality is valid for any admissible impulse control, it has to be
valid for the optimal as well from which the alleged result follows.

Lemma 2.1 states a set of considerably weak sufficient conditions which
can be applied in the verification of the optimality of a valueattained by ap-
plying an admissible policy. An interesting implication of Lemma 2.1 stating
a set of more easily applicable sufficient conditions is now summarized in the
following.

Corollary 2.2. Assume that the mappingF : R+ 7→ R+ satisfies the conditions
F ∈ C1(R+)∩C2(R+\D), whereD is a set of measure zero andF ′′(x±) <∞

for all x ∈ D. Assume also thatF (x) satisfies the quasi-variational inequality
(2.5) for allx ∈ R+ and the variational inequality(AF )(x)−rF (x)+π(x) ≤

0 for all x 6∈ D. Then,F (x) ≥ Vc(x) for all x ∈ R+.

Proof. As was established in Theorem D.1. in 23 (pp. 315–318) the conditions
of our corollary guarantee that there a sequence{Fn}

∞
n=1 of mappingsFn ∈

C2(R+) such that

(i) Fn → F uniformly on compact subsets ofR+, asn→ ∞;

(ii) (AFn) − rFn → (AF ) − rF uniformly on compact subsets ofR+\D,
asn→ ∞;

(iii) {(AFn) − rFn}
∞
n=1 is locally bounded onR+.

Applying Itô’s theorem to the mapping(t, x) 7→ e−rt∆n(x), where∆n(x) =

((Rrπ)(x) − Fn(x)), taking expectations, and reordering terms yields

e−rτj∆n(X
ν
τj

) = E

[

e−rτj+1∆n(X
ν
τj+1−

) −

∫ τj+1−

τj

e−rs((AFn)(X
ν
s )

− rFn(X
ν
s ) + π(Xν

s ))ds
∣

∣

∣Fτj

]

.

Letting n → ∞, applying Fatou’s theorem, and invoking the variational in-
equality(AF )(x) − rF (x) + π(x) ≤ 0 then yields

e−rτj((Rrπ)(Xν
τj

)−F (Xν
τj

)) ≥ E

[

e−rτj+1((Rrπ)(Xν
τj+1−

) − F (Xν
τj+1−

))
∣

∣

∣Fτj

]

.

The alleged result now follows from Lemma 2.1.
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3 AUXILIARY RESULTS

3.1 SOME ASSOCIATED FUNCTIONALS

Denote asL1(R+) the class of measurable mappingsf : R+ → R satisfying
the uniform integrability condition

Ex

[
∫ τ0

0
e−rs

∣

∣f(Xs)
∣

∣ds

]

,

whereτ0 = inf{t ≥ 0 | Xt ≤ 0} denotes the first, potentially infinite, exit
date for the uncontrolled diffusionXt from the state-spaceR+. Given the class
L1(R+), define for arbitraryf ∈ L1(R+) the resolvent functional(Rrf) :

R+ → R measuring the expected cumulative present value of the cashflow
f(Xt) from the present up to the first liquidation dateτ0 as

(Rrf)(x) = Ex

[
∫ τ0

0
e−rsf(Xs)ds

]

.

It is a well-known fact from the literature on linear diffusions that the expected
cumulative present value of a cash flowf ∈ L1(R+) can be rewritten as

(Rrf)(x) = B−1ϕ(x)

∫ x

0
ψ(y)f(y)m′(y)dy+B−1ψ(x)

∫ ∞

x
ϕ(y)f(y)m′(y)dy,

(3.1)
whereψ is the increasing andϕ is the decreasing fundamental solution of the
ordinary second-order linear differential equation(Au) = ru defined on the
domain of the characteristic operator of the diffusionXt (see 10 pp. 18–20 for
a throughout characterization of the associated fundamental solutions and the
Green function of a linear diffusion),

B =
ψ′(x)

S ′(x)
ϕ(x) −

ϕ′(x)

S ′(x)
ψ′(x)

denotes the constant (with respect to the scale) Wronskian determinant,

S ′(x) = exp

(

−

∫ x 2µ(y)

σ2(y)
dy

)

denotes the density of the scale functionS of the diffusionXt and

m′(x) =
2

σ2(x)S ′(x)
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denotes the density of the speed measurem of the diffusionXt.
Define now the mappingθ : R+ → R measuring the rate at which the total

revenues are appreciating as

θ(x) = βπ(x) + λρ(x), (3.2)

whereρ(x) = µ(x) − rx measures the net appreciation rate of the under-
lying controlled diffusionXt. Throughout this study we will assume that
π, ρ ∈ L1(R+), therefore alsoθ ∈ L1(R+). Consider now the expected cumu-
lative present value(Rrθ)(x). By invoking the Greenian representation (3.1),
differentiating the equation sidewise and dividing sidewisewith the termψ′(x)

we find out that
(Rrθ)

′(x)

ψ′(x)
= B−1ϕ

′(x)

ψ′(x)

∫ x

0
ψ(y)θ(y)m′(y)dy +B−1

∫ ∞

x
ϕ(y)θ(y)m′(y)dy.

Now ordinary differentiation yields

d

dx

[

(Rrθ)
′(x)

ψ′(x)

]

=
2S ′(x)

σ2(x)ψ′2(x)
L(x),

where the functionalL : R+ → R is defined as

L(x) = r

∫ x

0
ψ(y)θ(y)m′(y)dy − θ(x)

ψ′(x)

S ′(x)
.

The functionalL will prove to be the key ingredient when determining optimal
policies in all the considered stochastic control problems. The next lemma will
shed light on some of the useful properties of the functionalL under reasonable
assumptions on the mappingθ.

Lemma 3.1. Assume, that there exists a statex∗ ∈ R+ for which the function
θ is increasing on the interval(0, x∗) and decreasing on the interval(x∗,∞).
Moreover, assume that0 ≤ limx↓0 θ(x) < ∞ and that limx→∞ θ(x) < 0.
Then there exists a unique statex̂ = argmin{(Rrθ)

′(x)/ψ′(x)} ∈ (x∗,∞)

satisfying the conditionL(x̂) = 0.

Proof. For z > x > x∗ we have that

1

r
[L(z) − L(x)] =

∫ z

x
ψ(y)θ(y)m′(y)dy −

θ(z)

r

ψ′(z)

S ′(z)
+
θ(x)

r

ψ′(x)

S ′(x)

>
θ(z)

r

[

ψ′(z)

S ′(z)
−
ψ′(x)

S ′(x)

]

−
θ(z)

r

ψ′(z)

S ′(z)
+
θ(x)

r

ψ′(x)

S ′(x)

=
[θ(x) − θ(z)]

r

ψ′(x)

S ′(x)
> 0,
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proving thatL is monotonously increasing on(x∗,∞). In the same manner,
we see that wheneverz < x < x∗

1

r
[L(x) − L(z)] =

∫ x

z
ψ(y)θ(y)m′(y)dy −

θ(x)

r

ψ′(x)

S ′(x)
+
θ(z)

r

ψ′(z)

S ′(z)

<
[θ(z) − θ(x)]

r

ψ′(z)

S ′(z)
< 0

showing thatL is monotonously decreasing on(0, x∗).
Since the boundary0 is assumed to be natural, exit or killing, we see imme-

diately thatlimx↓0 L(x) ≤ 0. Moreover, the assumed monotonicity properties
of the mappingθ(x) implies that

L(x∗) = r

∫ x∗

0
ψ(y)θ(y)m′(y)dy − θ(x∗)

ψ′(x∗)

S ′(x∗)

≤ θ(x∗)
[ψ′(x∗)

S ′(x∗)
−
ψ′(0)

S ′(0)

]

− θ(x∗)
ψ′(x∗)

S ′(x∗)
< 0.

On the basis of the assumptions on the mappingθ it is evident that there exists
a statex0 ∈ (x∗,∞) such thatθ(x0) = 0. Moreover,θ(x) > 0 whenever
x ∈ (0, x0). Hence, the proved monotonicity ofL(x) and the inequality

L(x0) = r

∫ x0

0
ψ(y)θ(y)m′(y)dy > 0

prove that there is a unique statex̂ ∈ (x∗,∞) such thatL(x̂) = 0.

Along with the functionalL, two additional functionals will be of great im-
portance in the subsequent study of the considered stochastic control problems.
These functionals, which are now denoted asI : R+ → R andJ : R+ → R,
are defined as

I(x) =
β(Rrπ)′(x) − λ

ψ′(x)

and as
J(x) = β(Rrπ)(x) − λx− I(x)ψ(x).

However, as we are about to establish, the key properties of these functionals
I andJ are dictated by the behavior ofL, the behavior of which is again, by
definition, dictated byθ. First note that sinceρ ∈ L1(R+) the expression

d

dx

[

(Rrρ)
′(x)

ψ′(x)

]

=
2S ′(x)

σ2(x)ψ′2(x)

[

r

∫ x

0
ψ(y)ρ(y)m′(y)dy − ρ(x)

ψ′(x)

S ′(x)

]
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holds. On the other hand, since (cf. 3, Lemma 2.1)

ψ′′(x) =
2S ′(x)

σ2(x)

[

r

∫ x

0
ψ(y)ρ(y)m′(y)dy − ρ(x)

ψ′(x)

S ′(x)

]

,

we have that
d

dx

[

(Rrρ)
′(x)

ψ′(x)

]

=
ψ′′(x)

ψ′2(x)
.

Consequently, we discover that

I ′(x) =
d

dx

[

β(Rrπ)′(x) − λ

ψ′(x)

]

=
d

dx

[

(Rrθ)
′(x)

ψ′(x)

]

=
2S ′(x)

σ2(x)ψ′2(x)
L(x) S 0, whenx S x̂.

In other words, the fact whether the functionalI is increasing or decreasing
is dictated by the sign of the value of the functionalL. Secondly, ordinary
differentiation yields

J ′(x) = −ψ(x)I ′(x) S 0, whenx T x̂;

henceL dictates also the monotonicity properties ofJ . Finally, invoking the
Greenian representation of the resolvent(Rrπ)(x), we discover that

J(x) = β
S ′(x)

ψ′(x)

∫ x

0
ψ(y)π(y)m′(y)dy + λ

(

ψ(x)

ψ′(x)
− x

)

=
S ′(x)

ψ′(x)

∫ x

0
ψ(y)θ(y)m′(y)dy,

since
ψ(x)

ψ′(x)
− x =

S ′(x)

ψ′(x)

∫ x

0
ψ(y)ρ(y)m′(y)dy

(cf. 7, Lemma 3.3). To close the subsection, we present a lemmadetermin-
ing the boundary properties of the functionalsI andJ under assumptions of
Lemma 3.1 on the mappingθ.

Lemma 3.2. Assume that the conditions of lemma 3.1 are satisfied. Then
limx↓0 J(x) ≥ 0, limx↓0 I(x) ≥ 0, limx→∞ J(x) = −∞ and limx→∞ I(x) ≤

0.
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Proof. We have shown that

J(x) =
S ′(x)

ψ′(x)

∫ x

0
ψ(y)θ(y)m′(y)dy.

If 0 is attainable, thenJ(0) = 0, sincelimx↓0
ψ′(x)
S′(x)

> 0. On the other hand, if

0 is unattainable, thenlimx↓0
ψ′(x)
S′(x)

= 0. In this case, invoking L’Hospitals rule
yields

lim
x↓0

J(x) = lim
x↓0

ψ(x)θ(x)m′(x)
d
dx

[

ψ′(x)
S′(x)

] = lim
x↓0

ψ(x)θ(x)m′(x)

rψ(x)m′(x)
= lim

x↓0

θ(x)

r
≥ 0.

To prove the alleged behavior ofJ at infinity, note that

lim
x→∞

∫ x

0
ψ(y)θ(y)m′(y)dy = −∞

and thatlimx→∞
ψ′(x)
S′(x)

= ∞. Thus

lim
x→∞

J(x) = lim
x→∞

θ(x)

r
= −∞.

We showed in the Lemma 3.1 that the statex̂ lies in the interval(x∗,∞),
i.e. whereθ is monotonously decreasing. Hence forx > x̂, we have that

I(x) = B−1ϕ
′(x)

ψ′(x)

[

θ(x̂)

r

ψ′(x̂)

S ′(x̂)
+

∫ x

x̂
ψ(y)θ(y)m′(y)dy

]

+B−1
∫ ∞

x
D(y)dy

≤ B−1ϕ
′(x)

ψ′(x)

[

θ(x̂)

r

ψ′(x̂)

S ′(x̂)
+
θ(x̂)

r

(

ψ′(x)

S ′(x)
−
ψ′(x̂)

S ′(x̂)

)]

+B−1
∫ ∞

x
D(y)dy

= B−1ϕ
′(x)

S ′(x)

θ(x̂)

r
+B−1

∫ ∞

x
D(y)dy,

whereD(y) := ϕ(y)θ(y)m′(y). By lettingx tend to infinity in the inequality
above, we discover that

lim
x→∞

I(x) ≤ 0,

sincelimx→∞
ϕ′(x)
S′(x)

= 0. The propertylimx↓0 I(x) ≥ 0 is still left to prove. In
order to prove this, observe that the conditionI(x) ≥ I(x̂) implies that

(Rrθ)
′(x)

S ′(x)
≥ I(x̂)

ψ′(x)

S ′(x)
.
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By continuity, this means that

lim
x↓0

(Rrθ)
′(x)

S ′(x)
≥ lim

x↓0
I(x̂)

ψ′(x)

S ′(x)
= 0;

hencelimx↓0(Rrθ)
′(x) ≥ 0. Now the desired result

lim
x↓0

I(x) = lim
x↓0

(Rrθ)
′(x)

ψ′(x)
≥ 0

follows, sinceψ′(x) > 0.

3.2 THE ASSOCIATED SINGULAR CONTROL PROBLEM

Before proceeding to the analysis of the stochastic impulsecontrol problem,
we first consider an associated singular stochastic control problem and illus-
trate how the two stochastic control problems are connected. In order to ac-
complish this task, consider the associated controlled diffusion processXZ

t

described onR+ by the generalized Itô stochastic differential equation

dXZ
t = µ(XZ

t )dt+ σ(XZ
t )dWt − βdZt, X

Z
0 = x, (3.3)

where the processZt is anadmissible (bounded variation) control, meaning
a non-negative, non-decreasing, right-continuous and{Ft}-adapted process.
We denote the class of such processes asΛ and assume thatµ andσ satisfy
the same regularity conditions as in the impulse control case. Given these
assumptions, we will next consider the associated singular control problem

K(x) = sup
Z∈Λ

Ex

[

∫ τZ
0

0
e−rs

(

π(XZ
s )ds+ λdZs

)

]

, (3.4)

whereτZ0 = inf{t ≥ 0 | XZ
t ≤ 0} denotes the first exit date of the controlled

diffusion from R+. It is worth observing that applying the generalized Itô
theorem to the linear mappingx 7→ λx/β yields

Ex

∫ τN

0
e−rsλdZs =

λx

β
+ Ex

∫ τN

0
e−rs

λ

β
ρ(XZ

s )ds− Ex

[

e−rτN
λ

β
XZ
τN

]

whereτN = τZ0 ∧N ∧ inf{t ≥ 0 |XZ
t ≥ N} is an almost surely finite stopping

time. The non-negativity of the controlled process then results by lettingN
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tend to infinity and invoking monotone convergence to the inequality

K(x) ≤ β−1

[

λx+ sup
Z∈Λ

Ex

∫ τZ
0

0
e−rsθ(XZ

s )ds

]

. (3.5)

It is clear that if the implemented admissible policy satisfies the condition
limN→∞ Ex

[

e−rτNXZ
τN

]

= 0 then the inequality (3.5) becomes an equality.
In that case the value of the optimal policy can be decomposedinto a part
measuring the value of the instantaneous liquidation policy and the expected
cumulative present value of the future revenues accrued from postponing the
immediate liquidation of the underlying process.

In the next lemma we will establish the value and the optimal policy for
the problem (3.4). These results will later turn out to be useful in the analysis
of the impulse control problem (2.4) as well.

Lemma 3.3. Assume, that the conditions of the Lemma 3.1 are met. Then
optimal singular stochastic control reads as

Zt =







(x− x̂)+ t = 0

L(t, x̂) t > 0,
(3.6)

where the threshold̂x ∈ (x∗,∞) is the unique root of the first-order condition
L(x̂) = 0. Moreover, the value of the optimal policy reads as

K(x) =







β−1
(

λx+ θ(x̂)
r

)

x ≥ x̂

(Rrπ)(x) − β−1I(x̂)ψ(x) x < x̂
(3.7)

implying that the marginal value of the optimal policy can be expressed as

K ′(x) = (Rrπ)′(x) + β−1ψ′(x) sup
y≥x

[

λ− β(Rrπ)′(y)

ψ′(y)

]

=







λβ−1 x ≥ x̂

(Rrπ)′(x) − β−1I(x̂)ψ′(x) x < x̂.

(3.8)

Proof. Denote the proposed value function asKp(x). It is clear thatKp(x) ≤

K(x), sinceKp(x) is attained by applying the admissible local time push (i.e.
reflection atx̂) policy (3.6). In order to establish the opposite inequality, we
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first observe that the proposed value function is twice continuously differen-
tiable onR+. Moreover, ordinary differentiation yields that

K ′
p(x) =







λβ−1 x ≥ x̂

β−1 [λ+ ψ′(x) (I(x) − I(x̂))] x < x̂.

Since the statêx is the global minimum of the functionalI, we find that
K ′
p(x) ≥ λβ−1 for all x ∈ R+. Finally, we also find that

(AKp)(x) − rKp(x) + π(x) =







β−1 (θ(x) − θ(x̂)) x ≥ x̂

0 x < x̂.

Since the statêx is attained on the set whereθ is strictly decreasing, we find
that (AKp)(x) − rKp(x) + π(x) ≤ 0 for all x ∈ R+. Thus, the proposed
value functionKp(x) satisfies the conditions of Lemma 1 in 1 and, therefore,
Kp(x) ≥ K(x) for all x ∈ R+.

Lemma 3.3 states a set of weak conditions under which the associated sin-
gular stochastic control problem (3.4) is solvable. A set ofinteresting compara-
tive static results implied by Lemma 3.3 are now summarized in the following.

Corollary 3.4. Assume that the conditions of Lemma 3.3 are satisfied. Then

(i) the valueK(x) and the marginal valueK ′(x) of the optimal policy are
decreasing functions of the parameterβ;

(ii) the valueK(x) and the marginal valueK ′(x) of the optimal policy are
increasing functions of the parameterλ;

(iii) the optimal exercise threshold̂x is an increasing mapping of the param-
eterβ and a decreasing mapping of the parameterλ.

Proof. (i) Denote the value associated with the parameterβi asKi(x), i =

1, 2. It is now clear from the proof of Lemma 3.3 thatK2(x) satisfies the
sufficient variational inequalities(AK2)(x)−rK2(x)+π(x) ≤ 0 andK ′

2(x) ≥

λ/β2 > λ/β1 for all x ∈ R+. Hence,K2(x) ≥ K1(x) for all x ∈ R+. In
order to establish thatK ′

2(x) ≥ K ′
1(x) we observe that the mapping(λ −

β(Rrπ)′(x))/(βψ′(x)) is a decreasing function of the parameterβ from which
the alleged result follows by invoking the representation (3.8). Proving part
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(ii) is entirely analogous. It remains to consider the sensitivity of the optimal
exercise threshold̂x with respect to parametric changes. To this end, consider
the mapping

L̄(x, λ, β) = r

∫ x

0
ψ(y)(βπ(y) + λρ(y))m′(y)dy − (βπ(x) + λρ(x))

ψ′(x)

S ′(x)
.

If β1 > β2 then

L̄(x, λ, β1) − L̄(x, λ, β2) = (β1 − β2)

[

r

∫ x

0
ψ(y)π(y)m′(y)dy − π(x)

ψ′(x)

S ′(x)

]

≤ 0

since

r

∫ x

0
ψ(y)π(y)m′(y)dy − π(x)

ψ′(x)

S ′(x)
≤ −π(x)

ψ′(0)

S ′(0)
≤ 0

by the assumed monotonicity and non-negativity ofπ(x). Therefore, ifx̂i de-
notes the optimal exercise threshold associated withβi, i = 1, 2, we observe
that 0 = L̄(x̂1, λ, β1) ≤ L̄(x̂1, λ, β2) which, in turn, implies that̂x1 ≥ x̂2.
Establishing that̂x is a decreasing mapping of the parameterλ is entirely anal-
ogous.

Corollary 3.4 characterizes the impact of parametric changes on the value,
the marginal value and the optimal exercise threshold of theirreversible policy.
We observe that an increase inβ decreases both the value and the marginal
value of the optimal policy and, therefore, postpones exercise by increasing
the optimal exercise threshold. The contrary happens when the parameterλ
increases. An interesting implication of these comparativestatic results is that
parametric changes are neutral (i.e. do not affect the optimal exercise threshold
x̂) as long as the ratioλ/β is held constant.

It is worth emphasizing that the value (3.7) of the optimal singular stochas-
tic control can be re-expressed as

K(x) =







β−1 (λx+ J(x̂)) x ≥ x̂

(Rrπ)(x) − β−1I(x̂)ψ(x) x < x̂.
(3.9)

As we will notice in the subsequent analysis, (3.9) is closely related to the
value of the considered impulse control problem. Moreover,as our next lemma
indicates, the value (3.9) has an interesting maximality property summarized
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in the following lemma extending the results obtained in 7 in amodel subject
to a linear exercise payoff payoff.

Lemma 3.5. Define the continuously differentiable mappingH : R2
+ → R+ as

H(x, y) =







β−1 (λx+ J(y)) x ≥ y

(Rrπ)(x) − β−1I(y)ψ(x) x < y

and assume that the conditions of the Lemma 3.3 are met. ThenK(x) =

H(x, x̂) > H(x, y) andK ′(x) = Hx(x, x̂) > Hx(x, y) for all (x, y) ∈ R+ ×

R \ {x̂}. Moreover,Hy(x, y) < 0, for all (x, y) ∈ R+ × (x̂,∞).

Proof. Assume first, thaty > x̂. Then we find that

H(x, x̂)−H(x, y) =















β−1 (J(x̂) − J(y)) x̂ < y ≤ x

β−1 (λx+ I(y)ψ(x) + J(x̂)) − (Rrπ)(x) x̂ ≤ x < y

β−1ψ(x) (I(y) − I(x̂)) x < x̂ < y.

We have shown earlier as a consequence of Lemma 3.1 that

x̂ = argmin{I(x)} = argmax{J(x)}.

Therefore,I(y) − I(x̂) > 0 and J(x̂) − J(y) > 0 for all y 6= x̂. Con-
sider now the differenceH(x, x̂) − H(x, y) on the interval[x̂, y). SinceJ is
monotonously decreasing on the interval[x̂,∞), we find that

β−1 (λx+ I(y)ψ(x) + J(x̂)) − (Rrπ)(x)

≥ β−1 (λx+ I(y)ψ(x) + J(x)) − (Rrπ)(x)

= β−1ψ(x) (I(y) − I(x)) > 0.

This observation proves thatH(x, x̂) > H(x, y) for all x ∈ R+ whenever
y > x̂. In order to verify the second case assume now thaty < x̂. In that case

H(x, x̂)−H(x, y) =















β−1 (J(x̂) − J(y)) y < x̂ ≤ x

(Rrπ)(x) − β−1 (λx− I(x̂)ψ(x) − J(y)) y ≤ x < x̂

β−1ψ(x) (I(y) − I(x̂)) x < y < x̂.
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By relying on similar arguments as above we find that it sufficesto consider
the differenceH(x, x̂)−H(x, y) on the interval[y, x̂). Again the monotonicity
of J implies that

(Rrπ)(x) − β−1 (λx− I(x̂)ψ(x) − J(y))

≥ (Rrπ)(x) − β−1 (λx− I(x̂)ψ(x) − J(x))

= β−1ψ(x) (I(x) − I(x̂)) > 0.

Consequently, we find thatH(x, x̂) −H(x, y) > 0 for all (x, y) ∈ R+ × R+ \

{x̂}. Establishing thatHx(x, x̂)−Hx(x, y) > 0 for all (x, y) ∈ R+×R+ \{x̂}

is completely analogous. It remains yet to show thatHy(x, y) < 0 for all
(x, y) ∈ R+ × (x̂,∞). Ordinary differentiation yields that

Hy(x, y) =







β−1J ′(y) x ≥ y

−β−1ψ(x)I(y) x < y.

This quantity is negative, sinceJ is monotonously decreasing on(x̂,∞). This
completes the proof of the lemma.

Lemma 3.5 shows that the value of the associated singular stochastic con-
trol problem does not only dominate but also grows faster thanany other solu-
tion of the associated free boundary value problem (see 7 fora similar obser-
vation in a model subject to a linear exercise payoff)

(Au)(x) − ru(x) + π(x) = 0, x < y

u′(x) = λ/β, x ≥ y.

This result is of interest since it emphasizes the role of theflexibility of the ad-
missible policy as the main determinant of both the actual value and its growth
rate. As we will later observe, it is these variational inequalities which relate
the considered stochastic impulse control problem to both the associated singu-
lar stochastic control problem and to the associated optimal stopping problem.

3.3 THE ASSOCIATED OPTIMAL STOPPING PROBLEM

LetXt be the diffusion evolving onR+ according to the ordinary Itô stochastic
differential equation (2.2) and assume that the infinitesimal coefficientsµ and
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σ satisfy the same regularity conditions as in the impulse control case. Given
these assumptions, consider the corresponding optimal stopping problem

Gc(x) = sup
τ<τ0

Ex

[
∫ τ

0
e−rsπ(Xs)ds+ e−rτ

(

λβ−1Xτ − c
)

]

, (3.10)

wherec ≥ 0 is an arbitrary constant andτ is an arbitraryFt-stopping time
satisfying the constraintτ < τ0 stating that the stopping time problem is de-
fined up to the first date the underlying diffusion exits from its state-spaceR+.
Along the lines indicated by (3.5) we find by applying Dynkin’s theorem to the
mappingx 7→ λx/β − c that

Gc(x) =
λ

β
x− c+

1

β
sup
τ<τ0

Ex

∫ τ

0
e−rs(θ(Xs) + βcr)ds

demonstrating how the value of the optimal policy can in thiscase be decom-
posed into the sum of the immediate exercise payoff and the early exercise pre-
mium. The next lemma will present a substantially deep relationship between
the associated singular control and the associated optimalstopping problem.

Lemma 3.6. Assume, that the conditions of Lemma 3.3 are met and thatc ≥ 0.
ThenK(x) > Gc(x) andK ′(x) > G′

c(x), where

Gc(x) = (Rrπ)(x) + β−1ψ(x) sup
y≥x

[

λy − β(Rrπ)(y) − βc

ψ(y)

]

=







β−1λx− c x ≥ x̄c

(Rrπ)(x) − β−1I(x̄c)ψ(x) x < x̄c

(3.11)

denotes the value of the optimal stopping problem andx̄c, denoting the optimal
stopping threshold, is the unique root of the equationJ(x̄c) = −βc.

Proof. In order to establish (3.11), denote asx0 the unique interior state at
which θ(x0) = 0. Since

ψ′(x)

S ′(x)
J(x) =

∫ x

0
ψ(y)θ(y)m′(y)dy,

we find that

d

dx

[

ψ′(x)

S ′(x)
J(x)

]

= ψ(x)θ(x)m′(x) T 0, x S x0.
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Sincelimx↓0
ψ′(x)
S′(x)

J(x) ≥ 0, we consequently discover thatJ(x) > 0 when-
ever x ∈ (0, x0). On the other hand, we proved in the Lemma 3.2 that
limx→∞ J(x) = −∞. Together with the monotonicity properties ofJ , this
demonstrates that there exists an unique statex̄c ∈ θ−1(R−) at which the con-
dition J(x̄c) = −βc is satisfied. Moreover, ordinary differentiation yields

d

dx

[

λx− β(Rrπ)(x) − βc

ψ(x)

]

=
ψ′(x)

ψ2(x)
(J(x) + βc) ,

which in turn implies that

x̄c = argmax

{

λx− β(Rrπ)(x) − βc

ψ(x)

}

.

Given these observations, denote the proposed value function asĜc(x).
Since

Ĝc(x) = Ex

[
∫ τ̄

0
e−rsπ(Xs)ds+ e−rτ̄

(

λβ−1Xτ̄ − c
)

]

,

where τ̄ = inf{t ≥ 0 | Xt ≥ x̄c}, we find thatĜc(x) ≤ Gc(x). On the
other hand, we also observe that the proposed value functionĜc(x) is continu-
ously differentiable onR+, twice continuously differentiable onR+ \{x̄c} and
satisfies the variational inequalitymin{rĜc(x) − (AĜc)(x) − π(x), Ĝc(x) −

λβ−1x + c} = 0. Thus,Ĝc(x) ≥ Gc(x), which finally implies thatĜc(x) =

Gc(x).
In order to prove thatK(x) ≥ Gc(x), observe that the value of the asso-

ciated singular control problem satisfies the variational inequality(AK)(x) −

rK(x) + π(x) ≤ 0 and the inequality

K(x) − λβ−1x+ c ≥ β−1J (min(x, x̂)) ≥ 0.

Thus,K(x) satisfies the sufficient variational inequalities guaranteeing that
K(x) ≥ Gc(x). The inequalityK ′(x) ≥ G′

c(x) is now a straightforward
consequence of (3.8) and Lemma 3.5

Lemma 3.6 states a set of conditions under which the associated optimal
stopping problem is solvable. Interestingly, we find that both the value and the
marginal value of the optimal timing policy are smaller thanthe value and the
marginal value of the associated singular stochastic control problem, respec-
tively. A set of interesting comparative static results implied by Lemma 3.6
are now summarized in the following.
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Corollary 3.7. Assume that the conditions of Lemma 3.6 are satisfied. Then

(i) the valueGc(x) is a decreasing function of both the parameterβ and the
sunk costc and an increasing function of the parameterλ;

(ii) the optimal exercise threshold̄xc is an increasing mapping of both the
parameterβ and the sunk costc and a decreasing mapping of the pa-
rameterλ.

Proof. The claim of part (i) of our corollary follow directly from the definition
of the exercise payoff. Thus, it is sufficient to consider thesensitivity of the
optimal threshold̄xc to changes in eitherλ, β, or c. To this end, consider the
mapping

L̃(x, λ, β, c) =

∫ x

0
ψ(y)(βπ(y) + λρ(y))m′(y)dy + βc

ψ′(x)

S ′(x)

and denote as̄xc(βi) the optimal exercise threshold associated with the param-
eterβi. If β1 > β2 then

L̃(x, λ, β1, c) − L̃(x, λ, β2, c) = (β1 − β2)

[
∫ x

0
ψ(y)π(y)m′(y)dy + c

ψ′(x)

S ′(x)

]

> 0

which implies that0 = L̃(x̄c(β1), λ, β1, c) > L̃(x̄c(β1), λ, β2, c) and, therefore,
thatx̄c(β1) > x̄c(β2). The analysis of the impact of changes in eitherλ or c on
the optimal exercise threshold is entirely analogous.

Corollary 3.7 extends the findings of Corollary 3.4 to the present example.
More precisely, we observe that an increases inβ postpones rational exercise
by expanding the continuation region where stopping is suboptimal. The op-
posite is shown to happen whenλ increases. Interestingly, we again find that
parametric changes are neutral (i.e. do not affect the optimal exercise threshold
x̄c) as long as the ratioλ/β is held constant. Moreover, as intuitively is clear,
our findings indicate that increased sunk costs decrease thevalue and postpone
rational exercise by expanding the continuation region.
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4 OPTIMAL IMPULSE CONTROL POLICY

4.1 NECESSARY CONDITIONS

The stochastic impulse control problems of type (2.4) are typically tackled
by relying on either dynamic programming techniques or on quasi-variational
inequalities. In this study, we plan to adopt an alternative approach which
yields more tangible and easily interpretable conditions on the optimality of
the control policy. Instead of considering the class of all admissible impulse
controls at once, we restrict our attention to the subclass{ν(ζ,y)} of admissible
impulse controls characterized by the sequence of intervention timesτ y0 =

0, τ yk = inf{t ≥ τ yk−1|X
ν
t ≥ y} and the sequence of interventionsζyk =

ζ + (x− y)+, for all k ≥ 1. That is, we restrict our attention interest to control
policies consisting of sequence of constant-sized impulses (with the exception
of the initial impulse which depends on the initial state) exerted every time
the underlying diffusion hits a predetermined, constant exercise thresholdy.
Given this class of admissible impulse controls, define the valueFc : R+ → R

accrued from applying the impulse controlν(ζ,y) asFc(x) = J
(ζ,y)
c (x). Since

Xτk+ = Xτk− − βζ for all k and the controlled diffusion evolves as the linear
diffusionXt between any two successive intervention dates, we observe that
for all x < y, the value satisfies the functional relation (a so-calledrunning
present value formulation)

Fc(x) = Ex

[
∫ τy

0
e−rsπ(Xs)ds+ e−rτy

(

λ
(

Xτy − (y − ζ)
)

− c+ Fc(y − βζ)
)

]

,

(4.1)
whereτy = inf{t ≥ 0 | Xt ≥ y}. Invoking the strong Markov property of
diffusions now implies that the valueFc(x) can be represented as

Fc(x) =







Fc(y − βζ) + λ(x− y + ζ) − c x ≥ y

(Rrπ)(x) + (λζ − c− (Rrπ)(y) + Fc(y − βζ)) ψ(x)
ψ(y)

x < y.

(4.2)
First of all, note that lettingx tend toy in (4.2) yields thevalue-matching
conditionFc(y) = Fc(y − βζ) + λζ − c which can be re-expressed in the
more familiar formFc(y − βζ) + λζ = Fc(y) + c stating thatthe value of the
investment opportunity has to coincide with its full costs (lost option value +
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sunk cost). On the other hand, by lettingx tend toy − βζ yields

Fc(y − βζ) =
ψ(y)(Rrπ)(y − βζ) + [λζ − c− (Rrπ)(y)]ψ(y − βζ)

ψ(y) − ψ(y − βζ)
. (4.3)

Now, inserting (4.3) into (4.2) implies that that the value can be expressed as

Fc(x) =







(Rrπ)(y − βζ) + h(ζ, y)ψ(y − βζ) + λ(x− y + ζ) − c x ≥ y

(Rrπ)(x) + h(ζ, y)ψ(x) x < y,

(4.4)
where the mappingh : R2

+ → R is defined as

h(ζ, y) =
(Rrπ)(y − βζ) − (Rrπ)(y) + λζ − c

ψ(y) − ψ(y − βζ)
. (4.5)

In order to prove the existence and uniqueness of the optimalimpulse con-
trol policy, we will consider the ordinary inequality constrained non-linear pro-
gramming problem

sup
βζ∈[0,y],
y∈R+

(Rrπ)(y − βζ) − (Rrπ)(y) + λζ − c

ψ(y) − ψ(y − βζ)
. (4.6)

To ease up the subsequent analysis, introduce a linear change of variables: let
z = y − βζ. Thusζ = β−1(y − z). Since the parameterβ is assumed to be
positive, the programming problem (4.6) can now be re-written as

sup
z∈[0,y],
y∈R+

(Rrπ)(z) − (Rrπ)(y) + λβ−1(y − z) − c

ψ(y) − ψ(z)
. (4.7)

If an interior pair maximizing the mappingh and, therefore, satisfying the
problem (4.7) exists, denote the value associated to this pair asF ∗

c (x). To ex-
press the same in a more accurate manner, if an interior pair(z∗c , y

∗
c ) satisfying

the problem (4.7) exists, define the mappingF ∗
c : R → R as

F ∗
c (x) =







(Rrπ)(z∗c ) + h(z∗c , y
∗
c )ψ(z∗c ) + l(x, y∗c , z

∗
c ) − c x ≥ y∗c

(Rrπ)(x) + h(z∗c , y
∗
c )ψ(x) x < y∗c ,

(4.8)

wherel(x, y, z) = λ (x− y − β−1(y − z)). Sinceh is a differentiable func-
tion, it is clear that if an interior pair(z∗c , y

∗
c ) satisfying the problem (4.7) exists,
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then this pair satisfies the ordinary necessary first-order conditions∂h
∂z

(z∗c , y
∗
c ) =

∂h
∂y

(z∗c , y
∗
c ) = 0. More precisely, if a an optimal pair exists, it must satisfythe

conditions






(ψ(y∗c ) − ψ(z∗c )) (λβ−1 − (Rrπ)′(y∗c )) = r(z∗c , y
∗
c )ψ

′(y∗c )

(ψ(y∗c ) − ψ(z∗c )) (λβ−1 − (Rrπ)′(z∗c )) = r(z∗c , y
∗
c )ψ

′(z∗c ),
(4.9)

wherer(z, y) = (Rrπ)(z) − (Rrπ)(y) + λβ−1(y − z) − c. This yields imme-
diately the condition

λ− β(Rrπ)′(z∗c )

ψ′(z∗c )
=
λ− β(Rrπ)′(y∗c )

ψ′(y∗c )
.

Using the notation introduced in the subsection 3.1, this canbe rewritten as

I(y∗c ) − I(z∗c ) = 0. (4.10)

On the other hand, since

ψ′(z∗c )

ψ(y∗c ) − ψ(z∗c )
=

(Rrπ)′(z∗c ) − λβ−1

r(z∗c , y
∗
c )

,

we find by invoking condition (4.10), reordering terms that

[β(Rrπ)(y∗c ) − I(y∗c )ψ(y∗c ) − λy∗c ]−[β(Rrπ)(z∗c ) − I(z∗c )ψ(z∗c ) − λz∗c ] = −βc.

Again, with the notation from the subsection 3.1, this can be expressed as

J(y∗c ) − J(z∗c ) = −βc. (4.11)

The conditions (4.10) and (4.11) are standard necessary first-order conditions
for the existence of the solution of the problem (4.7). In thenext subsection,
we will use the results derived in the subsection 3.1 in order toprove that under
the assumptions Lemma 3.1 there indeed exists auniqueinterior pair(z∗c , y

∗
c )

satisfying the algebraic equations (4.10) and (4.11). Thispair then induces an
uniquesolution(ζ∗c , y

∗
c ) for the non-linear programming problem (4.6).

4.2 EXISTENCE AND SUFFICIENCY

Having presented a set of necessary conditions for the optimality of the con-
sidered subclass of admissible stochastic impulse controls, we now establish a
set of weak conditions under which the necessary conditions (4.10) and (4.11)
have indeed a unique solution.
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Lemma 4.1. Assume that the conditions of Lemma 3.1 are met. Then there
exists an unique interior pair(z∗c , y

∗
c ) for which the necessary conditions(4.10)

and (4.11)are satisfied.

Proof. Existence. Define the mappingšJ : (0, x̂] → (J̌(0), J̌(x̂)] and Ĵ :

(x̂,∞) → (−∞, Ĵ(x̂)) as restrictions of the mappingJ and the mappingk :

R → R ask(x) = x − βc. By virtue of the properties ofJ , it is clear that
both of the mappingšJ and Ĵ are continuous and bijective. Now, define the
mappingŷ : (0, x̂) → (ŷ(x̂), ŷ(0)) as ŷ(x) = (J̌ ◦ k ◦ Ĵ−1)(x). By the
definitions ofJ̌ , Ĵ andk, we observe that̂y is well-defined. Moreover, the
mappingŷ is continuous and bijective as a composition of continuous and
bijective mappings. Finally, sincêy(z) = Ĵ−1(J̌(z) − βc), we find that the
equationJ(ŷ(z)) − J(z) = −βc holds for allz ∈ (0, x̂].

Analogously to the notation used above, define the mappingsǏ : (0, x̂] →

[Ǐ(x̂), Ǐ(0)) and Î : (x̂,∞) → (Î(x̂), Î(0)) as restrictions of the mappingI.
Define the mappingY : (Ǐ(x̂), Ǐ(0)) → (Î(ŷ(x̂)), Î(ŷ(0))) asY (x) = (Ǐ−1 ◦

ŷ ◦ Î)(x). Since0 < βc < ∞ andĴ is decreasing, we discover thatŷ(x̂) =

Ĵ−1(J̌(x̂)−βc) > Ĵ−1(J̌(x̂)) = x̂ andŷ(0) = Ĵ−1(J̌(0)−βc) ≤ Ĵ−1(−βc) <

∞. Firstly, these findings guarantee thatY is well-defined. Moreover, these
same findings coupled with Lemma 3.2 imply that

(

Î(ŷ(x̂)), Î(ŷ(0))
)

(
(

Î(x̂), Î(x)
)

∣

∣

x=∞
⊆

(

Ǐ(x̂), 0
)

⊆
(

Ǐ(x̂), Ǐ(0)
)

.

In other words, we discover that the image ofY is strictly included in the
domain ofY . This observation coupled with the fact thatY is continuous
and bijective leads us to the conclusion that the mappingY has a fixed point.
In other words, there exists a statez∗ ∈ (0, x̂), for which I(z∗) = Ǐ(z∗) =

Î(ŷ(z∗)) = I(ŷ(z∗)). Moreover, sincez∗ ∈ (0, x̂], the equationJ(ŷ(z∗)) −

J(z∗) = −βc also holds. These observations complete the first part of the
proof.

Uniqueness.Assume, that(z∗, ŷ(z∗)) is a solution for the conditions (4.10)
and (4.11). Due to the Lemma 3.2, we know that there exist such a state
x̌ ∈ (0, x̂) that I(x) < 0 for all x ∈ (x̌,∞). By virtue of this observation,
define the mappinǧy : (x̌, x̂) → (x̂,∞) as ŷ(x) = (Ǐ ◦ Î−1)(x). Using
the same arguments as with the mappingŷ, we find thaty̌ is well-defined,
continuous, bijective and that the equationI(y̌(z)) − I(z) = 0 holds for all
z ∈ (x̌, x̂).
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Consider now the slopes of the implicit curvesI(y̌(z)) − I(z) = 0 and
J(ŷ(z))− J(z) = −βc at the point(z∗, ŷ(z∗)). Standard differentiation yields
that

ŷ′(z∗) =
J ′(z∗)

J ′(ŷ(z∗))
=

ψ(z∗)

ψ(ŷ(z∗))

I ′(z∗)

I ′(ŷ(z∗))
>

I ′(z∗)

I ′(y̌(z∗))
= y̌′(z∗),

since by assumption(z∗, ŷ(z∗)) = (z∗, y̌(z∗)). This computation proves the
uniqueness of the solution.

Lemma 4.1 demonstrates that the conditions of Lemma 3.1 are sufficient
for both the existence and uniqueness of a solution for the typically highly
nonlinear necessary conditions (4.10) and (4.11). It is worth pointing out that
since the existence result of Lemma 4.1 is based on a fixed point argument, the
existence of a potentially optimal pair is guaranteed for a considerably broad
class of problems. Given the results of Lemma 4.1, we are now in position to
state our main result on the optimal stochastic impulse control policy and its
value.

Theorem 4.2. Assume, that the conditions of Lemma 3.1 are satisfied. Then,
the unique optimal impulse control policy isν∗ = ν(ζ∗c ,y∗c ). Moreover, the value
of the optimal impulse control policy reads as

Vc(x) = F ∗
c (x) =







β−1 (λx+ J(y∗c )) x ≥ y∗c

(Rrπ)(x) − β−1I(y∗c )ψ(x) x < y∗c .
(4.12)

Proof. Denote the proposed value function asV p
c (x). Since the policy de-

scribed above is admissible, it is clear thatV p
c (x) ≤ Vc(x). To prove the oppo-

site, we first observe thatV p
c ∈ C1(R+)∩C2(R+ \{y∗c}) and thatV p

c
′′(y∗c+) =

0 ≤ |(Rrπ)′′(y∗c ) − β−1I(y∗c )ψ
′′(y∗c )| = |V p

c
′′(y∗c−)| < ∞, meaning that

the proposed value functionV p
c is stochasticallyC2(R+). Moreover, byr-

harmonicity ofψ we have that((A − r)V p
c )(x) + π(x) = 0 on (0, y∗c ). For

x ∈ (y∗c ,∞), we have((A− r)V p
c )(x) + π(x) = θ(x)− rβ−1J(y∗c ). However,

since

I ′(x) =
2

σ2(x)ψ′(x)
[rJ(x) − θ(x)] ,

and I(x) is non-decreasing on(y∗c ,∞), we find thatθ(x) ≤ rβ−1J(x) on
(y∗c ,∞). Consequently, we find that for allx ∈ (y∗c ,∞) we have that((A −
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r)V p
c )(x) +π(x) ≤ rβ−1(J(x)− J(y∗c )) ≤ 0, sinceJ(x) in non-increasing on

(y∗c ,∞). Hence((A− r)V p
c )(x) + π(x) ≤ 0 for all x ∈ R+ \ {y∗c}.

Our next task is to show that the proposed valueV p
c (x) satisfies the quasi-

variational inequality

V p
c (x) ≥ sup

βζ∈[0,x]

[V p
c (x− βζ) + λζ − c]

for all x ∈ R+. Note, that this quasi-variational inequality can be writtenas
well in the form

V p
c (x) ≥ β−1(λx− βc) + sup

y∈[0,x]

[V p
c (y) − λβ−1y].

Define now the mappingA : R+ → R as

A(x) = V p
c (x) − β−1(λx− βc) − sup

y∈[0,x]

[V p
c (y) − λβ−1y].

Since

V p
c
′(x) =







λβ−1 x ≥ y∗c

β−1 (λ+ ψ′(x) (I(x) − I(y∗c − βζ∗c ))) x < y∗c ,

andI(x) is decreasing on(0, y∗c ), we observe that

sup
y∈[0,x]

[V p
c (y)−λβ−1y] =







V p
c (y∗c − βζ∗c ) − λβ−1(y∗c − βζ∗c ) x > y∗c − βζ∗c

V p
c (x) − λβ−1x x ≤ y∗c − βζ∗c .

This implies that

A(x) =















0 x ≥ y∗c

(Rrπ)(x) − I(y∗c )ψ(x) − λβ−1x− J(y∗c ) x ∈ (y∗c − βζ∗c , y
∗
c )

c x ≤ y∗c − βζ∗c .

Sincelimx→y∗c−A(x) = 0 andA′(x) = (Rrπ)(x) − I(y∗c )ψ
′(x) − λβ−1 =

ψ′(x)(I(x) − I(y∗c )) < 0, we find thatA(x) ≥ 0 on (y∗c − βζ∗c , y
∗
c ); hence

A(x) ≥ 0 for all x ∈ R.
Finally, given the continuity of the proposed value function and the fact that

the state-space(0, y∗c ) of the controlled diffusionXν
t is bounded, we observe

thatEx [e−rtV p
c (Xν

t )] ↓ 0 for all x ∈ R+ ast→ ∞. ThusV ∗
p (x) ≥ V p

c (x) and
ν∗ = ν(ζ∗c ,y∗c ).
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Theorem 4.2 demonstrates that the admissible policyν∗ = ν(ζ∗c ,y∗c ) is indeed
optimal andF ∗

c (x) is the value of the optimal policy whenever the conditions
of Lemma 3.1 are satisfied. This observation is of interest since it emphasizes
the role of the mappingθ(x) as the principal determinant of both the existence
and uniqueness of an optimal policy. It is worth noticing that the conditions
are considerably weak since no concavity assumptions are required and only
the monotonicity and continuity properties of the mappingθ(x) are required
for guaranteeing the validity of the results of Theorem 4.2.Our main charac-
terization of the impact of the flexibility of the applied policy on the values
and the marginal values of the considered stochastic control problems are now
summarized in the following (cf. 7 for a similar observation in the linear payoff
case).

Corollary 4.3. Assume, that the conditions of the Lemma 4.1 are met. Then

K(x) ≥ Vc(x) ≥ Gc(x) and K ′(x) ≥ V ′
c (x) ≥ G′

c(x)

for all x ∈ R+. Moreover,x̄c > y∗c > x̂ for all c > 0.

Proof. InequalityK(x) ≥ Vc(x) follows directly from Lemma 3.5 and the
representation (4.12). On the other hand, as was establishedin the proof of
Lemma 4.2, the value functionVc(x) is continuously differentiable on whole of
R+, twice continuously differentiable onR+ \{y∗c} and satisfies the variational
inequality(AVc)(x) − rVc(x) + π(x) ≤ 0 for all x ∈ R+ \ {y∗c}. Moreover,
since

Vc(x) ≥ sup
βζ≤x

[λζ − c+ Vc(x− βζ)] ≥ λβ−1x− c,

we observe thatVc(x) satisfies the sufficient variational inequalities guarantee-
ing thatVc(x) ≥ Gc(x).

It is clear from the proof of the Lemma 4.1, thaty∗c > x̂. Moreover, since

0 ≤ Vc(x) −Gc(x) = β−1ψ(x) (I(x̄c) − I(y∗c ))

for all x ∈ (0,min(y∗c , x̄c)) and both of the thresholds̄xc andy∗ are attained
on the set whereI(x) is non-decreasing, we discover thatx̄c ≥ y∗c .

It remains to establish thatK ′(x) ≥ V ′
c (x) ≥ G′

c(x). Again, the inequality
K ′(x) ≥ V ′

c (x) follows directly from Lemma 3.5. Sincēxc ≥ y∗c ≥ x̂, we find
that

V ′
c (x) −G′

c(x) ≥







β−1J(y∗c − βζ∗c ) y∗c < x̄c ≤ x

β−1ψ(x)[I(x̄c) − I(x)] y∗c ≤ x < x̄c or x < y∗c < x̄c.
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Consequently, we find thatV ′
c (x) −G′

c(x) ≥ 0 since both of the thresholdsy∗c
andx̄c are attained on the set whereI(x) is non-decreasing.

Corollary 4.3 extends the results of Lemma 3.6 to the presentcase. As
intuitively is clear, we find that increased flexibility increases the value of the
optimal decision. Interestingly, Corollary 4.3 also demonstrates that increased
flexibility increases the marginal value of the optimal policy as well. Hence,
we observe that increased flexibility does not only increase the values of opti-
mal policies, it also increases the rate at which these valuesare increasing.

Having studied the existence and uniqueness of an optimal impulse control
policy, we now plan to analyze the comparative static properties of the optimal
policy and its value. In accordance with our earlier findings in Corollary 3.4
and Corollary 3.7 we can now establish the following

Corollary 4.4. Assume that the conditions of Lemma 3.1 are satisfied. Then
the valueVc(x) is a decreasing function of both the parameterβ and the sunk
costc and an increasing function of the parameterλ.

Proof. Denote asVc,λi
(x) the value of the optimal policy associated with the

parameterλi, i = 1, 2, and assume thatλ1 > λ2. It is now clear from the
proof of Theorem 4.2 that the valueVc,λ1

(x) satisfies the variational inequality
(AVc,λ1

)(x)−rVc,λ1
(x)+π(x) ≤ 0 for all x ∈ R+\{y

∗
c,λ1

}, wherey∗c,λ1
denotes

the optimal exercise threshold associated with the parameter λ1. Moreover,
sinceVc,λ1

(x) satisfies also the sufficient quasi-variational inequality

Vc,λ1
(x) ≥ sup

y∈[0,x]

[

Vc,λ1
(y) +

λ1

β
(x− y)

]

− c

≥ sup
y∈[0,x]

[

Vc,λ1
(y) +

λ2

β
(x− y)

]

− c

we find thatVc,λ1
(x) ≥ Vc,λ2

(x). Proving thatVc(x) is a decreasing function of
both the parameterβ and the sunk costc is entirely analogous.

Corollary 4.4 summarizes the impact of parametric changes on the value
of the optimal policy. Unfortunately, it is difficult to characterize explic-
itly the impact of parametric changes in eitherλ or β on the optimal exer-
cise boundaryy∗c and the optimal generic initial statey∗c − βζ∗c . Fortunately,
the impact of changes in the sunk costc can be explicitly characterized by
studying the behavior of the implicit curvesI(y∗c ) − I(y∗c − βζ∗c ) = 0 and
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J(y∗c ) − J(y∗c − βζ∗c ) = −βc. Implicit differentiation of these curves with
respect toc together with the the relationJ ′(x) = −ψ(x)I ′(x) yield the con-
ditions

d(y∗c − βζ∗c )

dc
= −

β

I ′(y∗c − βζ∗c )[ψ(y∗c − βζ∗c ) − ψ(y∗c )]
< 0 (4.13)

and
dy∗c
dc

= −
β

I ′(y∗c )[ψ(y∗c − βζ∗c ) − ψ(y∗c )]
> 0. (4.14)

In other words, the optimal thresholdy∗c decreases, the regeneration statey∗c −

βζ∗c increases and, therefore, the optimal impulseζ∗c decreases as the fixed
intervention costc decreases. This observation is intuitively clear, since the
proof of Lemma 4.1 implies thatlimc↓0 y

∗
c = x̂ andlimc↓0 ζ

∗
c = 0. Moreover,

by continuity of the increasing fundamental solutionψ(x), we discover that
limc↓0

dy∗c
dc

= ∞ andlimc↓0
dζ∗c
dc

= −∞. Finally, by ordinary differentiation we
find that

dVc
dc

(x) =







β−1J ′(y∗c )
dy∗c
dc

x ≥ y∗c

−β−1ψ(x)I ′(y∗c )
dy∗c
dc

x < y∗c
< 0.

Summarizing, we formulate the following lemma characterizing the impact of
the transaction costc on the value of the optimal policy (see, for example, 22
for a similar observation).

Lemma 4.5. Assume, that the conditions of Lemma 4.1 are met. Then,d(y∗c −

βζ∗c )/dc < 0, dy∗c/dc > 0, and dζ∗c /dc > 0. Moreover, limc↓0 y
∗
c = x̂,

limc↓0 ζ
∗
c = 0, limc↓0

dy∗c
dc

= ∞, limc↓0
dζ∗c
dc

= −∞ and

lim
c↓0

dVc
dc

(x) = −∞ (4.15)

for all x ∈ R+.
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5 ILLUSTRATION:
CONTROLLED GEOMETRIC BROWNIAN MOTION

In order to illustrate our results explicitly, we now assume that the underly-
ing controlled geometric Brownian motion evolves accordingto the dynamics
characterized by the stochastic differential equation

Xν
t = x+

∫ t

0
µXν

s ds+

∫ t

0
σXν

s dWs −
∑

τk≤t

βζk, 0 ≤ t ≤ τ ν0 , (5.1)

whereµ > 0 andσ > 0 are exogenously determined known parameters. For
the sake of the finiteness of the value of the considered stochastic control prob-
lems, we assume thatr > µ, that is, that the discount rate dominates the ex-
pected per capita growth rate of the controlled GBM. It is well-known that in
this case the fundamental solutions read asψ(x) = xκ andϕ(x) = xφ, where

κ =
1

2
−

µ

σ2
+

√

(

1

2
−

µ

σ2

)2

+
2r

σ2
> 1

and

φ =
1

2
−

µ

σ2
−

√

(

1

2
−

µ

σ2

)2

+
2r

σ2
< 0.

Given the considered controlled process, we now assume that the revenue
flow accrued from continuing operation reads asπ(x) = xα, whereα ∈ (0, 1).
Hence, we observe thatθ(x) = βxα − (r − µ)λx implying that the conditions
of Lemma 3.1 are satisfied and

x∗ = argmax{θ(x)} =

(

αβ

(r − µ)λ

)1/(1−α)

.

Moreover, standard integration implies that(Rrπ)(x) = xα/(r− δ(α)), where
δ(α) = αµ+ σ2α(α− 1)/2.

The value of the optimal singular stochastic control policyreads as

K(x) =







λ
β
(x− x̂) + 1

r

(

x̂α + λµ
β
x̂
)

x ≥ x̂

xα

(r−δ(α))
+ 1

κ

(

λ
β
x̂− αx̂α

(r−δ(α))

)

(

x
x̂

)κ
x < x̂,

(5.2)

where the optimal threshold̂x reads as

x̂ =

(

αβ(κ− α)

(r − δ(α))(κ− 1)λ

)1/(1−α)

=

(

1 +
1 − α

α− φ

)1/(1−α)

x∗ > x∗.
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Since
∂φ

∂σ
=

2φ(φ− 1)

σ(κ− φ)
> 0

we immediately find that

∂x̂

∂σ
=

(

1 − φ

α− φ

)α/(1−α) x∗

(α− φ)2

∂φ

∂σ
> 0.

Hence, we find that increased volatility increases the optimalthreshold at
which the irreversible policy should be exercised. Moreover, standard differ-
entiation also yields that

∂x̂

∂β
=

x̂

(1 − α)β
> 0 and

∂x̂

∂λ
= −

x̂

(1 − α)λ
< 0

demonstrating along the lines of our Corollary 3.4 that the optimal exercise
threshold is an increasing function of the parameterβ and a decreasing func-
tion of the parameterλ. The optimal exercise boundary is illustrated as a func-
tion of the underlying volatility in Figure 1 forβ = 0.9, 1, 1.1 under the as-
sumption thatr = 0.045, µ = 0.025, α = 0.5, andλ = 10.

0.05 0.1 0.15 0.2 0.25
Σ
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Figure 1: The optimal exercise boundaryx̂(σ)

The value of the associated optimal stopping problem reads as

Gc(x) =







λ
β
x− c x ≥ x̄c
xα

(r−δ(α))
+

(

λ
β
x̄c −

x̄α
c

(r−δ(α))
− c

) (

x
x̄c

)κ
x < x̄c,

(5.3)

where the optimal stopping boundaryx̄c > x̂ is the unique root of the equation

xα −
(κ− 1)(r − δ(α))λ

β(κ− α)
x+

κc(r − δ(α))

κ− α
= 0.
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The optimal exercise boundarȳxc is illustrated as a function of the underly-
ing volatility in Figure 2 forβ = 0.9, 1, 1.1 under the assumption thatr =

0.045, µ = 0.025, α = 0.5, c = 1, andλ = 10.
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Figure 2: The optimal exercise boundaryx̄c(σ)

The value of the considered stochastic impulse control problem reads as

Vc(x) =







λ
β
(x− y∗c ) + 1

κ

(

(κ−α)y∗c
α

(r−δ(α))
+ λ

β
y∗c

)

x ≥ y∗c
xα

(r−δ(α))
− 1

κ

(

αy∗c
α

r−δ(α)
− λ

β
y∗c

) (

x
y∗c

)κ
x < y∗c ,

(5.4)

where the optimal impulse thresholdy∗c and generic initial statez∗c = y∗c − βζ∗c
are the unique roots of the optimality conditions

αβ(y∗c
α−κ − z∗c

α−κ) = (r − δ(α))λ(y∗c
1−κ − z∗c

1−κ)

and

β(κ− α)(y∗c
α − z∗c

α) − λ(r − δ(α))(κ− 1)(y∗c − z∗c ) = −κβ(r − δ(α))c.

Unfortunately, solving these non-linear equations explicitly is difficult (if pos-
sible at all). Hence, we illustrate numerically the optimal exercise threshold
y∗c , the optimal impulseζ∗c , the ratioζ∗c /y

∗
c , and the optimal generic initial state

y∗c − ζ∗c in Table 1 under the assumption thatr = 0.045, µ = 0.025, α =

0.5, c = 1, β = 1, andλ = 10.

Table 1: The optimal impulse control policy under the assumption that
r = 0.045, µ = 0.025, α = 0.5, c = 1, β = 1, andλ = 10.

σ 0.01 0.05 0.1 0.15 0.2 0.25

y∗c 9.697 10.168 11.443 13.196 15.222 17.399

ζ∗c 5.215 5.511 6.319 7.447 8.780 10.252

ζ∗c /y
∗
c 0.5377 0.5420 0.5522 0.5643 0.5768 0.5892

y∗c − ζ∗c 4.482 4.656 5.124 5.749 6.443 7.147
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Table 1 clearly indicates that increased volatility does not only increase the
optimal threshold at which the impulse policy is irreversibly exercised. It si-
multaneously increases both the size of the optimal policy and the optimal
generic initial state. This result is of interest from the point of view of risk
management since it clearly demonstrates that increased volatility will result
both into a larger but less frequent dividend strategy and a larger generic initial
capital protecting the rationally managed corporation from future unfavorable
yet uncertain events (i.e. a larger capital buffer). It is also worth emphasizing
that our results indicate that the dividend-capital-ratioζ∗c /y

∗
c is also an increas-

ing function of volatility. Consequently, even though the capital buffersy∗c−ζ
∗
c

increase as volatility increases, the ratio between the buffers and the optimal
capital decreases as volatility increases.

In order to analyze numerically the impact of a change in the parame-
ter β on the risk sensitivity of the optimal impulse policy numerically illus-
trated in Table 2 under the assumption thatr = 0.045, µ = 0.025, α =

0.5, c = 1, β = 1.1, andλ = 10 and in Table 3 under the assumption that
r = 0.045, µ = 0.025, α = 0.5, c = 1, β = 0.9, andλ = 10. Along the lines
of our previous findings on both the associated optimal stopping problem and
the associated singular stochastic control problem, our numerical illustrations
seem to indicate that the optimal variables are increasing as functions of the
parameterβ and decreasing as functions of the parameterλ.

Table 2: The optimal impulse control policy under the assumption that
r = 0.045, µ = 0.025, α = 0.5, c = 1, β = 1.1, andλ = 10.

σ 0.01 0.05 0.1 0.15 0.2 0.25

y∗c 11.562 12.122 13.641 15.727 18.138 20.725

ζ∗c 6.091 6.437 7.382 8.699 10.257 11.977

ζ∗c /y
∗
c 0.5268 0.5310 0.5412 0.5532 0.5655 0.5779

y∗c − ζ∗c 5.471 5.685 6.259 7.027 7.881 8.747
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Table 3: The optimal impulse control policy under the assumption that
r = 0.045, µ = 0.025, α = 0.5, c = 1, β = 0.9, andλ = 10.

σ 0.01 0.05 0.1 0.15 0.2 0.25

y∗c 7.989 8.377 9.429 10.876 12.55 14.35

ζ∗c 4.394 4.643 5.323 6.272 7.394 8.635

ζ∗c /y
∗
c 0.55 0.5542 0.5646 0.5767 0.5892 0.6017

y∗c − ζ∗c 3.595 3.734 4.106 4.604 5.155 5.715
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