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ABSTRACT Computer and communication systems and networks deal with many cases that require

rearrangement of data either in descending or ascending order. This operation is called sorting, and the

purpose of an efficient sorting algorithm is to reduce the computational complexity and time taken to perform

the comparison, swapping, and assignment operations. In this article, we propose an efficient mean-based

sorting algorithm that sorts integer/non-integer data by making approximately the same length independent

quasi-sorted subarrays. It gradually finds sorted data and checks if the elements are partially sorted or have

similar values. The elapsed time, the number of divisions and swaps, and the difference between the locations

of the sorted and unsorted data in different samples demonstrate the superiority of the proposed algorithm

to the Merge, Quick, Heap, and conventional mean-based sorts for both integer and non-integer large data

sets which are random or partially/entirely sorted. Numerical analyses indicate that the mean-based pivot is

appropriate for making subarrays with approximately similar lengths. Also, the complexity study shows that

the proposed mean-based sorting algorithm offers a memory complexity same as the Quick-sort and a time

complexity better than the Merge, Heap, and Quick sorts in the best-case. It is similar to the Merge and Heap

sorts in view of the time complexity of the worst-case much better than the Quick-sort while these algorithms

experience identical complexity in the average-case. In addition to finding part by part incremental (or

decremental) sorted data before reaching the end, it can be implemented by parallel processing the sections

running at the same time faster than the other conventional algorithms due to having independent subarrays

with similar lengths.

INDEX TERMS Ascending, descending, divide-and-conquer, heap, integer, large data set, merge, non-

integer, quick, sorting.

I. INTRODUCTION

Facing a large volume of data in various civil, medical, indus-

trial, and military applications demonstrates that sorting the

data in the shortest possible time is the main goal [1]–[4].

The time and power consumed to do the sorting depend on

the computational complexity of the sorting algorithm and

the length and type of data [5] that may differ from one

application to another.

Sorting is the process of ordering unsorted data in a

descending (from high to low) or an ascending (from low

to high) order. This data can be an integer or non-integer

numbers, letters of the alphabet, or specific features or
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signals [6]. Some practical examples of numerical and

non-numerical data used in everyday life are landline and

mobile phone numbers, dictionaries, license plates, codes

for different colors, student and staff numbers, national code

and ID number, passport number, username and password to

access e-mail and various portals and systems, bank account

number, and bank card number [7], [8].

The Sorting process facilitates queuing, classification,

clustering, segmentation, separation, search, and so on.

In large networks based on massive multi-input multi-output

(massive-MIMO) and ultra-dense networks (UDNs), as well

as heterogeneous networks (HetNets) consisting of small

cells [9]–[11], dense sensor networks with a large number of

sensors, and internet of things (IoT) applications, the number

of nodes is very large. It is necessary to efficiently select
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and assign radio resources to solve large-scale optimization

problems.

The main applications of data sorting include ascending or

descending sorting, faster data search, speed up the clustering

process, speed up the classification process, assist in the pro-

cess of deleting data below or above a threshold level, recover

lost data, find the highest and lowest amount of data, extract

the median of data, find similar data, determine the dynamic

range of data, and obtain the frequency and histogram

of data [6], [12].

Depending on whether the data is numerical or non-

numerical, integer or non-integer, random (uniform, Gaus-

sian) or non-random (approximately sorted, somewhat

sorted), and in terms of size, small, medium, or large,

various algorithms are introduced and used. Also, hard-

ware and software capabilities, allowed processing time,

and costs are essential items in determining the type of

algorithm [13], [14].

In this regard, evaluation and comparison of algorithms

are based on memory space complexity, time complexity,

elapsed time to the sorting process, number of comparisons

and swaps, number of division levels in methods based on

divide-and-conquer, gradual sorting rate, and the sensitivity

of the algorithm to the type and length of data. On the other

hand, sorting methods can be divided according to the real-

ization (series or parallel) and type of programming (recur-

sive or non-recursive). Specific-purpose or general-purpose,

comparative or non-comparative, counting or non-counting,

in-place or non- in-place, stable or unstable, adaptive or

non-adaptive are the other classifications in the field of sort-

ing algorithms [15], [16].

In the category of comparison-based sorting algorithms,

we can name Selection, Bubble, Insertion, Merge, Quick,

Heap, Shell, Tim, Comb, Cycle, Strand, Binary Insertion,

Tree, Cartesian Tree, Cocktail, and Odd-Even. Among the

non-comparison-based algorithms capable of sorting inte-

ger data, Counting, Radix, Bucket, Pigeonhole, and Tag

are the most important ones. Specific-purpose sorting algo-

rithms include Bitonic, Bogo/Permutation, Pancake, Sleep,

Stooge [17]–[19].

In this work, we propose a new sorting algorithm and

compare it to the Quick, Merge, and Heap with more

detail, and also to the Insertion, Bubble, and Selection

in some aspects. Among the reasons why it is neces-

sary to review and improve existing algorithms and intro-

duce new data sorting algorithms, the following can be

mentioned:

1) The abundance of databases;

2) Large-scale data sets;

3) High speed of change of phenomena and the need to

update them;

4) Complex problems with a large number of parameters

and criteria, such as optimization problems in resource

allocation and power control of device-to-device

(D2D), vehicle-to-vehicle (V2V), and machine-

to-machine (M2M) communications [20]–[22].

The divide-and-conquer method widely used in sorting,

recursively divides a problem into sub-problems of the same

or related type, until these become simple enough to be

solved directly. Many algorithms that follow this principle,

are structurally recursive and can invoke the typical algo-

rithm itself once or even more times to solve tightly related

sub-problems [23]–[25].

Many divide-and-conquer sorting algorithms are suitable

for large data sets, especially for internet and communica-

tion systems and networks [26], [27]. Merge-sort produces a

sorted sequence by sorting its two halves and merging them

[28]. It is a top-down implementation that starts from the

entire array and then splits the original problem into unitary

items [24]. Quick-sort picks an element, the first, last, middle,

or a random one, as the pivot and partitions the given array

around the pivot [29], [30]. Heap-sort based on a binary Heap

data structure finds the maximum element, places it at the

end, and then repeats the same process for the remaining

elements. References [31], [32] introduce a sorting algorithm

that divides a single array into two smaller sub-arrays based

on the mean value and continues it to reach one-element ones

more efficient than Insertion and Selection but less efficient

than Merge and Quick sorts.

Merge-sort does not work well for completely unsorted

and random non-integer large data set, and we do not have

any sorted data until the end. Due to the randomness of the

Quick-sort pivot, unequal subarrays are generated, and there

is no control when we want to get only a certain number

of sorted data. Dealing with low-sorted, somewhat sorted,

or similar data in a list, imposes unnecessary comparisons and

swaps. The Heap-sort requires first to find the maximum ele-

ment, put it at the end, and do it for the other elements that are

a time-consuming process. In the algorithm proposed in [31],

[32], unsorted data remains unsorted until subarrays with

similar data are found, or the final level with double-member

subarrays is reached. It means that it is not possible to detect

the sorted data at any level of sorting. The order of elements

changes in the right-hand subarray, which causes unnecessary

extra swaps and disrupts the adaptivity. Furthermore, if there

is similar data in the list, especially in the right subarray,

the stability will be violated. In processing the right and left

subarrays, the entire array is updated at each level, which

causes a considerable number of swaps that directly increases

the elapsed time and complexity.

AlthoughMerge, Heap, andQuick sorts arewidely used for

sorting large data sets [33], [34], the processing time should

be decreased, and gradual sorting is a necessity [35]–[37].

Hence, in this article, we propose an efficient mean-based

sorting algorithm that uses the pros of the popular divide-

and-conquer algorithms and offers some new useful prop-

erties. Also, we compare the proposed algorithm with the

Quick, Merge, and Heap sorts, which work much better than

the conventional mean-based sorting algorithm.

It is compared to the Quick, Merge, Heap, Insertion, Selec-

tion, and Bubble sorts in view of the time and memory

complexity and new features that are the main novelties,
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especially to the Quick, Merge, and Heap sorting algorithms

in the large data sets. The new capabilities such as detection

of a sorted part, detection of a part with similar data, Higher

ability to sort data gradually, making independent subarrays

with approximately the same length, and better stability and

adaptivity compared to the Quick-sort, are the main features

of the proposed algorithm.

The proposed ideas reported in [38]–[44] are focused on

theMerge and Quick sorts in parallel processing and compare

them to the conventional Merge, Quick, and Heap sorts by

proposing a flexible division of tasks between logical pro-

cessors to show that this proposition is a valuable method

that can findmany practical applications in high-performance

computing. By separation of concerns, each of the proces-

sors works separately. The proposed method was described

in a theoretical way, examined in tests, and compared to

other methods. The results confirm high efficiency and show

that by adding a new processor, sorting becomes faster and

more efficient, especially for large data sets. None of these

algorithms makes the independent subarrays in parallel pro-

cessing that the proposed K-S mean-based sorting algorithm

makes them with approximately the same length. It means

that the proposed algorithm can be examined in the parallel

realization by using multicore architectures to find faster and

more efficient implementations than those mentioned in [38],

[39], [42], [43].

In the following, Section II illustrates the proposed K-S

mean-based sort and its C# pseudo-code. Section III presents

theoretical analyses and formulations. Section IV compares

the mostly used conventional algorithms and the new one

based on the running time, the number of swaps and divi-

sions, and a new proposed measure, namely normalized mean

absolute error, numerically. Section V has an in-depth anal-

ysis of the mean-based pivot and its effect on the integer

and non-integer data in low and high standard deviations

for different division levels. In Section VI, we derive the

time complexity order of the proposed algorithm in the best,

worst, and average cases. Section VII compares the proposed

algorithm to the Quick, Merge, Heap, Insertion, Bubble, and

Selection sorting algorithms in different viewpoints. Finally,

Section VIII concludes this article and introduces an idea to

future works.

II. PROPOSED MEAN-BASED SORTING ALGORITHM

Like the conventional mean-based (relative) sort [31], [32],

the proposed K-S mean-based algorithm makes two inde-

pendent subarrays in each level, one greater (smaller) and

another smaller (greater) than the mean value. Unlike the

conventional ones, the left subarray goes to the next step up

to be divided entirely and sorted while the right one has no

change in these steps. Then, it comes back to the previous

levels to do that for the right parts, similarly. This algorithm

has no additional array and gradually reaches the sorted parts

from left to right. Algorithm 1 demonstrates the pseudo-code

of the proposed algorithm supporting the following features:

1) In each level, just those parts that are compared to the

mean value may be changed if the section involved

in the division does not have sorted data or similar

elements.

2) After comparing the data with the mean value, if the

elements are similar to the main array, they may be

sorted. It can be checked by comparing the neigh-

bor elements to each other. If all comparisons are

positive (negative), the section is sorted increasingly

(decreasingly).

3) If the data in each division is assigned entirely to one

subarray means they are similar.

4) The approximate mean value is used for the big data

and the first partitioning levels, which does not change

the average much, but does take less time to calculate.

5) Achieving a certain number of sorted data is possible

using several mean-based divisions or a single-level

division made by a threshold based on the data’s mean

and variance.

6) The left and right parts almost in the same length can

be processed by parallel processing, efficiently.

III. THEORETICAL ANALYSES AND FORMULATIONS

The probability of locating positive numbers larger or smaller

than a threshold level can be measured from the Markov

inequality [45], as (1). In the particular case, which always

occurs in the Heap-sort and some instances in the Quick-sort,

if the threshold level, α, is the largest (smallest) number, there

is no data (total data) more than that, and the complete data

(no data) will be smaller than that. In addition to the positive

parts of data, this inequality can be applied to the negative

part when both positive and negative elements are present in

the data set.

P(X ≥ α) ≤
E(X )

α
, X > 0 (1)

In the proposed algorithm, in each division, half of the

data is in the upper subarray and the next half in the lower

subarray, on average. It is assumed that the total number of

data is N = 2n, it is entirely random, there are no similar data

in a subarray, and the data of each subarray are not sorted

until the double-member subarray is reached. Also, the next

subarrays have lengths of 2n−1, 2n−2, . . . , 2. Therefore, in the

worst-case, the number of divisions, Ndm, is

Ndm = n− 1 = logN2 − 1 (2)

In the Quick-sort, the pivot is randomly one of the elements

of the data set with equal probability. Therefore, on average,

the absolute difference between the data lengths of the upper

and lower parts around the pivot, |1L|, can be with a proba-

bility equal to 1
N−1

in the range [0,N − 1] with an average

equal to N−1
2

. So,

|LU − LL | =
N − 1

2
(3)

and we know that

LU + LL = N − 1 (4)
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Algorithm 1 C# Pseudo-Code of the Proposed K-S

Mean-Based Sorting Algorithm

Variables:

arr: Array of data.

si: Starting index.

ei: Ending index.

swapped: Boolean variable for showing if any swap

happened in the previous partitioning.

ordered: Boolean variable for showing if this part has

descending order.

sum: Variable for storing sum of each part.

mean: Variable for storing mean of each part.

bi: Boundary index.

Function Sort(arr, si, ei):

if ei− si > 0 then
swapped ←− False

Call Partition(arr, si, ei, ref swapped)

bi←− returned value from partition

ordered ←− False

if swapped = False then
ordered ←−True

for i←− si to ei− 1 do

if arr[i] > arr[i+ 1] then
ordered ←− False

break

end

end

end

if ordered = False then
Call Sort(arr, si, bi)

Call Sort(srr, bi+ 1, ei)

end

end

return void

End Function

Function Partition(arr, si, ei, ref swapped):
bi←− si− 1

sum←− 0

for i −→ si to ei do

sum←− sum+ arr[i]

end

mean←− sum
ei−si+1

for i←− si to ei do

if arr[i] < mean then
bi←− bi+ 1

if arr[bi] 6= arr[i] then

swap arr[bi] with arr[i]

swapped ←−true
end

end

end

return bi

End Function

Assuming that the upper subarray is larger than the lower one,










LU =
3

4
(N − 1)

LL =
1

4
(N − 1)

(5)

In the next divisions for the larger subarrays, we reach the

following lengths:

3

22
(N − 1),

32

24
(N − 2), . . . ,

3Ndq

22Ndq
(N − Ndq) (6)

Also, for the smaller subarrays, we have

1

22
(N − 1),

1

24
(N − 2), . . . ,

1

22Ndq
(N − Ndq) (7)

In the last division, we have

(

N − Ndq
)

(

3

22

)Ndq

= 2 (8)

or

2

(

4

3

)Ndq

+ Ndq = N (9)

For large Ndq, the first term is much larger than the second

one. Therefore, the number of divisions is approximately

Ndq =
logN2 − 1

2− log32
= 2.41(logN2 − 1) (10)

According to equations 3 and 5, at each division in the

Quick-sort, the length of the larger subarray is three times

the size of the smaller one, on average, and the difference

between the lengths of them is 50% of the total data on

which the division is performed. Also, using equations 2 and

10, the ratio of the average number of the divisions of the

Quick-sort, Ndq, to that for the proposed algorithm, Ndm, is

equal to

Ndq

Ndm
= 2.41 (11)

That is, the Quick-sort requires about 140% more divisions

than the proposed algorithm.On the other hand, when the data

within a subarray are sorted (incremental or decremental) or

similar to each other, there is no need for further divisions and

swaps in the proposed algorithm. Therefore, the number of

divisions obtained is smaller than the upper bound in equation

2. Besides, comparing the average number of data in a larger

subarray in the Quick-sort, 3N
4
, to that for each subarray in

the proposed algorithm, N
2
, indicates 50%more comparisons,

swaps, and processing time in the parallel realization.

Different algorithms can be compared to each other by

defining a new measure based on the difference between the

location of the sorted data to that for the unsorted data as

ej (i) = l ju(i) − ls (i) , i = 1, 2, . . . ,N (12)

In this equation, ls (i) is the location of the element i after

complete sorting, and l
j
u(i) is the location of the element i in
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the step j. The location of each element in these two cases is in

range [1,N ]. The difference between these two values in each

location is in range [0,N − 1]. We propose the normalized

mean absolute error (NMAE) as

NMAE j =

∑N
i=1 |e

j(i))|

MAE
=

∑N
i=1 |l

j
u(i) − ls (i) |

MAE
(13)

It can be intuitively found that in anN -element array, themax-

imum absolute error (MAE) between the sorted and unsorted

data is equal to

MAE = 2



























2×

(

1+ 3+ . . .+
N − 3

2
+
N − 1

2

)

,

N = 2k − 1

1+ 3+ . . .+ (N − 3)+ (N − 1) ,

N = 2k

(14)

By obtaining these sums, we have

MAE =
1

2

{

(N − 1) (N + 1) , N = 2k − 1

N 2, N = 2k
(15)

For large N , these two equations are approximately equal to
N 2

2
. Finally, the suggested measure is formulated as

NMAE j =















2
∑N

i=1 |l
j
u(i) − ls (i) |

(N − 1)(N + 1)
, N = 2k − 1

2
∑N

i=1 |l
j
u(i) − ls (i) |

N 2
, N = 2k

(16)

IV. NUMERICAL ANALYSES AND COMPARISONS

In [31], [32], it was shown that the Merge, Heap, and Quick

sorts work better in both integer and non-integer data than

the mean-based (or relative) sort algorithm, especially in the

medium and large data sets. Hence, based on the required

elapsed time, the number of swaps, the number of divisions,

and the difference between the sorted and unsorted data

in different samples, the proposed K-S mean-based sort-

ing algorithm is compared to the Merge, Quick, and Heap

sorts, indicating the achievement to an efficient and effective

mean-based sorting algorithm.

All simulation parameters and performance metrics used

in this article are summarized in Table 1. Simulations are

performed for integer and non-integer Gaussian and uniform

distributions for partially to entirely sorted scenarios, on a 64-

bit system with the specifications summarized in Table 2.

Simulations show that in the case of non-integer data, a part

of the data may be sorted, but the probability of similar data

is low. On the contrary, in the case of integer data, similar

data is more likely to occur, but for high variances, it will

be decreased. The lower the data variance, the greater the

possibility of similarity of data causes unnecessary divisions

required in the conventional sorts. Herein, it is investigated

that the Quick-sort has a big problem, namely stack over-

flow, when there is a huge number of similarity in data.

It happens mostly for low-variance data and/or integer data.

TABLE 1. Simulation parameters and performance metrics.

TABLE 2. Software and computer system specifications.

In these cases, although the Quick-sort experiences a large

number of unnecessary swaps, they never occur in the pro-

posed mean-based algorithm. Hence, to have the simulation

results in an acceptable time, the minimum value of the data’s

standard deviation is set 13 to overcome the stack overflow in

the Quick-sort.

The elapsed time for the proposed algorithm in the case of

integer and non-integer data sets are close to each other while

they are significantly different for Quick-sort. For different

mean and variance values, it is shown that the number of

elements of the two subarrays in the Quick-sort differs by as

much as 50% of the total data. In comparison, the lengths

of the two subarrays are almost equal in the proposed algo-

rithm. These simulation results are valid for different sizes,

variances, and types of data.

Figs. 1, 2, and 3 respectively depict the required elapsed

time, the number of swaps, and the number of divisions,

in partially to entirely sorted data scenarios in both integer

and non-integer data. The proposed algorithm offers higher

performance in terms of the metrics mentioned above than

the others in both integer and non-integer data sets.

In the integer data, the elapsed times of the Heap and

Quick algorithms do not depend on the percentage of the

sorted parts. Still, in the Merge and the proposed sorting

algorithms, we have a slight decrease because similar data

is possible, which in the proposed one is no longer divided

and swapped, and we have no swap in the Merge-sort. In the

non-integer data, increasing the percentage of the sorted parts

causes a reduction in the elapsed time of the Heap, Merge,

and the proposed algorithms, because the number of swaps

reduces. The similar data decreases the need for additional

swaps, which causes lower running time of the Heap and
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FIGURE 1. The required elapsed time for partially to entirely sorted data
with length 1000000, a) integer, b) non-integer.

FIGURE 2. The number of swaps for partially to entirely sorted data with
length 1000000, a) integer, b) non-integer.

Merge in the integer data sorting compared to that for the

non-integer data. Because the probability of similar data in

each level is high, the higher running time of the Quick-sort

is in the integer data compared to that for the non-integer one.

Therefore, by comparing the data to the pivot, one subarray

will have much higher elements than another subarray which

consequently causes more unnecessary divisions. When all

the elements of a K -element subarray are equal, one of the

subarrays at the next division has no element and the second

one has (K − 1) elements. Also, in the non-integer data,

increasing the sorted parts increases the elapsed time for

the Quick-sort because unnecessary swaps experience longer

distances.

The highest number of swaps is related to the Merge,

because for this algorithm, the swaps take place first in the

two-member sets and then in the adjacent parts. The second

one is the Heap-sort, because it does a lot of swaps in each

step to find the maximum element until it eventually reaches

a single-member set. The Quick-sort has a smaller number

FIGURE 3. The number of divisions for partially to entirely sorted data
with length 1000000, a) integer, b) non-integer.

of swaps than these two algorithms, because in each step,

the data is divided into two subarrays. Also, in each step,

the data is swapped only in that subarray. Although the num-

ber of swaps is less than the Merge and Heap algorithms,

the running time of the Quick-sort is increased because each

element is compared to a random pivot. It is decreased in the

proposed algorithm because the array elements are compared

to the mean-value locating almost in the middle of the data.

The Heap-sort requires the highest number of divisions

because it finds one element at each step and divides over

the rest to the end. The number of divisions in the proposed

algorithm is reduced because, at each division, two subarrays

of approximately the same length are made. If the data in

each subarray is similar or sorted, there will be no further

divisions or swaps. On the contrary, the Quick-sort does not

care about the sorted data or the similarity rate of the data,

and pushes the data to a single-member subarray. On the other

hand, if they are sorted or similar in a level, some sorted data

in one subarray and some in another subarray fall out of order,

which causes them be sorted later.

Figs. 4, 5, and 6 show the performance of the proposed K-S

mean-based algorithm compared to the Quick, Merge, and

Heap algorithms for low and medium sorted primary data in

the view of the NMAE when the data length is 1000000.

For the Merge-sort, especially in a significant portion of

the processing time, little changes are made to the NMAE

because there is no swap and/or the swaps occur in close loca-

tions, mostly in a subarray. Sometimes we have a decrease

that may increase again in a few samples. In cases where

data from one subarray is merged with another, there may

be upward jumps. In the last steps of the algorithm, there is a

sudden decrease in the value of this criterion, which is due to

the nature of the Merge algorithm, i.e., until the last steps of

the sorting process, we cannot guarantee the data is sorted.

In the Heap algorithm, we first see an increase in the

NMAE measure, which reaches about 90%. By finding the

maximum element and placing it in the exact final location,
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FIGURE 4. The normalized mean absolute error for 10% sorted data with
length 1000000 in different sampling times, a) integer, b) non-integer.

FIGURE 5. The normalized mean absolute error for 50% sorted data with
length 1000000 in different sampling times, a) integer, b) non-integer.

the locations of all other elements change, which means

increasing the degree of disordering. Moreover, when a new

maximum element is found, this effect will be increased. This

increase in the NMAE continues until the sorting result due

to locating the maximum elements overcomes the disorder

caused by the Heap algorithm. Then, the NMAEmeasure will

be decreased monotonically to reach a non-zero minimum

value because it is non-stable. This value is higher for integer

data because similar data are more than the non-integer data.

By comparing the results of the Heap algorithm for two types

of data studied in Figs. 4, 5, and 6, it can be seen that the

higher the percentage of the sorted primary data, the lower

the peak of the NMAE curve. The peaks reach 0.88 in 90%,

0.92 in 50%, and 0.94 in 10% sorted primary data, while the

data are entirely sorted after 1045, 1260, and 1400 millisec-

onds, respectively. In the case of non-integer data, for high,

medium, and low sorted primary data, the peaks of 0.87, 0.92,

FIGURE 6. The normalized mean absolute error for 90% sorted data with
length 1000000 in different sampling times, a) integer, b) non-integer.

and 0.94 and the total processing times of 1200, 2000, and

2400 are obtained, respectively.

In both Quick and K-S mean-based sorts, the NMAE

measure is initially reduced exponentially on a linear scale

because smaller data sets are made by dividing the data into

two subarrays around a pivot which are ordered to each other,

and their data locations are at most about the length of the

new subarray far from their final locations. In the later steps,

because the data is somewhat sorted and smaller subarrays

are obtained, the changes of NMAE are less. The proposed

algorithm offers a higher number of jumps because, unlike

the Quick-sort that the pivot is random, it is the mean value of

each array that makes two subarrays with a higher probability

to be sorted. Although the new algorithm is non-stable same

as the Quick and Heap sorts, it has a slightly lower NMAE

floor due to the selection of a mean-based pivot located

approximately in the middle of each array and also two con-

ditions that cause the sorted parts and the parts with similar

data would be extracted before reaching the next divisions.

The numerical analyses show that different algorithms

experience different NMAE curves because they have

different sorting procedures. Furthermore, each algorithm

introduces similar trends for changes of NMAE measure

in different data sets. Averaging the values obtained from

1000 times of simulation shows that the best performance

belongs to K-S mean-based algorithm. Also, the proposed

algorithm offers the highest decreasing slope of NMAE and

the least processing time. To see more details about the

changes in NMAE, the simulation results of Figs. 4, 5, and 6,

are not averaged over several experiments.

V. WHY THE MEAN-BASED PIVOT IS APPROPRIATE?

Here is a criterion defined (equation 17) that shows the degree

of similarity between the two subarrays in each division.

We expect the most similarity if the data’s median is selected

as the pivot and the least resemblance if the random pivot is
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FIGURE 7. Normalized similarity index for non-integer Gaussian data
using the proposed algorithm, a) low standard deviation (5), b) high
standard deviation (1000).

selected.

NSI (i) =
|LU (i)− LL(i)|

max(LU (i),LL(i))
(17)

Fig. 7 shows that the closer the normalized similarity index

is to 1, the fewer differences there are in the subarrays’ length,

and the fewer levels and divisions we get to the end of the

sort. If there is no similar data, the data’s length is almost

halved each time we divide, so after nd layers, we get to

the single-member subarrays. For the non-integer data in the

length of 1000000, we reach the divisions’ end after 20 levels.

It shows that in the integer data, even the use of the median

does not necessarily give the exact value of 1 for NSI, because

the same data in an array or when the length of an array is odd,

they cause the length inequality of the subarrays.

As shown in Fig. 8, for integer data, after dividing data

into several levels, the similarity tends to zero because the

larger subarray that is considered as the main array in the next

levels has similar data. In this case, after each division, one

subarray has no data. In contrast, the next subarray has the

total number of elements minus the pivot, which indicates

the maximum difference in length. This action also occurs

in subsequent divisions in the following levels. The number

of layers and divisions it imposes is equal to the number of

similar data in the array minus 1. For example, if the number

of similar data in the array is 100, 99 levels with 99 times

division are required. In data set with 1000000 members,

20 levels of division would suffice if there were no similar

data. Therefore, to use the existence of similar elements in

integer data set, the condition of having similar data in the

proposed algorithm improves, and by using it, not only we do

not get caught in additional layers like the Quick-sort, but also

we reach sorted data in fewer levels than non-integer data.

As shown in Fig. 9, 15 levels of division in low standard

deviation (5) and about 20 levels in data with high standard

deviation (1000) are required. Interestingly, using the second

FIGURE 8. Normalized similarity index for integer Gaussian data using
the proposed algorithm without the capability to detect the subarray with
similar data, a) low standard deviation (5), b) high standard deviation
(1000).

FIGURE 9. Normalized similarity index for integer Gaussian data using the
proposed algorithm with the capability to detect the subarray with similar
data, a) low standard deviation (5), b) high standard deviation (1000).

feature of the proposed algorithm, if the data is sorted in

higher levels, even in large standard deviations, 20 levels of

division may not be required. Using the proposed algorithm,

if the data are similar in the larger subarray, the processing

time of the smaller subarray is considered in the parallel

processing, and there is no need to sort the larger subarray

with similar data.

Briefly, we can find the following results:

1) In the integer data, where the possibility of similarity

of the data in one subarray is high, especially in low

variances, the number of divisions in the mean-based

or median-based methods has decreased.

2) The proposed algorithm for high variances has also

improved because in more divisions, subarrays with

similar elements are encountered, which are left out.
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In this way, in addition to reducing the processing time

in serial processing, the similarity of the two subarrays

is closer to each other, which also reduces the parallel

processing time.

3) In the sorting algorithm based on the median and

mean values, especially for low variances, the similar-

ity index is improved. On the contrary, when the pivot

is random, also there is a slight improvement. This is

because subarrays with similar data are discarded with-

out subsequent additional divisions, and the divisions

are made into subarrays, which similar data are less

likely. Therefore, the length of the subarrays becomes

closer to each other.

4) In the integer data with low variance, considering the

similarity of data in each subarray, after 15 divisions,

they reach the sorted state. But in data with higher

variance, on average, 20 divisions are needed where

fluctuations are less.

5) If the data is sorted, we will still have an improvement,

which will improve both the value of the similarity

index and the number of the layers of division.

6) In non-integer data in low-variance and high-variance

cases, there is almost the same result in the view of the

similarity index because the possibility of similarity of

data in different variances is approximately the same.

For uniform distribution, the NSI is close to 1 in higher

divisions, but in the Gaussian distribution, the NSI is

always greater than 0.6.

7) The reason that the similarity index in the integer data

with low variance in the median-based method is lower

than 1 is due to the existence of a high number of similar

data. By obtaining the median as the pivot to divide the

array into two subarrays, there are identical numbers

that fall into the larger subarray, reducing the value of

the index. But in high variance, because the probability

of similar data decreases, at each level, the likelihood

of having data similar to median also decreases.

8) Downward jumps indicate duplicate data similar to

pivot. It causes more data to be placed in a subarray,

and the similarity index becomes smaller than 1.

9) In non-integer data, the possibility of reaching similar

data is very low, so the similarity index in large subar-

rays with the mean-based algorithm is close to 1. In the

next subarrays, the difference in length between the

two subarrays is 0 or 1. As the subarrays get smaller,

the difference is divided into a smaller number, which

indicates the NSI is closer to 0.

For the integer data, the Quick-sort is slower than the case

of non-integer data because there is a lot of similar data. It is

possible to make the subarrays with different lengths that

are not obtained for non-integer data. But in the proposed

algorithm, this issue is prevented, so the difference that exists

for the processing time in the Quick-sort between the integer

and non-integer data has been eliminated in the proposed

algorithm. It is noteworthy that in the random pivot, there are

cases where the difference between the two subarrays reaches

100%. Interestingly, in the median-based and mean-based

pivots, the difference between the two subarrays will never

exceed 40%. It is an essential advantage over the Quick-sort.

The median value is the best pivot to make the subarrays

with similar lengths. It needs a time-consuming process to

be found, which is not acceptable. The mean value is mainly

the same as the median value for symmetric distributions,

while it is close to the median value for non-symmetric

distributions. Natively, the mean-value involves summing up

the N numbers and then dividing by N . Hence, it has linear

complexity.

Herein, selection the median value as the pivot in the

sorting of integer and non-integer data is just to show the

upper bound of the normalized similarity index. In practice,

the median cannot be used because it is necessary to have the

data almost sorted, which creates a paradox. After all, our

goal is to sort the data and not use a pivot that must first

be found based on a sorting algorithm. Finding the median

requires sorting the data, which involves the complexity of

O(NlogN ). In this research, the mean value is used instead,

which requires O(N ) time complexity if the actual mean of

N -element data is obtained.

Another idea given in this article is that in large data,

the approximatemean can be obtained using a limited number

of data (M ) that experiences lower complexity. For example,

in this study, 100 points with a random position were used

for different layers whose data length is more significant than

100. Thus, in the first average, which is related to data with

a length of 1000000, we only need to average 100 numbers;

that, with a factor of 10000, we will reduce the calculations

and improve the processing time. Figs. 10, 11 show the NSI

of the exact and 100-point approximate means in both integer

and non-integer data. It can be seen that for the data with a

length of 1000000, it is sufficient to select 100 samples in

each level, and the mean and median values are close to each

other.

As shown in Figs. 10 and 11, first the mean, approximate

mean, and median values are almost zero. They experience a

large jump to a positive (shown in Fig. 10) or negative value

(shown in Fig. 11) and gradually return to a number close to

zero. It is due to this fact that it first changes from a symmetric

Gaussian distribution to an asymmetric one-sided Gaussian

distribution. Then, in subsequent divisions, it gradually tends

to form a more uniform histogram, which is shown in Figs.

12 and 13 for four layers of division. In these figures, the data

probability density function curves are plotted in the first,

second, third, and fourth layers, respectively, for the larger

length subarrays.

Fig. 12 shows a case where the number of data above zero

is slightly more significant than the number of data below

zero. Therefore, in the second layer, the upper half is chosen.

In subsequent divisions, the subarray is selected close to

zero because the frequency of data around zero is higher.

This is why in the figure for the mean value of different

layers, the mean value first suddenly jumps from zero to a
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FIGURE 10. Median, exact mean, and 100-element approximate mean
values for non-integer Gaussian 1000000-element data in different levels
of division, a) low-standard deviation, b) high-standard deviation.

FIGURE 11. Median, exact mean, and 100-element approximate mean
values for integer Gaussian 1000000-element data in different levels of
division, a) low-standard deviation, b) high-standard deviation.

considerable value (positive or negative) and then tends to

a number around zero. Fig. 13 shows the case where the

number of data less than zero is slightly higher. Therefore,

in the second layer, the data smaller than zero are in the larger

subarray. In both figures, the probability density function of

the data of different subarrays of each layer is more uniform

than the previous layer. The results obtained in Figs. 12 and

13 are valid for both Gaussian and uniform data distributions

with different standard deviations.

VI. COMPLEXITY ANALYSIS OF THE PROPOSED

ALGORITHM

The proposed algorithm is unlike the Quick-sort, which expe-

riences O(NlogN ) time complexity at best and average cases

and O(N 2) at the worst-case [30]. Using the six new ideas

proposed in this investigation, the number of swaps, divisions,

and processing time reduce, i.e., lower complexity than the

FIGURE 12. Gaussian data with low standard deviation (5), a) the first
level, b) second level, c) third level, d) fourth level.

FIGURE 13. Gaussian data with high standard deviation (1000), a) the
first level, b) second level, c) third level, d) fourth level.

Quick-sort. The worst-case for the Quick-sort occurs when

the pivot divides the data into two subarrays, one with zero

length and another with the total length of the data minus one,

at each division level. If this happens for the proposed algo-

rithm, or if the data in an array are the same or sorted, it will

not enter the next division. In these two cases, the proposed

algorithm only needs to calculate the mean value of the data

and then check the similarity or order of the data, which will

be an operation with linear time complexity, O(N ). On the

other hand, the worst-case for the proposed algorithm occurs

when the divisions continue until single-member subarrays.

In each division, the two subarrays have the greatest possible

difference.

In Section 5, we proved theoretically and numerically

that using the mean-based pivot, the maximum difference

between the length of subarrays in each division is about

40%. Also, in the average-case of the proposed algorithm,
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the length of the two subarrays is almost equal, and therefore,

we will have fewer levels and divisions than the Quick-sort.

In general, the time taken by the proposed K-S mean-based

sort is as follows:

T (N ) = T (m)+ T (N − m)+ TB(N )+ TM (N )+ TP(N )

(18)

The first two times are for two recursive calls, the last three

times respectively are for obtaining the Boolean variables

1 and 2, evaluating the mean value, and partitioning an array

into two subarrays, which is each of them in order of 2(N ).

As we know

2(N )+2(N )+2(N )+2(N ) = 2(N ) (19)

Hence,

T (N ) = T (m)+ T (N − m)+2(N ) (20)

m is the number of subarray elements whose elements are

equal or greater than the mean value, and (N − m) is the

remainder elements, located in the second subarray that are

smaller than the mean value. Without loss of generality, it is

assumed that the mean value is not equal to the value of

any data in the array. In the following subsections, we use

Big O (O), Omega (�), and Theta (2), which describe the

upper bound, the lower bound, and the exact bound of the

complexity [46], [47], respectively.

A. THE BEST-CASE

When the data in an array are similar, or sorted in an ascend-

ing or descending order, the best-case occurs. In this case,

we need an O(N ) process for evaluating the mean value

of the primary array, O(N ) for the comparison process in

partitioning, and 2O(N ) for obtaining two Boolean variables.

The first Boolean variable indicates that the data are similar,

and the second one demonstrates that the elements are in an

increasing or decreasing order. If the first Boolean variable

is true, means that all elements are similar. If the second

Boolean variable is true, i.e., data are sorted. Hence, we have

four operations with linear complexity, one for making the

mean value, one for comparisons to the mean value, and two

others for obtaining the Boolean variables. Hence, the upper

bound of the complexity order for the best-case is linear as

Tbest (N ) = �(N ) (21)

B. THE AVERAGE-CASE

The average-case occurs when the partition process always

divides the primary array into two subarrays around the mean

value, similar in length. It is like the best-case for the Quick-

sort. In the average-case it is clear that

Tav(N ) = 2Tav(
N

2
)+2(N ) (22)

In this case, we have one N -element array in the first level,

two N
2
-element subarrays in the second level, four N

4
-element

subarrays in the third level, and so on. Finally, it has 2nd num-

ber of single-element subarrays in the nd th level of division

as the last one. Considering N
2nd

equals 1, nd satisfies the

following equation.

nd = log2N (23)

Knowing that log2 N is the same as logN in the complexity

analysis, therefore,

N + 2×
N

2
+ 4×

N

4
+ . . .+ 2nd × 1 = nd .N = NlogN

(24)

Also, for evaluating the mean value, comparisons to make the

subarrays, and obtaining the Boolean variables, we need sim-

ilar complexities as
{

2(N ), 22(N
2
), 42(N

4
), . . . , 2nd2(1)

}

that totally is in the order of 2(NlogN ). Therefore, the com-

plexity order of the proposed mean-based algorithm for the

average-case is as

Tav(n) = 2(NlogN ) (25)

C. THE WORST-CASE

According to the simulation results reported in Figs.

7, 9, based on the normalized similarity index of the

integer/non-integer Gaussian data in low and high standard

deviations, the least similarity between the lengths of the

subarrays in each level of division is about 60% which means

about 40% difference. Assuming that the length of the upper

subarray is larger than that for the lower subarray, we have

LU − LL = 0.4LU (26)

LU + LL = N (27)

By solving these two equations, we have

LU =
5

8
N , LL =

3

8
N (28)

For this case, the complexity order can be found by solving

the following equation

Tworst (N ) = Tworst (
5

8
N )+ Tworst (

3

8
N )+2(N ) (29)

Based on [46], [47], we conclude that

Tworst (N ) = O(NlogN ) (30)

VII. COMPARISON IN DIFFERENT VIEWPOINTS

Briefly, Table 3 demonstrates a comparison between the pro-

posed K-S mean-based sorting algorithm and the popular

sorting algorithms such as Quick, Merge, Heap, Insertion,

Selection, and Bubble, in the view of the time complexity,

space complexity, stability, adaptivity, type of swaps (in-place

or not), detectability of a part with similar data, detectability

of a part with sorted data, ability to sort data gradually,

making parallel independent subarrays, and applicability for

low, medium, or large data sets.

As shown in Table 3, although the proposed algorithm has

a similar time complexity to the Merge-sort in the worst-case
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TABLE 3. Comparisons of the proposed K-S mean-based algorithm with popular sorting algorithms.

and average-case, performs better than the Quick and Merge

sorts in the best-case, with a linear time complexity. This

algorithm has amemory complexity similar to the Quick-sort.

The proposed algorithm, same as the Quick-sort, qualifies

as an in-place sorting algorithm as it uses extra space only

for sorting recursive function calls but not for manipulating

the input. It is applicable for sorting three types of data,

especially for medium and large data sets. Moreover, it can

detect the part with identical elements and distinguish the

part with sorted data. Besides, it can gradually sort the data

and make independent subarrays with approximately similar

lengths. All features of the proposed algorithm are valid and

applicable for different data types (Gaussian and uniform

random distributions) and a wide range of data’s standard

deviation from low to very high.

VIII. CONCLUSION

In this article, we proposed an efficient mean-based sorting

algorithm that distinguishes sorted subarrays and those that

have similar elements. The difference between the lengths

of the left and right subarrays was analyzed. A measure to

evaluate the difference between the locations of the sorted

and unsorted data, namely NMAE, was proposed. Regarding

the processing time, the number of swaps and divisions,

and NMAE, the effectiveness of the proposed algorithm

to the Merge, Quick, and Heap sorts for both integer and

non-integer data was shown.

We showed the main drawback of the Quick-sort, i.e., mak-

ing independent subarrays with non-similar lengths in each

division due to the randomness of the pivot. We improved it

in the proposed algorithm by considering a mean-based pivot.

Moreover, we decreased the number of unnecessary swaps

and divisions by adding an ability to detect the sorted part and

similar data. As the future work, it is considered to combine

the results of this work and those reported in [38], [39], [43],

[44] to realize the K-S sorting in the parallel processing.

Each subarray can be processed without any interaction

with the other ones because they are independent. If the data

of one subarray is more important, it can be sorted first, and

then we can do the sorting for the rest of the subarrays later.

As the final remark, the proposed K-S mean-based sort is a

proper algorithm to extract the median or a specific number

of min./max. values faster than the conventional methods.
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