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Abstract

The data rates provisioned by broadband Internet accesgctions continue to fall
short of the requirements posed by emerging applicatioesthé potential of statis-
tical multiplexing of the last mile broadband connectioasains unexploited even as
the average utilization of these connections remains loespide recent work in this
area [15, 20], two key questions remain unanswered: a) Véhiei attainable bene-
fit of broadband access sharing? and b) How much of this beseétlizable given
real-world constraints? In this work we quantify the atdile benefit of a multihomed
broadband access environment by proposing and evalusieged flow-based access
sharing policies using a custom flow-based simulator. Wa #realyze how much of
the performance benefit is lost due to real-world constsdigtmigrating from simula-
tions to a test-lab environment employing a wireless netwowr results show that in
today’s broadband Internet access scenarios, a signifiednttion in download times
by up to a factor of 3 is achievable.
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Figure 1.1: WLAN Broadband sharing

Driven by the wide adoption of wireless-enabled broadbaswess connections
and the fact that time-based tariffs have all but disapgka@ew, opportunistidpw-
mobility communication paradigm [16, 17] has emerged over the pasyé&ars, in
which residential usersharetheir broadband access links over wireless 802.11 con-
nections with neighbors and other nomadic urban userse$iecaverage utilization of
a residential Internet connection still remains low [13§tistical multiplexing of user
traffic across multiple broadband access connections osbaged wireless medium
can be used to accommodate nomadic users, increase the giaatads and satisfy
high instantaneous traffic demand of bandwidth-intenghaieations.

Consider the scenario of Figure 1.1 depicting a communitysefs accessing the
Internet via DSL links provisioned by different ISPs andritgan ad-hoc wireless
LAN. User 1 may experience congestion on her downlink cotioedue to serving a
large download fronmobileuser Ext. 1. However, if User 3's Internet connection has
spare bandwidth, User 1 may be able to redirect her trafficsier 3’s connection via
multihoming.



Realities of current network infrastructure design andrafi@n, such as inability
of end users to reserve public IP addresses and lack of ISs®seUpr packet striping,
limit the extent to which statistical multiplexing can bgdeaged for bandwidth aggre-
gation. To overcome these limitations, several multihanmrechanisms, e.g., [15, 20],
have been proposed to route one user’s flows via a wirelesedsh@edium through
another user’s broadband connection. Complementary $e thforts, our work inves-
tigates the potential rather than a mechanism for multiihgrand attempts to answer
a more fundamental question: what is titainablebenefit of flow-based re-routing
in multihomed environments?

To answer this question, we employ hybrid simulations arad testbed experi-
ments in various settings, using both synthetic and measntbased traces for rep-
resenting user traffic. We developed a flow-level simuldowSim which simulates
various flow routing algorithms based on actual flow tracemfreal networks as in-
put, and deployed a testbed using commodity wireless hotesvgss and DSL links.
Synthetic Web traces generated using Surge [3] and reg@dlantess traces from the
Munich Scientific Network (MWN) serve as traffic input. Oustdts show that for
bandwidth intensive flows the average download time can theced by up to a fac-
tor of 3. This emphasizes the substantial potential benifibw multiplexing among
broadband connections in community networks. We expethiédaimprovements by
considering different delay distributions via differemopiders. But this is beyond the
scope of this paper. To summarize, this work makes the fatigwontributions:

¢ A flow-based simulator and an experimental setup for evialgaulti-homing:
reproducible results are obtained and the difference tigeal and progres-
sively realistic experiments is quantified.

e Several multi-homing strategies, ranging from idealisties, in which full knowl-
edge of links and flows is assumed, to a practical and reddizate that is suit-
able for implementation on a router.

e An evaluation of the benefits and potential of the various flouting strategies
in multihomed environments using synthetic and real tradtias.
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Related Work

The areas of local community networking and connectivitgrdty have been well
explored, and some enterprise solutions [1, 7, 8] have egen deployed in the real
world. Settings where neighbors share a DSL connection@rermon, although not
contractually allowed by most ISPs [4]. Bundling conneitgiby utilizing multiple
links in parallel is often used in access networks as well ackbones, where it is
commonly known by the term “trunking” or “channeling”. Trking assumes that the
links are terminated at the same devices.

Closely related to flow management, MAR [15] provides a fraword for leverag-
ing the diversity of wireless access providers and chartogsovide improved wire-
less data performance for the commuters via a wireless monfied device that can be
deployed in moving vehicles. The packet scheduling archite requires the presence
of a proxy server as a concentrator and support from the &P si

The MultiNet project [6] proposes a multihomed single-cdedice by means of
virtualization. In MultiNet the wireless card is continugy switched across multi-
ple networks. In contrast to physically accessing multipéwvorks, our work brings
forward the idea of routing flows across the network in ordeai¢hieve better perfor-
mance.

Solutions for exploiting multiple paths between hosts ghler network layers have
been proposed as well. At the transport layer, pTCP [10] isxdension of TCP that
allows for bandwidth aggregation in multihomed devicese Photocol has been eval-
uated through simulations. Its mechanism is based on padokietring and appears to
us to require a huge management overhead. It is unclear dpetformance benefits
in a real wireless environment would be.

Habib et al. [9] propose the resurrection of the sessiorr lyestriping data from
a single connection over several links. Implementing thappsal, however, requires
extensive changes at the OS or the application level, wisiclisio a requirement for
the Stream Control Transmission Protocol [18] or the IPvifh§Hayer [2].

Recent work by Thompson et al. [20] evaluates a frameworlefal-host multi-
homing with flow routing based on RTT measurements and ptiediof the flow sizes.
However, the evaluation is limited to a proof of conceptsgstonsisting of two nodes
and one specific flow routing methodology proposed by theasttAnother example
of flow management is the work presented in [19]. The authtodyshe feasibility of
improving performance by increasing path diversity thitofigw-based path switch-
ing. This work was evaluated using a wired experimentalpétit no evaluation in
wireless environments has been reported.



Papadopouli and Schulzrinne [14] propose the integrati@mannels with largely
different QoS characteristics for serving streams withpsalale bandwidth. Their pro-
totype operates as a multicast application with variabledladth. Standard applica-
tions such as WWW and email are unable to take advantage girtiposed system.
Lad et al. [11] propose a high-level architecture for shdonnectivity in a coalition
peering without discussing its realization or presentipgdormance evaluation.

Complementary to the above approaches, the work reportéusrpaper offers
an evaluation of multihoming in real wireless environmenthere are a plethora of
papers that have reported on the difficulties posed by véisedavironments and their
impact on urban networks, see [17] or [5] to mention a few.
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Setup

To evaluate the attainable benefit of flow-based routing ittiamed environments,
we use a combination of simulated and real testbed expetiniervarious settings.
We employ as traffic input user traces from the border routéh® Munich Scien-
tific Network to represent real user behavior and synthetiddeads generated by the
Surge [3] Web traffic generator. The latter is required tawapthe reaction of the ap-
plication and users to potential performance improvemevtigch is difficult to assess
via trace-based evaluations.

3.1 Flow Routing Strategies

In this paper we investigate the following basic flow routstigategies to obtain a base-
line of the possible benefits.This will serve as the basisd®reloping even better
strategies in future work:

Direct: the current practice in residential broadband connectievery flow is routed
on the direct link i.e., the DSL connection of the user orging the flow.

FatPipe: an “ideal case”, which bundles all DSL links into one fat pipith band-
width equal to the sum of the capacities of the individualremstions. The only
restriction is that no flow may exceed the bandwidth of thegingting DSL
connection. This strategy cannot be implemented in a raalark and is only
supported by the simulator.

MinLargeFlows: assigns each new flow to the link which, at that time, carties t
least number of flows that have already transmitted some euofltbytes, say
8KB. This strategy tries to minimize the number of bulky flotkat share any
of the DSL links.

Moving flows from one link to another is difficult as it requsreither support by
all end-systems or transparent movement of the TCP statrefidre, we do not allow
re-routing a flow once it has been assigned to a certain link.

3.2 Flow Routing Testbed: FlowRoute

A testbed for conducting realistic experiments has beefogled at our site, emulating
the setup in Figure 1.1. Four nodes have been deployed onamrarflour building,



coexisting with other wireless networks, as in real resiidéscenarios. The distribu-
tion of the testbed nodes was planned to achieve wirelessectisity among them.
Each node consists of a wireless router with IEEE 802.1§arérfaces and a client
machine which is also equipped with a wireless interface rbluters are directly con-
nected to the Internet via 2 Mbps DSL lines and to the cornedimg client machines
using an Ethernet interface. The client based flow routisgesyFl owRout e allows
us to evaluate the benefits of flow routing in real-world tedth Hence, effects not
easily captured in a simulator, such as the impact of diffesbared interconnection
mediums, wired vs. wireless Ethernet, etc., can be studied.

For some of the experiments we need the flexibility to tunebiéwedwidth of the
access lines to the Internet. This functionality is prodidy using the NistNet net-
work emulator [12]. The NistNet emulator is installed on aa&ate machine that is
accessible by all testbed nodes via the management network.

The software prototype that enables flow routing on the tlierachines,
Fl owRout e [21], consists of three main components: a preloaded sHdmeay,
calledl i bConnect , which intercepts all client access to the Berkeley sockgeét
and delegates routing decisiofut ed, the unique central decision making module,
has a global view on the link loads and makes the actual rputétisions based on
the flow routing strategies previously described. The thothponent, calle®r oxy,
is responsible for re-directing the flows between a cliertt & destination and for
informing the routed about the load of all shared DSL corinest

3.3 Simulator: FlowSim

We have developed a simulator, callldowSi m to evaluate in a scalable way the po-
tential of flow routing strategies using flow-level tracesgmit, captured from real net-
works or testbed experiments. Popular packet level siordauch as ns-2 or SSFNet
are less suitable for our purpose, given the large numbeowsftonsidered here. To
validate the simulator, we reproduce the testbed expetsneithin FI owSi mand
compare the results.

We can usé-l owSi mto simulate network setups such as those shown in Fig-
ure 1.1, with various number of users, different capaciied delays for uplink and
downlink directions and flow routing algorithm parametef$ie interconnection ca-
pacity between DSL subscribers is not supposed to be a et#eand thus modeled
as infinite. As such, the simulator cannot distinguish if teenmunity is intercon-
nected via a wireless or wired networkl owSi mconsists of two main components:
the router and the scheduler. Tiwaiter identifies interactive and bandwidth-limited
flows. Bandwidth-limited flows are further classified by theedtion (called dominant
direction) in which they exceed a threshold into downlinkglink- and both-limited
flows. Once a flow has been classified, it is routed using oneecfldéw routing strate-
gies.

The role of thescheduleiis to distribute the available bandwidth among competing
flows, while approximating the dynamics of the TCP protoclsl.order to achieve
reasonable performance, it uses a fluid TCP model operatingjszrete time slots,
rather than on a per event basis. For details and downloatigpg/www.net.t-labs.tu-
berlin.de/ “vlad/FlowRoutingSoftware

The simulation results do not show a significant differendemvusing smaller
time slots than 1/10second, the current setting. The Higtan of the available up
and downstream bandwidth is done in a fair manner betweeftoals that use one



link. Each bandwidth-limited flow exercises a TCP-styleaskiart before it is able to

attain its fair share of the bandwidth. Connect and closaydefre modeled as well,
while ignoring packet losses. Comparisons with resultaioletd from the testbed for
the same set of traces used as input show that the approairaatie reasonable. For
each bandwidth-limited flow, its fair share of the bandwidtitomputed based on its
dominant direction(s). The bandwidth share for the non-damt direction is then set

in proportion to the transmitted bytes. The results areragaaled to the available
bandwidth.
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Figure 3.1: Download bandwidth on simulator and testbedHerMWN experiment
without routing

Figure 3.1 plots the downlink bandwidth from an experimemttee testbed and on
the simulator for the same configuration. On the X axis we stih@time and on the Y
axis the normalized bandwidth. Data from each of the 4 dienplotted in a separate
“swim lane”. We superimpose the two curves in different sigadne for the testbed
and one for the simulator. With the exception of few outli@nsl lags, the two curves
match closely, validating ol owSi msimulation.



Chapter 4

Results

In this section, we begin by analyzing an experiment whiasertificial Web work-
load. Next we replay real-world TCP traces in a second erpatt. For both of them,
we analyze the benefits of flow routing using the testbed antpeoe them with the
performance predicted by the simulator.

4.1 Synthetic Web Workload

We use Surge [3] to generate a synthetic workload represent# Web traffic and
updated its parameters to reflect characteristics (egmedian and mean HTTP ob-
ject size) of the current Web workload mix, including Web ar@ P2P, as observed in
the MWN traces. As Web server software, we use the populahaaiNeb server. To
impose a reasonable load, we use four Surge instances psetiad (host). This Web
workload results in an average utilization of 0.39 Mbps p8LDOink.

411 Testbed Reaults

Figure 4.1 plots the complementary cumulative distributionction (CCDF) of the
flow durations on a logarithmic X-axis for an experiment witistNet and a wired in-
terconnection network. One can clearly see the benefit ofbauting, since durations
with flow routing are clearly shorter than without. Yet, we@bkee that there is some
overhead imposed by flow routing for short flows.

To quantify the achievable benefit, we compute the ratio efdbrations, more
precisely, we computeuration(direct) / duration(routed)Larger values denote better
performance under flow routing. Considering all flows, theambenefit is 1.11 with
a median of 0.90. At first, this might seem a bit disappointiivgt, there are many
short flows and they in this scenario all suffer from the oeaihof our prototype flow
routing implementation. But when we only consider flows vatturation larger than
0.5 seconds the mean improvementincreased to 2.47 (medahn This implies that
there is a significant benefit for bulky flows.

We next switch from NistNet to using the actual 2Mbps DSL din&ith the wired
interconnection network. We observe that the results ingstightly in comparison to
the emulated network. For all flows, the mean benefit is 1.2l{em 0.95). Flows that
last longer than 0.5 seconds experience an improvemen#iéf(thedian 2.03). The
differences are explainable by small inaccuracies in NastN
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Figure 4.1: CCDF of flow durations with and without routing fbe Surge Web work-
load

Finally, we use the well connected wireless network in 802.hode as our inter-
connection network within the community. Somewhat suipgly, the overall results
improve slightly when compared to using a wired network. Tiean (median) im-
provements for longer flows are 2.61(2.11) and for all flon&711.0). This shows
that the wireless network is not the bottleneck. We reroutly @5% of the flows
which imposes a load of less then 5 Mbs on the wireless netv@vkrall, we see that
significant improvements are possible by taking advantagsuttihoming.

4.1.2 Simulator Results

We investigate the upper bound of the routing performancediyg the simulator on
the traces gathered from the Web workload experiments. dllow/s us to estimate
the potential benefits and compare the performance prediofithe simulator against
the performance improvements observed in the testbed. ifrhdagor displays some
deviations in flow duration, which are in part due to the siamboi’'s assumption that
bandwidth is shared fairly between flows. This assumptidm@vn to work well on
average but not on smaller time scales. As such, it is notrisimg that the size of
the deviations decrease as flow durations increase. In th&atatio of the durations
for bandwidth-limited flows in the simulation vs. the testtexperiment has a mean of
1.07 and a median of 0.97. This indicates that, while foniittlial flows the predicted
performance does not agree with the performance seen irxgegiment, the overall
results of the simulation match the experiment quite well.

We then compare the performance as predicted by the simulétto the perfor-
mance of the actual experiment using tlenLar geFl ows routing policy. The
simulator reports a mean(median) improvement for flows éorigan 0.5 seconds of
2.59(2.09). In the synthetic Web workload experiment wiite same strategy, the
inter-arrival times between Web connections are shorger thith thebDi r ect policy,
and the load is also higher. These predictions match thelactobserved benefits
of 2.47 very well. Interestingly, the predicted mean immgnment by the simulator



for Fat Pi pe is only slightly better than foM nLar geFl ows having 2.79 vs. 2.24
mean improvement. This confirms that the achievable bewoefitis scenario is indeed
limited by the traffic properties of this specific Web workioa

4.2 Trace-Based Experiments
4.2.1 Workload

Using traces of real traffic to drive simulations as well aslied experiments allows
repeatability of results under realistic loads. We use egtian-level summaries of
traffic traces captured at the border router of the Municlei@dic Network, MWN.
The MWN provides 10 Gbps Internet upstream capacity to riye®000 hosts at two
major universities including student dormitories, witte thaily traffic amounting to
3-6 TB. Ample bandwidth is available to all users of this natkwia high-speed local
area networks, thus Internet usage is not impaired by angvadth limitations of the
access links.

In a typical 24 hour workday trace from April 24th 2007 we itBnapproximately
37 million flows, out of which 21.1 million have incompleteratection information
records, a typical component of todays traffic mix, such adNSittempts (56%),
rejected connections (27%), in progress connections (&g, missing information
(9%). For our experiments, we consider the remaining 15l8omiflows, through
which 641 GB (182 GB) were transferred from (to) the Interngtese volumes cor-
respond to an average bandwidth utilization of 60 Mbps (1p8jlbdownstream (up-
stream).

From this large collection of flow data we selected a subséioafs, referred to
asMWNflow trace, that originated from IP addresses that are asdigmstudent res-
idences, to ensure that we consider only genuine residémific. Students are pro-
vided Internet access only via 28 NAT gateways. The traffictibse NAT gateways
imposes a load of about 0.34 Mbs on the upstream and 5.74 Mbseatownstream.
We assigned these 28 NAT gateways to our DSL links randoméyndJsuch a dense
trace allows us to investigate times with peak traffic whi¢eing the durations of our
experiments relatively short (30 minutes).

To quantify the performance of our flow re-routing againétedent traffic loads,
we run experiments on the testbed using the full MWN tracediitéon to a random
subselection of 1/3 of the total number of flows (reduced set)

4.2.2 Performance Analysis

Similar to the Surge experiment, we concentrate on bulkydllmmger than 0.5 sec-
onds. Shorter flows display the overhead imposed by our tym¢o Figures 4.2(a)
and 4.2(b) show the scatter plot of flow durations. Each pmiptesents a flow, with
the duration of the direct routing policy on the X axis and dlieation of the re-routed
policy on the Y axis. The overlaid contour lines plot the dgnsf measurement points
in one region. More points below the = y diagonal imply more flows that benefit
from routing. The density peak for the experiment with thie KOMWN trace is signif-
icantly below the diagonal, whereas the reduced MWN traceahpeak at about the
level of the diagonal.

The experiment achieves improvements in the flow duratiotise former case by
a mean factor of 3.02 (median 1.98) and in the latter case hgtarfof 2.04 (median
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Figure 4.2: Scatter plot with superimposed contour

Experiment Policy Mean | Median
Surge (Ether, Nist)| MinLargeFlows| 2.47 1.83
Surge (Ether, DSL) MinLargeFlows| 2.49 2.03
Surge (Wlan, Nist) | MinLargeFlows| 2.61 2.11
Surge (Simulator) | MinLargeFlows| 2.59 2.09
Surge (Simulator) | FatPipe 2.79 2.24
1/3MWN (E., N.) | MinLargeFlows| 2.04 1.02
MWN (Ether, Nist) | MinLargeFlows| 3.02 1.98
MWN (Simulator) | MinLargeFlows| 2.47 1.99
MWN (Simulator) | FatPipe 3.73 2.40

Figure 4.3: Bulky flow 0.5 sec.) speed boost

1.02). When considering all flows including the short onkg, mean/median values
are for the full MWN trace 2.21/1.12 and 1.17/0.94 for theusatl set. See Figure 4.3
for a summary.

We plot the logarithmic density (PDF) of the flow durationstica
duration(direct)/duration(routed) in Figure 4.4. We note that the shift towards
right (values larger than 1) is much more pronounced for thetface experiment.
This means that flow routing performs better in regions ctosthe link congestion.
Figure 4.5 shows the CCDF of flow durations with and withoutvflouting. From
the Figure, we observe that the flows exhibit shorter dunatiwhen flow routing is
employed.

The experimental results on the testbed for the staridand.ar geFl ows routing
algorithm compare well with the simulation. The medianca-afi flow durations is 1.98
on the testbed and 1.99 in the simulator. Mean ratio of 3.02tier on the testbed than
2.47 achieved on the simulator. This result is partly ex@diby a larger jitter on the
testbed. Evaluating thEat Pi pe policy on the simulator, we achieve flow duration
improvement by a mean factor of 3.73 (median 2.40).

The effect of the shared interconnection medium, wirelessiced, has also been
evaluated on the testbed. Average and median flow duratimysby less than 15%

11



between a wireless shared medium with good connectivityganated one. The DSL
emulation through NistNet achieves less than 3% averagenaaéan variation in flow
lengths. Figure 4.6 compares the density distribution efftbw durations when us-
ing DSL lines or NistNet for the Internet connection and Etie¢ or Wireless for the
testbed backbone.
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Figure 4.4: Flow duration densities with different workdisa
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Figure 4.5: CCDF of flow durations with and without routing foe MWN trace-based
workload
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Chapter 5

Conclusion

Broadband access connection sharing using wireless 8@thfologies is emerging
as an alternative approach towards nomadic broadband cibritye Flow-based rout-
ing in conjunction with multihoming plays a key role in enialgl such access sharing
scenarios, by increasing the multiplexing of broadbandheetions. For this reason,
it becomes important to evaluate the potential benefits of-HBased routing in multi-
homed environments.

In this work, we evaluate several flow re-routing strategising synthetic work-
loads and captured user traces as traffic input. Our encimgregsults show improve-
ments of up to a factor df in the download times of bandwidth-limited flows, with
very small overhead. Bandwidth-demanding flows and an amiged distribution of
load among the users of the sharing community particulaglyefit from the flow-
based routing approach. More importantly, full knowledddlav characteristics is
not needed, as the performancéilLar geFl ows exhibits.
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