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#### Abstract

The purpose of this paper is to generalize the Brézis-Haraux theorem on the range of the sum of monotone operators from a Hilbert space to general Banach spaces. The result obtained provides that the range $\mathcal{R}\left(\overline{A+B^{\tau}}\right)$ is topologically almost equal to the sum $\mathcal{R}(A)+\mathcal{R}(B)$ where $\tau$ is a compatible topology in $X^{* *} \times X^{*}$ as proposed by Gossez. To illustrate the main result we consider some basic properties of densely maximal monotone operators.


## 1. Introduction and Background

The Brézis-Haraux theorem [3] on the range of the sum of monotone operators on a Hilbert space is an efficient tool in nonlinear analysis. Nevertheless, the exploration for this direction has continued its development also in a Hilbert space to nonmonotone linear operators that have been obtained by Brézis and Nirenberg [4]. In restrictive Banach spaces ( $L^{p}$ with $1<p<+\infty$ and reflexive) for accretive and $\phi$-monotone operators, some of these results have been obtained by Browder [5], Gupta and Hess [11], Calvert and Gupta [7], Reich [15],.... In a recent paper, Morales [13] extended these results to some regular Banach spaces (uniformly convex) for $m$-accretive operators. Most applications that prove the existence of solutions for nonlinear partial differential equations, differential inclusions, optimization, calculus of variations,... have been proposed in the references quoted above (see, for instance, [17]).

The developed theory of monotone operators from a Banach space to its dual space can be considered most naturally as an extension of the fundamental theory of monotone operators on Hilbert spaces as was studied by Minty (1962) and Browder (1963). Another treatment is to consider accretive operators from a Banach space to itself. Naturally, in a Hilbert space one has the fundamental equivalence between maximal monotonicity and $m$-accretivity.

The purpose of this paper is to treat the range of the sum of monotone operators. The result obtained generalizes the Brézis-Haraux theorem from a Hilbert space to general Banach spaces by dealing with monotone operators. We derive in a more general Banach space $X$ the relations $\overline{\mathcal{R}(A+B)}=\overline{\mathcal{R}(A)+\mathcal{R}(B)}$ and $\operatorname{int}(\mathcal{R}(A+B)) \subset \operatorname{int}(\mathcal{R}(A)+\mathcal{R}(B)) \subset \operatorname{int}\left(\mathcal{R}\left(\overline{A+B}^{\tau}\right)\right)$ where $\tau$ is a compatible

[^0]topology in $X^{* *} \times X^{*}$ as proposed by Gossez. To illustrate the main result we consider some basic properties of densely maximal monotone operators (see [9], [14]). It is important to mention that these results can be applied to various problems in nonlinear analysis; especially for studying nonlinear differential inclusions and the Hammerstein integral equation.

Let $X$ be a real Banach space, let $X^{*}$ be its topological dual space and let $X^{* *}$ be its bidual space. The generalized duality pairing is denoted by $\langle.,$.$\rangle (resp. \langle., .\rangle_{*}$ ) between $X$ and $X^{*}\left(\right.$ resp. $X^{*}$ and $\left.X^{* *}\right)$. We use cl $(C)$ and $\operatorname{int}_{\nu}(C)$ to denote, respectively, the closure and the interior of a subset $C$ of $X$ relative to the topology $\nu$. When $\nu$ is the strong (norm) topology, we write $\mathrm{cl}_{\nu} C=\bar{C}$ and $\operatorname{int}_{\nu}(C)=\operatorname{int}(C)$. We also use $a+\tau B$ to denote the open ball centered at $a \in X$ with radius $r>0$.

By identifying the space $X$ with a subspace of $X^{* *}$, we see that $\mathrm{cl}_{\tau_{1}} X=X^{* *}$, where $\tau_{1}$ is the least fine topology for which the following mappings are continuous:

$$
\begin{aligned}
& X^{* *} \rightarrow \mathbb{R}: x^{* *} \rightarrow\left\langle x^{* *}, x^{*}\right\rangle_{*}, \quad \forall x^{*} \in X^{*}, \\
& X^{* *} \rightarrow \mathbb{R}: x^{* *} \rightarrow\left\|x^{* *}\right\| .
\end{aligned}
$$

Let $\tau=\tau_{1} \otimes \tau_{s}$ where $\tau_{s}$ is the strong topology on $X^{*}$.
An operator $A: X \rightarrow 2^{X^{*}}$ is a multivalued mapping from $X$ to $2^{X^{*}}$. Its domain and range are denoted by $\mathcal{D}(A)=\{x \in X: A x \neq \emptyset\}$ and $\mathcal{R}(A)=\left\{x^{*} \in X^{*}: x^{*} \in\right.$ $A x, x \in \mathcal{D}(A)\}$. Throughout this paper we identify an operator $A$ with its graph, i.e.

$$
x^{*} \in A x \Leftrightarrow\left(x, x^{*}\right) \in A \Leftrightarrow x \in A^{-1} x^{*} .
$$

We say that an operator $A: X \rightarrow 2^{X^{*}}$ is monotone if

$$
\forall\left(x_{1}, y_{1}\right) \in A, \forall\left(x_{2}, y_{2}\right) \in A \quad\left\langle y_{2}-y_{1}, x_{2}-x_{1}\right\rangle \geq 0 .
$$

It is said to be maximal monotone if its graph is maximal in the family of monotone operators in $X \times X^{*}$, ordered by inclusion.

We say that an operator $A: X \rightarrow 2^{X^{*}}$ is densely maximal if there exists a maximal monotone operator $B: X^{* *} \rightarrow 2^{X^{*}}$ such that $B \subset \bar{A}^{\tau}$ where

$$
\bar{A}^{\tau}=\operatorname{cl}_{\tau} A:=\left\{\left(x^{* *}, x^{*}\right) \in X^{* *} \times X^{*} ; \exists\left(x_{i}, x_{i}^{*}\right) \in A \text { with }\left(x_{i}, x_{i}^{*}\right) \xrightarrow{\tau}\left(x^{* *}, x^{*}\right)\right\}
$$

The operator $\bar{A}^{\tau}$ need not be monotone in $X^{* *} \times X^{*}$ (see [10]). If $A$ is monotone, the dense maximality can be expressed by $\bar{A}^{\tau}$ is maximal monotone in $X^{* *} \times X^{*}$.

We now define the normalized duality mapping $J: X \rightarrow 2^{X^{*}}$ by

$$
J(x)=\left\{x^{*} \in X^{*} ;\left\langle x^{*}, x\right\rangle=\|x\|^{2},\left\|x^{*}\right\|=\|x\|\right\} .
$$

The $\varepsilon$-normalized duality mapping $J_{\varepsilon}: X \rightarrow 2^{X^{*}}$ is a multivalued operator defined by

$$
J_{\varepsilon}(x)=\left\{x^{*} \in X^{*} ; \frac{1}{2}\left(\|x\|^{2}+\left\|x^{*}\right\|^{2}\right) \leq\left\langle x^{*}, x\right\rangle+\varepsilon\right\} .
$$

Given $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ convex, lower semicontinuous and proper, its effective domain is given by $\operatorname{dom}(f)=\{x \in X / f(x)<+\infty\}$. The subdifferential (resp. $\varepsilon$-subdifferential) operator $\partial f$ (resp. $\partial_{\varepsilon} f$ ): $X \rightarrow 2^{X^{*}}$ is defined by

$$
y \in \partial f(x) \quad \text { iff } \quad f^{*}(y)+f(x)=\langle y, x\rangle
$$

(resp.

$$
\left.y \in \partial_{\varepsilon} f(x) \quad \text { iff } \quad f(v) \geq f(x)+\langle y, v-x\rangle-\varepsilon \text { for all } v \text { in } X\right),
$$

where $f^{*}(y)=\sup _{u \in X}(\langle y, u\rangle-f(u))$ is the Legendre-Fenchel conjugate of $f$.

The operator $\partial f \subset X \times X^{*}$ is maximal monotone (see [16]). It is also densely maximal (see [8, Théorème 3.1]). It follows from these definitions that

$$
J(x)=\partial\left(\frac{1}{2}\|\cdot\|^{2}\right)(x) \quad \text { and } \quad J_{\varepsilon}(x)=\partial_{\varepsilon}\left(\frac{1}{2}\|\cdot\|^{2}\right)(x)
$$

The inf-convolution (also called epigraphic sum) of $f$ and $g$ is given by

$$
f \stackrel{e}{+} g(x)=\inf _{u \in X}(f(u)+g(x-u))
$$

## 2. The main Results

Definition (Aubin and Ekeland [2, p. 393], Zeidler [17, p. 901]). Let $A$ be a monotone operator from a Banach space $X$ to its dual $X^{*}$. Then $A$ is said to be $3^{*}$-monotone if for all $x^{*} \in \mathcal{R}(A)$ and $x \in \mathcal{D}(A)$ there is a real number $\alpha$ such that

$$
\inf _{(u, v) \in A}\left\langle x^{*}-v, x-u\right\rangle \geq \alpha
$$

Lemma 1. (a) The operator $J_{\varepsilon}: X \rightarrow 2^{X^{*}}$ is bounded and coercive, i.e.

$$
\inf _{x^{*} \in J_{\varepsilon}(x)} \frac{\left\langle x^{*}, x\right\rangle}{\|x\|}=+\infty
$$

(b) If $x^{*} \in J_{\varepsilon}(x)$, then $\left|\|x\|-\left\|x^{*}\right\|\right| \leq \sqrt{2 \varepsilon}$ and $\|x\| \cdot\left\|x^{*}\right\|-\varepsilon \leq\left\langle x^{*}, x\right\rangle$.

Proof. For (a) see [8, Lemme 1.3]. To show (b) it suffices to use the fact $J_{\varepsilon}(x)=$ $\partial_{\varepsilon}\left(\frac{1}{2}\|\cdot\|^{2}\right)(x)$.

Lemma 2. Let $A$ be a densely maximal monotone operator on $X \times X^{*}$ and $E \subset X^{*}$. Suppose that $\forall u^{*} \in E, \exists u \in X$ such that

$$
\begin{equation*}
\inf _{\left(v, v^{*}\right) \in A}\left\langle v^{*}-u^{*}, v-u\right\rangle>-\infty \tag{1}
\end{equation*}
$$

Then

$$
E \subset \overline{\mathcal{R}(A)} \quad \text { and } \quad \operatorname{int}(E) \subset \mathcal{R}\left(\bar{A}^{\tau}\right)
$$

Proof. - Let us prove that $E \subset \overline{\mathcal{R}(A)}$. For, let $u^{*} \in E$, and let us fix $\varepsilon>0$ sufficiently small. Then by [8, Theorem 4.1], for every $\lambda>0$ there exists $v_{\lambda} \in$ $\mathcal{D}(A), y_{\lambda}^{*} \in J_{\varepsilon} v_{\lambda}$ and $z_{\lambda}^{*} \in A v_{\lambda}$ such that

$$
u^{*}=\lambda y_{\lambda}^{*}+z_{\lambda}^{*}
$$

By (1) there exist $u \in X$ and $c>0$ such that

$$
\begin{equation*}
\forall\left(v, v^{*}\right) \in A \quad\left\langle v^{*}-u^{*}, v-u\right\rangle \geq-c \tag{2}
\end{equation*}
$$

Let us take $v=v_{\lambda}$ and $v^{*}=z_{\lambda}^{*}=u^{*}-\lambda y_{\lambda}^{*}$; then for every $\lambda>0$

$$
\left\langle v^{*}-u^{*}, v-u\right\rangle=-\left\langle\lambda y_{\lambda}^{*}, v_{\lambda}-u\right\rangle \geq-c .
$$

According to Lemma 1, one has

$$
\left\langle y_{\lambda}^{*}, v_{\lambda}\right\rangle \geq\left\|y_{\lambda}^{*}\right\| \cdot\left\|v_{\lambda}\right\|-\varepsilon \quad \text { and } \quad\left\|y_{\lambda}^{*}\right\|^{2} \geq 2 \varepsilon+\left\|v_{\lambda}\right\|^{2}
$$

which imply that

$$
\begin{aligned}
c & \geq \lambda\left(\left\langle y_{\lambda}^{*}, v_{\lambda}\right\rangle-\left\langle y_{\lambda}^{*}, u\right\rangle\right) \\
& \geq \frac{\lambda}{2}\left(\left\|y_{\lambda}^{*}\right\|^{2}+\left\|v_{\lambda}\right\|^{2}-2 \varepsilon\right)-\frac{\lambda}{2}\left(\left\|y_{\lambda}^{*}\right\|^{2}+\|u\|^{2}\right) \\
& \geq \frac{\lambda}{2}\left(\left\|v_{\lambda}\right\|^{2}-\|u\|^{2}-2 \varepsilon\right)
\end{aligned}
$$

We deduce that the family $\left\{\sqrt{\lambda}\left\|v_{\lambda}\right\|: \lambda>0\right\}$ is bounded for bounded $\lambda>0$. This yields $\lim _{\lambda \rightarrow 0^{+}}\left\|\lambda v_{\lambda}\right\|=0$ and in view of $\left\|\lambda y_{\lambda}^{*}\right\| \leq\left\|\lambda v_{\lambda}\right\|+\lambda \sqrt{2 \varepsilon}$, we derive

$$
\lim _{\lambda \rightarrow 0^{+}}\left\|\lambda y_{\lambda}^{*}\right\|=0
$$

Since $z_{\lambda}^{*} \in A v_{\lambda}$ (i.e., $\left.z_{\lambda}^{*} \in \mathcal{R}(A)\right)$ and $z_{\lambda}^{*}=u^{*}-\lambda y_{\lambda}^{*}$ strongly converges to $u^{*}$, it follows that $u^{*} \in \overline{\mathcal{R}(A)}$.

- Let us prove that $\operatorname{int}(E) \subset \mathcal{R}\left(\bar{A}^{\tau}\right)$. Let $u^{*} \in \operatorname{int}(E)$. Then there exists $r>0$ such that $u^{*}+r B^{*} \subset E$. Let $w^{*} \in r B^{*}$. Then, as a result of these facts and assumption (2), there exists $w \in X$ such that for every $\lambda>0$ we have

$$
\left\langle-\lambda y_{\lambda}^{*}+w^{*}, v_{\lambda}-w\right\rangle \geq-c
$$

since $z_{\lambda}^{*}=u^{*}-\lambda y_{\lambda}^{*} \in A v_{\lambda}$. Hence for some $\lambda_{0}>0$ we have $\left.\forall \lambda \in\right] 0, \lambda_{0}$ ]

$$
\begin{aligned}
\left\langle w^{*}, v_{\lambda}\right\rangle & \leq c+\lambda\left(\left\langle y_{\lambda}^{*}, w\right\rangle-\left\langle y_{\lambda}^{*}, v_{\lambda}\right\rangle\right)+\left\langle w^{*}, w\right\rangle \\
& \leq c+\frac{\lambda}{2}\left(\|w\|^{2}-\left\|v_{\lambda}\right\|^{2}+2 \varepsilon\right)+\left\langle w^{*}, w\right\rangle \\
& \leq c+\frac{\lambda_{0}}{2}\left(\|w\|^{2}+2 \varepsilon\right)+\left\langle w^{*}, w\right\rangle
\end{aligned}
$$

Thus $\forall w^{*} \in r B^{*}, \sup _{0<\lambda \leq \lambda_{0}}\left\langle w^{*}, v_{\lambda}\right\rangle<+\infty$. We conclude by using the uniform boundedness theorem that $\left\{v_{\lambda} ; 0<\lambda \leq \lambda_{0}\right\}$ is bounded in $X \subset X^{* *}$.

We can extract a subnet, also denoted by $\left\{v_{\lambda}\right\}$, such that $v_{\lambda} \longrightarrow \bar{v} \in X^{* *}$ for the weak topology $\sigma\left(X^{* *}, X^{*}\right)$ whenever $\lambda \rightarrow 0^{+}$. We claim that $\bar{v} \in \mathcal{D}\left(\bar{A}^{\tau}\right)$ and $u^{*} \in \bar{A}^{\tau}(\bar{v})$. For, it suffices to show that

$$
\forall\left(v, v^{*}\right) \in A \quad\left\langle u^{*}-v^{*}, \bar{v}-v\right\rangle \geq 0
$$

To that end, let $\left(v, v^{*}\right) \in A$. Since $z_{\lambda}^{*} \in A v_{\lambda}$ and $A$ is monotone, we deduce

$$
\begin{equation*}
\forall \lambda>0 \quad\left\langle z_{\lambda}^{*}-v^{*}, v_{\lambda}-v\right\rangle \geq 0 \tag{3}
\end{equation*}
$$

Now, $\lim _{\lambda \rightarrow 0^{+}}\left\|z_{\lambda}^{*}-u^{*}\right\|=\lim _{\lambda \rightarrow 0^{+}}\left\|\lambda y_{\lambda}^{*}\right\|=0$ and $v_{\lambda} \rightharpoonup \bar{v} \in X^{* *}$ for $\sigma\left(X^{* *}, X^{*}\right)$ imply that

$$
\begin{aligned}
0 & \leq \liminf _{\lambda \rightarrow 0^{+}}\left\langle z_{\lambda}^{*}-v^{*}, v_{\lambda}-v\right\rangle \\
& \leq \limsup _{\lambda \rightarrow 0^{+}}\left\langle z_{\lambda}^{*}, v_{\lambda}\right\rangle-\liminf _{\lambda \rightarrow 0^{+}}\left\langle z_{\lambda}^{*}, v\right\rangle-\liminf _{\lambda \rightarrow 0^{+}}\left\langle v^{*}, v_{\lambda}\right\rangle+\left\langle v^{*}, v\right\rangle \\
& \leq\left\langle u^{*}-v^{*}, \bar{v}-v\right\rangle
\end{aligned}
$$

It follows that $u^{*} \in \bar{A}^{\tau}(\bar{v})$, and thus $u^{*} \in \mathcal{R}\left(\bar{A}^{\tau}\right)$.
Theorem 1. Let $X$ be a general Banach space. Let $A_{1}$ and $A_{2}$ be two monotone operators satisfying
(i) $A_{1}$ and $A_{2}$ are $3^{*}$-monotones.
(ii) $A_{1}+A_{2}$ is densely maximal.

Then

$$
\overline{\mathcal{R}\left(A_{1}+A_{2}\right)}=\overline{\mathcal{R}\left(A_{1}\right)+\mathcal{R}\left(A_{2}\right)}
$$

and

$$
\operatorname{int} \mathcal{R}\left(A_{1}+A_{2}\right) \subset \operatorname{int}\left(\mathcal{R}\left(A_{1}\right)+\mathcal{R}\left(A_{2}\right)\right) \subset \operatorname{int} \mathcal{R}\left({\overline{A_{1}+A_{2}}}^{\tau}\right)
$$

Proof. It is obvious that

$$
\overline{\mathcal{R}\left(A_{1}+A_{2}\right)} \subset \overline{\mathcal{R}\left(A_{1}\right)+\left(\mathcal{R}\left(A_{2}\right)\right)} \quad \text { and } \quad \operatorname{int} \mathcal{R}\left(A_{1}+A_{2}\right) \subset \operatorname{int}\left(\mathcal{R}\left(A_{1}\right)+\left(\mathcal{R}\left(A_{2}\right)\right)\right.
$$

Let us establish the other ones. Define $A$ and $E$ of the last lemma by $A:=A_{1}+A_{2}$ and $E:=\mathcal{R}\left(A_{1}\right)+\mathcal{R}\left(A_{2}\right)$. All that needs to be shown is condition (1). For, let $u^{*} \in E$; then $u^{*}=u_{1}^{*}+u_{2}^{*}$ for $u_{i}^{*} \in \mathcal{R}\left(A_{i}\right)$. By $3^{*}$-monotonicity of $A_{i}$, we have for $u \in D\left(A_{1}\right) \cap D\left(A_{2}\right)$

$$
\inf _{\left(v, v^{*}\right) \in A_{i}}\left\langle v^{*}-u_{i}^{*}, v-u\right\rangle>-\infty \quad \text { for } i=1,2
$$

which implies that

$$
\begin{aligned}
\inf _{\left(v, v^{*}\right) \in A}\left\langle v^{*}-u^{*}, v-u\right\rangle & =\inf _{v_{1}^{*}+v_{2}^{*} \in A_{1}(v)+A_{2}(v)}\left\langle\left(v_{1}^{*}-u_{1}^{*}\right)+\left(v_{2}^{*}-u_{2}^{*}\right), v-u\right\rangle \\
& \geq \inf _{\left(v, v_{1}^{*}\right) \in A_{1}}\left\langle\left(v_{1}^{*}-u_{1}^{*}\right), v-u\right\rangle+\inf _{\left(v, v_{2}^{*}\right) \in A_{1}}\left\langle\left(v_{2}^{*}-u_{2}^{*}\right), v-u\right\rangle \\
& >-\infty .
\end{aligned}
$$

This means condition (1) is satisfied. Hence the theorem is proven.
Remarks. (a) Let us remark that the $3^{*}$-monotonicity condition on $A_{1}$ and $A_{2}$ can be replaced by

$$
\forall u^{*} \in \mathcal{R}\left(A_{1}\right)+\mathcal{R}\left(A_{2}\right), \exists u \in X \quad \text { such that } \quad \inf _{\left(v, v^{*}\right) \in A_{1}+A_{2}}\left\langle v^{*}-u^{*}, v-u\right\rangle>-\infty
$$

(b) The assertion of the main theorem remains true when we replace the $3^{*}$ monotonicity of $A_{1}$ by $D\left(A_{1}\right) \subset D\left(A_{2}\right)$.

Corollary 1. Suppose that $X$ is a reflexive Banach space. Let $A_{1}$ and $A_{2}$ be two $3^{*}$-monotone operators satisfying that $\overline{A_{1}+A_{2}}$ is maximal. Then $\operatorname{int} \mathcal{R}\left(\overline{A_{1}+A_{2}}\right)=\operatorname{int}\left(\mathcal{R}\left(A_{1}\right)+\mathcal{R}\left(A_{2}\right)\right) \quad$ and $\quad \overline{\mathcal{R}\left(A_{1}+A_{2}\right)}=\overline{\mathcal{R}\left(A_{1}\right)+\mathcal{R}\left(A_{2}\right)}$.
The proof is immediate, since when the space $X$ is reflexive and $A=\overline{A_{1}+A_{2}}$ is maximal monotone, $\bar{A}^{\tau}=A$.

Corollary 2. Let $f$ and $g$ be two proper convex lower semicontinuous functions defined from a Banach space $X$ in $\mathbb{R} \cup\{+\infty\}$. Assume that

$$
\begin{equation*}
\bigcup_{t>0} t(\operatorname{dom}(f)-\operatorname{dom}(g)) \text { is a closed linear subspace of } X \tag{4}
\end{equation*}
$$

Then

$$
\overline{\mathcal{R}(\partial f)+R(\partial g)}=\overline{\mathcal{R}(\partial(f+g))} \quad \text { and } \quad(\mathcal{R}(\partial f)+\mathcal{R}(\partial g))=\operatorname{int} \mathcal{D} \partial\left(f^{*}+g^{*}\right)
$$

Proof. Using [1, Corollary 1] we have $\partial(f+g)=\partial f+\partial g$. Rockafellar's theorem in [16] guarantees that $\partial f$ and $\partial g$ are cyclic monotone, in particular, $3^{*}$-monotone. We have

$$
\overline{\mathcal{R}(\partial f)+\mathcal{R}(\partial g)}=\overline{\mathcal{R}(\partial f+\partial g)}=\overline{\mathcal{R}(\partial(f+g))}
$$

and

$$
\operatorname{int}(\mathcal{R}(\partial f)+\mathcal{R}(\partial g))=\operatorname{int} \mathcal{R}\left(\overline{\partial(f+g)^{\tau}}\right)
$$

Attouch and Brézis [1, Theorem 1] show that under assumption (4)

$$
(f+g)^{*}=f^{*} \stackrel{e}{+} g^{*}
$$

Therefore

$$
\overline{\partial(f+g)^{\tau}}=\left(\partial(f+g)^{*}\right)^{-1}=\left(\partial\left(f^{*} \stackrel{e}{+} g^{*}\right)\right)^{-1}
$$

which completes the proof.
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