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Abstract. A new approach to the problem of impulsive-noise reduction
for color images is introduced. The major advantage of the technique is
that it filters out the noise component while adapting itself to the local
image structures. In this way the algorithm is able to eliminate strong
impulsive noise while preserving edges and fine image details. As the
algorithm is a fuzzy modification of the commonly used vector median
operator, it is very fast and easy to implement. Our results show that the
proposed method outperforms all standard algorithms for the reduction
of impulsive noise in color images. © 2001 Society of Photo-Optical Instrumenta-
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1 Introduction

The processing of color image data has received much
tention in recent years. The amount of research publishe
date indicates increasing interest in the area. It is wid
accepted that color conveys very important informat
about the scene objects and this information can be use
further refine the performance of an imaging system.

The most common image-processing tasks are noise
tering and image enhancement. These tasks are an ess
part of any image processor, whether the final image
utilized for visual interpretation or for automatic analysis1

As it has been generally recognized that the nonlin
vector processing of color images is the most effective w
to filter out noise and to enhance the images, the new
tering technique presented in this paper is also nonlin
and utilizes the correlation of a color image among
channels.2,3

This paper is divided into four main parts. In Sec. 2
brief overview of the standard noise reduction operatio
for color images is presented. Section 3 shows the const
tion of the new algorithm of image enhancement. In Sec
we focus on the computational complexity of the propos
filter, and Sec. 5 depicts the results of noise attenua
achieved using the proposed algorithm in comparison w
the standard noise suppression techniques.

2 Standard Noise Reduction Filters

A number of nonlinear multichannel filters, which utiliz
correlation among multivariate vectors using various d
tance measures, have been proposed to date.4–6 The most
popular nonlinear multichannel filters are based on the
dering of vectors in a predefined moving window. The o
put of these filters is defined as the lowest-ranked ve
according to a specific ordering technique.
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Let F(x) : Zp→Zp represent a multichannel image, an
let WPZp be a window of finite sizen ~filter length!. The
noisy image vectors inside the windowW are denoted as
Fj , j 51,2, . . . ,n. If the distance between two vector
Fi ,Fj is denoted asd(Fi ,Fj ), then the scalar quantity

Di5(
j 51

n

d~Fi ,Fj !, ~1!

is the distance associated with the noisy vectorFi inside the
processing window. An ordering of theDi ’s,

D (1)<D (2)<¯<D (n) , ~2!

implies the same ordering to the corresponding vectorsFj ,

F(1)<F(2)<¯<F(n) . ~3!

Nonlinear ranked-type multichannel estimators define
vectorF(1) as the filter output. This selection is due to th
fact that vectors that diverge greatly from the data popu
tion usually appear in higher-indexed locations in the
dered sequence. However, the concept of input order
initially applied to scalar quantities, is not easily extend
to multichannel data, since there is no universal way
define ordering in vector spaces.

To overcome the problem, distance functions are of
utilized to order vectors. As an example, thevector median
filter ~VMF! uses theL1 or L2 norm in Eq. ~1! to order
vectors according to their relative magnitude differences4,7

The orientation difference between two color vecto
can also be used as their distance measure. This so-c
vector angle criterionis used byvector directional filters
00 © 2001 Society of Photo-Optical Instrumentation Engineers
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Smolka et al.: On the reduction of impulsive noise . . .
~VDFs! to remove vectors with atypical directions.5,8 The
type of the distance metric used to order the color in
vectors greatly affects the performance of the filter. For t
reason, different kinds of vector distances are applied
increase the efficiency of the multichannel noise reduct
algorithms.

The basic vector directional filter~BVDF! is a ranked-
order, nonlinear filter that parallelizes the VMF operatio
However, a distance criterion different from theL1 ,L2
norm used in VMF is utilized to rank the input vectors. T
angular distance criterion used in BVDF is defined a
scalar measure

Ai5(
j 51

n

a~Fi ,Fj !, with a~Fi ,Fj !5cos21S Fi Fj
T

uFi u uFj u
D ,

~4!

as the distance associated with the noisy vectorFi inside
the processing window of lengthn. The output of the
BVDF is that vector from the input set that minimizes t
sum of the angles with the other vectors. In other wor
the BVDF chooses the vector most centrally located w
out considering the magnitudes of the input vectors.

To improve the efficiency of the directional filters,
new method called thedirectional-distance filter~DDF!
was proposed.5 This filter retains the structure of th
BVDF, but utilizes a new distance criterion to order t
vectors inside the processing window.

To enhance the rank-ordered operations, a techn
called thehybrid directional filterwas proposed.9 This filter
operates on the direction and the magnitude of the c
vectors independently and then combines them to produ
unique final output. This hybrid filter, which can be viewe
as a nonlinear combination of the VMF and BVDF filter
produces an output according to the following rule:

FHyF5H FVMF if FVMF5FBVDF ,

~ iFVMFi /iFBVDFi !FBVDF otherwise,
~5!

whereFBVDF is the output of the BVDF filter,FVMF is the
output of the VMF, andi•i denotes the magnitude of th
vector. Another, more complex hybrid filter, which in
volves the utilization of an arithmetic~linear! mean filter
~AMF!, has also been proposed.9

A different approach in the development of direction
filters was taken with the introduction of a new class
adaptive directional filters.10,11 The adaptive filters pro-
posed there utilize data-dependent coefficients to adap
local image characteristics. The weights of the adaptive
ters are determined by fuzzy transformations based on
tures from local data.

The general form of the adaptive directional filters
given as a nonlinear transformation of a weighted aver
of input vectors inside the windowW:

ŷ5(
i 51

n

wi* Fi5
( i 51

n wiFi

( i 51
n wi

. ~6!

In the adaptive design, the weights provide the degree
which an input vector contributes to the output of the filt
a

o

-

The weights of the filter are determined adaptively, us
fuzzy transformations of a distance criterion at each ima
position.

3 New Approach to Impulsive Noise Reduction

The output of the vector median of pixels belonging to
filter window W is a value that minimizes the appropria
cost function

R~Q!5 (
j 50

n21

iF~ j !2Qi , ~7!

wherei•i is the vector norm. This basic idea can be refo
mulated using the concept of a fuzzy similarity functio
which describes the relation between neighboring pixe
Let the similarity between vectorsFi andFj be defined as

r~Fi ,Fj !5exp~2biFi2Fj i !, ~8!

whereb is a filter coefficient. Then let the total similarit
function be defined as

R~F0!5 (
j 51

n21

r~F0 ,Fj ! ~9!

and

R~Fi !5 (
j 51

n21

~12d i , j !r~Fi ,Fj !, i 51, . . . ,n21. ~10!

The new filter is constructed in such a way that the cen
pixel F0 is replaced byFk only if R(F0),R(Fk) andR(Fk)
is the maximal value (k51,2, . . . ,n21). In other words,
the center pixel is replaced by the one that maximizes
sum of similarities between the new central pixel and
neighbors. An actual replacement happens only when
center pixel is noisy, and that is just what gives our filt
the property of preserving ‘‘good’’ image pixels.

The performance of the procedure was evaluated us
the similarity function defined by Eq.~8!; however, we ex-
pect that good results can be obtained with other monot
cally decreasing convex functions.

The constraint regarding the total similarity measure
troduced here is very important, as for very smallb we
haveR(F0)'4 andR(Fi)'3, i 51, . . . ,4, in theexample
illustrated by Fig. 1. This means that for smallb all image
pixels will be preserved; changes will occur only for larg
enoughb. Without this constraint on the similarity mea
sure, for smallb the output of the filter would be the sam
as that of the median, and a lot of pixels would be unn
essarily replaced by their neighbors.

4 Computational Complexity of the New Filter

Apart from the numerical behavior of any proposed alg
rithm, its computational complexity is a realistic measu
of its practicality and usefulness, since it determines
required computing power and processing~execution! time.
903Optical Engineering, Vol. 40 No. 6, June 2001
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Smolka et al.: On the reduction of impulsive noise . . .
In this section a comparison, in terms of computatio
complexity, between the proposed filter and the two st
dard methods, namely the vector median filter and the v
tor directional filter, is presented. A general framework
evaluate the computational requirements of image-filter
algorithms is given in Refs. 12 and 13. The framework
that analysis, originally introduced for filters utilizing a pr
defined moving window, is used here to evaluate the co
putational requirements of the algorithms.

The requirement of this approach is that the filter w
dow W be symmetric (n3n) and containsn2 vector
samples of orderp (Zp). In most image-processing appl
cations a valuen53 is considered.

The computational complexity of a specific filter is a
sumed to be a total time to complete an operation:

Time5( wOPEROPER, ~11!

where OPER is the number of operations of type OP
that are required, andwOPER is the weight of that type. In
our analysis the following operations are used: ADD~ad-
ditions!, MULT ~multiplications!, DIV ~divisions!, SQRT
~square roots!, COMP ~comparisons!, ARCCOS ~arc-
cosines!, and EXP~exponentiations!. The weights used in
the calculations do not pertain to any particular machi
Rather, they can be considered mean values of those c
ficients commonly encountered. All qualitative results p
sented in the following hold even if the weighting coef
cients in the above formula are different for a spec
computing platform. UsuallywADD is assumed to be 1
while other wOPER values depend on the computing pla
form and are out of our interest. In this way the compu
tional complexity of the presented filter can be determin
step by step as follows:

1. Filtration of one pixel requires computation ofn2 to-
tal similarity measuresR(Fj ) and selection of their
maximumn221 comparisons.

2. Computation of one particular measureR(Fi) re-
quires n222 additions andn221 calculations of
r$Fi ,Fj%.

3. Computation of one particularr$Fi ,Fj% requires 1
computation of Euclidean distance~if the L2 metric is
used!, 1 multiplication, and 1 computation of an ex
ponent.

Fig. 1 Illustration of the construction of the new filtering technique
(for the sake of simplicity the 4-neighborhood was chosen). If the
value of the center pixel F0 (a) is replaced by the value of its neigh-
bor F2 , then the F2 pixel is not taken into consideration while cal-
culating the total similarity measure between the pixels (b).
904 Optical Engineering, Vol. 40 No. 6, June 2001
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4. Computation of one particular Euclidean distance
quiresp multiplications, 2p additions, and 1 square
root.

Combining these steps, we conclude that the computatio
complexity of the presented method is

n2@~n222! ADD1~n221!~p MULT12p ADD

1SQRT1MULT1EXP!#1~n221! COMP

5O~n4! MULT1O~n4! ADD1O~n4! SQRT

1O~n4! EXP1O~n2! COMP.

In the same way we can obtain computational complexi
for VMF and BVDF. Table 1 summarizes the results. A
can be seen, the proposed filter has the same rank of c
plexity, O(n4), as VMF and BVDF and is a little slowe
than VMF, but as fast as BVDF.

It must be stressed that all results were obtained
straightforward application of the described algorithms a
are not optimal. For instance, in Ref. 12 a way to reduce
complexity of VMF to O(n3) is described. Similar im-
provements might be applied to the presented filter as w

5 Results

The performance of the new algorithm was compared w
the standard procedures of noise reduction used in c
image processing~Table 2!. Two RGB color images were
selected for our tests. The color images ‘‘Lena’’ and ‘‘Pe
pers’’ were contaminated by 4% of impulsive noise. T
mean absolute error~MAE!, the root of the mean square
error ~RMSE!, the signal-to-noise ratio~SNR!, the peak
signal-to-noise ratio~PSNR!, the normalized mean square

Table 1 Computational complexity of VMF, BVDF, and proposed
filter.

Filter

Complexity

ADD MULT1DIV SQRT ARCCOS EXP COMP

VMF O(n4) — — — — O(n2)

BVDF O(n4) O(n4) O(n4) O(n4) — O(n2)

Proposed O(n4) O(n4) O(n4) — O(n4) O(n2)

Table 2 Filters compared.

Abbr. Name Ref.

AMF Arithmetic-mean filter 4

VMF Vector median filter 7

ANNF Adaptive nearest neighbor filter 11

BVDF Basic vector directional filter 14, 15

HDF Hybrid directional filter 9

AHDF Adaptive hybrid directional filter 9

DDF Directional-distance filter 5

FVDF Fuzzy vector directional filter 10
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Smolka et al.: On the reduction of impulsive noise . . .
error ~NMSE!, and the normalized color difference~NCD!
were used as quantitative measures for evaluation purpo
They are computed as

MSE5
( i 51

N1 ( j 51
N2 iF~ i , j !2F̂~ i , j !i2

N1N2
, ~12!

MAE5
( i 51

N1 ( j 51
N2 (k51

3 uFk~ i , j !2F̂k~ i , j !u

3N1N2
, ~13!

RMSE5AMSE, PSNR520 logS 255

RMSED , ~14!

NMSE5
( i 51

N1 ( j 51
N2 iF~ i , j !2F̂~ i , j !i2

( i 51
N1 ( j 51

N2 iF~ i , j !i2 , ~15!

whereN1 , N2 are the image dimensions, andF( i , j ) and

F̂( i , j ) denote the original image vector and the estimate
pixel (i , j ), respectively. Tables 3 and 4 summarize t

Table 3 Comparison of the new filter with the standard techniques
using ‘‘Lena.’’

Method
NMSE
(1024) RMSE

PSNR
(dB)

NCD
(1023)

None 51,495 32,165 17,983 43,211

AMF 82,863 12,903 25,917 44,496

VMF 23,304 6,842 31,427 19,923

ANNF 31,271 7,926 30,149 24,926

BVDF 29,074 7,643 30,466 21,012

HDF 22,845 6,775 31,513 20,201

AHDF 22,603 6,739 31,559 20,193

DDF 24,003 6,944 31,288 21,291

FVDF 26,755 7,331 30,827 23,319

Proposed 10,215 4,530 35,009 4,014

Table 4 Comparison of the results using ‘‘Peppers.’’

Method
NMSE
(1024) RMSE

PSNR
(dB)

NCD
(1023)

None 650,920 32,624 17,859 39,841

AMF 124,724 14,281 25,036 52,281

VMF 33,257 7,374 30,776 23,468

ANNF 50,647 9,104 28,949 31,047

BVDF 33,824 7,437 30,703 23,544

HDF 32,497 7,289 30,877 23,676

AHDF 32,086 7,243 30,931 23,603

DDF 33,848 7,439 30,699 23,545

FVDF 38,947 7,980 30,090 25,631

Proposed 13,616 4,718 34,655 5,143
s.

results obtained for the test images for a 333 filter window
and 8-neighborhood system. We have used theL1 norm,
and theb value in Eq.~8! was 0.75.

As the MAE, RMS, NMSE, SNR, and PSNR do not ta
into account the perceptual characteristics of the hum
eye, they are not accurate measures of the manner in w
the images are perceived by a human. The normalized c
difference~NCD! is the mean squared in the Commissi
Internationale de l’EclairageL* u* v* space, which is ap-
proximately uniform with respect to human visu
perception.16

In the L* u* v* space, theL* component defines the
lightness, and theu* and v* components together defin
the chromaticity. In such a space, the perceptual color e
between two color vectors is defined as

DEuv5@~DL* !21~Du* !21~Dv* !2#1/2, ~16!

whereDEuv is the color error andDL* , Du* , andDv* are
the differences in theL* , u* , andv* components, respec
tively, between the two color vectors under considerati
Once theDEuv for each pixel of the images under consi
eration is computed, the NCD is estimated according to
formula17

NCD5
( i 51

N1 ( j 51
N2 iDEuvi

( i 51
N1 ( j 51

N2 iEuv* i
, ~17!

where Euv* 5@(L* )21(u* )21(v* )2#1/2 is the norm, or
magnitude, of the uncorrupted original image pixel vecto
in the L* u* v* space.

The efficiency of the new filtering technique is shown
Figs. 2 and 3. Figure 2 depicts the results of image filter
using the new method in comparison with VMF, AHDF
and DDF. For the comparisons, the standard test im
‘‘Lena’’ was used and the RGB channels were distorted
4% impulsive noise. Figure 3 shows the performance of
new filter using the standard ‘‘Peppers’’ image, distort
with impulsive noise of the same intensity. Figure 3~e! and
~f! illustrate the difference between the original undistort
image and the results of the filtering with VMF and the ne
method. In order to better visualize the changes introdu
by both filters, the absolute differences of the RGB valu
were multiplied by 10 to get~e, f!. As can be seen, the
majority of the image pixels were changed by the VMF. A
compared with VMF, using the new filtering techniqu
only a small fraction of the pixels was changed. This co
firms the good results depicted in Tables 3 and 4.

Another important feature of the proposed filter is tha
can be used in an iterative way and the number of iterati
does not play an important role. Our experiments show t
with each iteration the number of pixels that change th
values decreases rapidly, so that after a few iterations
filter reaches its root and further iterations do not introdu
any new pixel values into the filtered image.

Figure 4 and Table 5 show that the new filter is capa
of reducing even strong random noise. The ‘‘Lena’’ ima
was distorted byx510%, 20%, 40%, and 70% random
color noise~to x% of the image pixels random RGB value
from the range@0,255# were assigned!. As can be seen, the
905Optical Engineering, Vol. 40 No. 6, June 2001
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Fig. 2 Efficiency of the proposed filter as compared with the stan-
dard methods: (a) color test image ‘‘Lena,’’ (b) image distorted by
4% impulsive noise, (c) new method (333 window, b50.75), (d)
VMF, (e) AHDF, (f) DDF.

Fig. 3 Noise reduction effect of the proposed filter as compared
with the standard methods: (a) color test image ‘‘Peppers,’’ (b) im-
age distorted by 4% impulsive noise, (c) new method (333 window,
b50.75), (d) VMF, (e, f) the absolute difference between the original
and filtered images [in (e, f) the RGB values have been multiplied by
10].
906 Optical Engineering, Vol. 40 No. 6, June 2001
Fig. 4 Efficiency of the proposed filter: (a, c, e) color test images
distorted respectively by 10%, 20%, and 40% random noise, beside
(b, d, f) the results of the filtering with the new method (333 win-
dow, b51.5).

Fig. 5 Random-noise reduction results: (a) test image distorted by
70% random noise, (b) the result of filtering with VMF (a 535 filter-
ing window was used, and three iterations performed), (c) the re-
sults of filtering with the proposed method (b510, 535 window,
and three iterations).
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Smolka et al.: On the reduction of impulsive noise . . .
filter is capable of reducing even strong random noise w
preserving the image details. Figure 5 shows how the n
filter copes with 70% random noise. Although only 30%
the image pixels retained their original values and the
formation on the rest of the image pixels was totally lo
by using the new method of noise reduction it was poss
to restore the original image with much better accura
than when using the standard VMF approach.

6 Conclusions

The new algorithm presented in this paper can be seen
modification and improvement of the commonly used
ters, which are based on the median or vector median.
though there exist a lot of different kinds of filters that se
to overcome the drawbacks of the median and vector
dian, the new approach is interesting in that the filter is
invasive, in the sense that it does not destroy the struc
of the image unnecessarily as the median does. The c
parison shows that the new filter outperforms all stand
procedures used in color image processing when imp
noise is to be eliminated.
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