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ON THE RETRIAL QUEUE WITH IMPERFECT COVERAGE

AND DELAY REBOOT

Tzu-Hsin Liu1, Jau-Chuan Ke2,∗, Ching-Chang Kuo2 and Fu-Min Chang1

Abstract. Retrial systems have been used extensively to model many practical problems in call
center, data center, cloud service computing center and computer network system. This paper deals
with a multi-server retrial system with the features of imperfect coverage and delay reboot. In the
investigated system, arrivals may not be detected because of some fault issues. When this situation
happened, the system is cleared by a reboot operation. Once arrivals are detected and located, they
are attended to when a server is available; otherwise, they join a retrial orbit and generate repeated
attempts till a free server is found. We analyze the presented model as a quasi-birth-and-death process
and develop various performance indices. The optimal number of servers and optimal service rate
are searched by constructing an average cost function. A heuristic search technique is employed to
obtain the optimization approximate solution at a minimum cost. Numerical illustrations are given to
demonstrate the optimization procedure and the effects of varying parameters on performance indices.
We also present an application example to demonstrate the applicability of investigated model.
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1. Introduction

In the practical applications of many fault-tolerant systems such as call centers, web access, telecommuni-
cation networks and computer systems, the customer retrial phenomenon, in which arriving customers may be
immediately unable to enter the service area, is a common problem. Fault tolerance has to ensure availability
as well as continued service even when some parts of a system fail. In many service systems, an extensive loss of
customers as well as cost occurs due to the slow response of some customer complaints if not tackled properly
with the help of suitable mechanism. But in some practical situations, the customer complaint device may
prove inadequate to recover a customer complaint perfectly. These types of situations are called as imperfect
coverage. When this situation happened, the missed customer complaint needs time to be found and cleared.
And then the customer complaint can be handled continuously. These types of situations are called as reboot
operation. Most of the studies focus on the machine repair problems with imperfect coverage in fault tolerance
systems; however, the research of the customer’s behaviour gets less attention on fault tolerance systems. As a
multimedia contact center (MCC), the system focuses on the customer’s behaviours. This prompts us to study
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a multi-server retrial system with the features of imperfect coverage and delay reboot. In addition, the discussed
system has a potential application in a fault tolerant incoming call center system which provides an arriving
call service and is switched to route calls by the ACD (Automatic Call Distributor). ACD is a system that
automatically detects incoming calls and then distributes them to relevant consultants, who provide the type of
information or service required. Those consultants can be treated as servers. Sometimes arriving calls are not
detected and located due to fault issues. It needs time to be found and cleared as such a situation occurred.
For such an application, the administrator is interesting to search the optimum number of consultants and the
optimum mean service rate at a minimum cost. The details of application example are introduced in Section 7.

Many eminent researchers in recent years have investigated many retrial queueing systems with variations.
First, Gómez-Corral [12] provided a bibliographical guide for the study of queues with repeated attempts.
Artalejo et al. [6] considered a multiserver type discrete-time queue with exponential retrials and geometric
repeated attempts. Artalejo and Pla [4] investigated a multiserver system with customer impatience in telecom-
munication systems, and provided two truncation methods to analyze the retrial queue. Phung-Duc et al. [24–26]
presented some analytical approach to stationary behaviour for multiserver retrial queues, which can be cal-
culated by a numerically stabilizing process. Artalejo [2] further gave a detailed bibliography on retrial queues
during 2000–2009. Some other results about a retrial queue can be found in [7–9,11,19,23,27,32,36].

Another interesting aspect is queuing systems with imperfect coverage. The probabilities of successful detec-
tion, location and recovery are included in the coverage factor [28]. Many studies on repairable systems with
imperfect coverage have been conducted, such as [1,13–17,20,31,33,34]. Recently, Yen and Wang [37] compared
reliability and availability measures for three different systems with imperfect coverage and spare switching fail-
ures. Ke et al. [18] studied a machine repairing problem with an unreliable repairman and imperfect switchover
of standbys. They obtained the stationary probability distribution by the method of supplementary variable.
To the best of our knowledge, there is no works on a multi-server retrial queue with imperfect coverage and
reboot delay, and such a system is not easily to be constructed and analyzed.

Following sections are organized as: Section 2 gives the model description in detail. For such model, the
stability condition is derived. Furthermore, the stationary probability vectors are obtained by using matrix-
geometric approach in Section 3. Section 4 shows the various performance indices in terms of matrix form. In
Section 5, we develop a structure of average cost. A heuristic search technique is implemented to optimize an
approximate solution at a minimum cost. In Section 6, some numerical illustrations are provided to examine the
effect of system parameters on the performance indices and average cost. In the final, we illustrate a potential
application and make a conclusion.

2. Retrial system model

In this system, arriving customers are assumed to follow a Poisson streams with rate λ. There are c identical
servers in the system. The service time has an exponential distribution with rate µ. When an arriving customer
is coming into the system, it may be detected and located with a probability θ (coverage probability, see [30]).
Once the arriving customer is detected successfully by detection device, it will be transferred to one available
server for serving. When all of the servers are occupied, the arriving customer will stay in the orbit. The access
from the orbit is governed by the classical retrial policy. That is, each arriving customer in orbit repeats its
request after an exponentially time of rate σ, so the retrial rate given that j arrivals in the orbit is σj = jσ,
which is the action of retrial in the system. On the other hand, when an arriving customer or retrying customer
is not detected successfully by detection device cause of the software or hardware errors, the system will go
into an unsafe state. To clear the unsafe state, the non-detective customer needs to be located. To do that,
the supervisor will issue a reboot operation to reboot the detection device and then locate the non-detective
customer. After the non-detective customer being located, it will be treated as normal customer and continue
his arriving process, and the system returns to the normal state. The reboot delay is exponentially distributed
with rate β. During reboot delay, arriving customers and retrials are ignored, and servers stop their work. As
we know, closed analytical solutions of multiserver retrial queues and direct algorithmic computations of these



RETRIAL QUEUE WITH IMPERFECT COVERAGE AND REBOOT S1231

Figure 1. The general structure of investigated retrial queueing model.

limiting probabilities are still unavailable (see [5]). Therefore, we use the Neuts and Rao truncation technique
to approximate the stationary results in this manuscript. That is, considering the specifications of system, the
number of arrivals in the orbit allowed to make conduct retrials is limited up to a predetermined threshold N .
This means that the number of arrivals in orbit is greater than the specified value N , the retrial rates do not
depend on the length of orbit. Thus, the retrial rate becomes σj = jσ if j ≤ N and σj = Nσ if j > N . About
discussion for the choice of N , one can see the book by Artalejo and Gómez-Corral [3] on retrial queues. The
general structure of investigated retrial queueing model is shown in Figure 1.

The transition diagram of this system is provided in Figure 2 for the case of c = 3. The states of the system
at time t can be characterized by the process {(Q1(t), Q2(t), S(t)); t ≥ 0} where Q1(t) represents the number of
busy consultants, Q2(t) indicates the number of calls in orbit, and S(t) is defined as:

S(t) =

{
0, the system is in safe state

1, the system is in unsafe state.

Apparently, the process {(Q1(t), Q2(t), S(t)); t ≥ 0} composes a continuous-time Markov chain on the state
space ∆ = {(i, n, k)|i = 0, 1, . . . , c − k, n = 0, 1, . . . , k = 0, 1}. Denote P k

n,i, (i, n, k) ∈ ∆, by the stationary
distribution of the Markov chain {(Q1(t), Q2(t), S(t)); t ≥ 0}. Referring to the state-transition diagram, the
steady-state equations for P k

n,i are

λP 0
0,0 = µP 0

0,1,

(λ + iµ)P 0
0,i = λθP 0

0,i−1 + (i + 1)µP 0
0,i+1 + βP 1

0,i−1 + σ1θP
0
1,i−1, 1 ≤ i ≤ c − 1,

(λ + cµ)P 0
0,c = λθP 0

0,c−1 + βP 1
0,c−1 + σ1θP

0
1,c−1,

βP 1
0,i = λ(1 − θ)P 0

0,i + σ1(1 − θ)P 0
1,i, 0 ≤ i ≤ c − 1,

(λ + σn)P 0
n,0 = µP 0

n,1, n ≥ 1,

(λ + iµ + σn)P 0
n,i = λθP 0

n,i−1 + (i + 1)µP 0
n,i+1 + βP 1

n,i−1 + σn+1θP
0
n+1,i−1, 1 ≤ i ≤ c − 1, n ≥ 1,

(λ + cµ)P 0
n,c = λP 0

n−1,c + λθP 0
n,c−1 + βP 1

n,c−1 + σn+1θP
0
n+1,c−1, n ≥ 1,

βP 1
n,i = λ(1 − θ)P 0

n,i + σn+1(1 − θ)P 0
n+1,i, 0 ≤ i ≤ c − 1, n ≥ 1.



S1232 T.-H. LIU ET AL.

Figure 2. The transition diagram of this system for the case of c = 3.

To analyze the resulting system of the above linear equations, a matrix-geometric approach is used. The
infinitesimal generator Q of this Markov chain is of the form (see [21]):

Q =


















D0 U

L1 D1 U

. . .
. . .

. . .

LN−1 DN−1 U

LN DN U

LN DN U

. . .
. . .

. . .


















(2.1)
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in which each block is square matrix with dimension (2c+1)× (2c+1). The elements of U, Lj(1 ≤ j ≤ N) and
Dj(0 ≤ j ≤ N) are described as:

U =

1

...

c

c + 1

c + 2

...

2c + 1



















0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 0 0 0
... 0

0 · · · 0 λ 0 · · · 0

0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 0 0 0 · · · 0



















Lj =

1

...

c

c + 1

...

2c + 1

















0 σjθ · · · 0 σj(1 − θ) · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · σjθ 0
... σj(1 − θ)

0 · · · 0 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0

















, 1 ≤ j ≤ N,

Dj =

[
A11 A12

A21 A22

]

, 0 ≤ j ≤ N,

A11 =












−α0 λθ · · · 0 0

µ −α1 · · · 0 0

...
...

. . .
...

...

0 0 · · · −αc−1 λθ

0 0 · · · cµ −αc












(c+1)×(c+1)

A12 =












λ(1 − θ) 0 · · · 0

0 λ(1 − θ) · · · 0

...
...

. . .
...

0 0 · · · λ(1 − θ)

0 0 · · · 0












(c+1)×c

A21 =









0 β 0 0

0 0 β 0

...
... · · ·

...

0 0 0 β









c×(c+1)
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A22 =









−β 0 · · · 0

0 −β · · · 0

...
...

. . .
...

0 0 · · · −β









c×c

where the elements αi(i = 1, 2, . . . , c) in A11 and Dj is given by

αi =

{
λ + iµ + σj , i = 0, 1, 2, . . . , c − 1, 1 ≤ j ≤ N

λ + cµ, i = c, 1 ≤ j ≤ N.

As is shown above, our model has the standard structure of a QBD (quasi-birth-death) process with infinites-
imal generator Q. Let P = [P0,P1, . . .] represent the stationary probability vector of the generator Q, where
Pn =

[
P 0

n,0, . . . , P
0
n,c, P

1
n,0, . . . , P

1
n,c−1

]
, n = 0, 1, 2, . . .. Thus, we could use the matrix-geometric solution to

derive the stationary probabilities.

3. Matrix-geometric analysis

Now we focus on the stationary analysis by using the matrix-geometric approach. Firstly, the stability con-
dition is determined. If the stability condition is satisfied, then the retrial system can be analyzed in stationary
state.

3.1. Stability condition

The stationary probability vector of the generator matrix, H, is denoted by π; that is, πH = 0, πe = 1 where
e represents a column vector with suitable size such that all components equal to one and

H = U + LN + DN =

[
H11 H12

H21 H22

]

,

H11 =












−α0 θ(λ + σN ) · · · 0 0

µ −α1 · · · 0 0

...
...

. . .
...

...

0 0 · · · −αc−1 θ(λ + σN )

0 0 · · · cµ −αc












(c+1)×(c+1)

H12 =












(1 − θ)(λ + σN ) 0 · · · 0

0 (1 − θ)(λ + σN ) · · · 0

...
...

. . .
...

0 0 · · · (1 − θ)(λ + σN )

0 0 · · · 0












(c+1)×c

H21 =









0 β 0 · · · 0

0 0 β · · · 0

...
...

...
. . .

...

0 0 0 · · · β









c×(c+1)
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H22 =









−β 0 · · · 0

0 −β · · · 0

...
...

. . .
...

0 0 · · · −β









c×c

where the elements αi = λ + iµ + σN , i = 0, 1, . . . , c − 1.

The vector π partitioned as π =
[
π0

0 , . . . , π0
c , π1

0 , . . . , π1
c−1

]
is yielded by solving the following equations:

π0
i =

1

i!

(
λ + σN

µ

)i

π0
0 =

1

i!
ρiπ0

0 , i = 0, 1, . . . , c,

π1
i =

(1 − θ)(λ + σN )

β
π0

i =
1

i!
(1 − θ)ξρiπ0

0 , i = 0, 1, . . . , c − 1

subject to
∑c

i=0 π0
i +

∑c−1
i=0 π1

i = 1, where ρ = (λ + σN )/µ and ξ = (λ + σN )/β.

Hence,

π0
0 =

{
eρΓ(c + 1, ρ)

Γ(c + 1)
+ (1 − θ)ξ

eρΓ(c, ρ)

Γ(c)

}
−1

,

where Γ(k, z) =
∫
∞

z
e−ttk−1dt.

Neuts [22] had shown that the stationary probability vector P = [P0,P1, . . .] exists if and only if the following
holds good:

πUe < πLNe.

It is easily verified that the stability condition of the system is given by (see Appendix A):

λ < cσNρ−ceρΓ(c, ρ).

From the above formula, one can find that it is difficult to have intuitive explanations behind the stability
condition. Hence, we only attempt to explain the case of a single server. The stability condition of a single server
orbit queue with imperfect coverage is

λ

µ
<

σN

λ + σN

·

That is, the expected number of orbiting customers who enter service successfully should be greater than the
traffic intensity of the traditional queueing system.

3.2. Computation of stationary probabilities

Let P = [P0,P1, . . .] be the stationary probabilities of the generator Q. Since Q is a level independent QBD
process, its stationary probability vector is given by Pj = PNRj−N , j ≥ N + 1, in which R is the minimal
nonnegative solution of the matrix-quadratic equation R2LN + RDN + U = 0, whose spectral radius is less
than one (see [22]). Using the Maple computer program and matrix algorithm, the explicit formula of the rate
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matrix R is developed as follows (the derivation is provided in Appendix B):

R =

1

...

c

c + 1

c + 2

...

2c + 1


















0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0

r0
0 r0

1 · · · r0
c r1

0 · · · r1
c−1

0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0


















where

r0
0 =

1

ρ
r0
1,

r0
i =

(i + 1)µ

λ + iµ + σN − (λ + r0
cσN )φ

r0
i+1, i = 1, 2, . . . , c − 1,

σNφc−1(r
0
c )2 − (λ + cµ − λφc−1)r

0
c + λ = 0,

r1
i =

(λ + r0
cσN )(1 − θ)

β
r0
i , i = 1, 2, . . . , c − 1

φi =

{ 1
ρ
, i = 1

(i+1)µ
λ+iµ+σN−(λ+r0

c
σN )ϕi−1

, i = 2, 3, . . . , c − 1.

The rk
i can be obtained from the equations listed above by recursive manners.

The size of N will affect the rate matrix R, which dominates the stationary probabilities P and performance
indices. To understand the effect of the truncated parameter N , a numerical experiment is performed to investi-
gate the relationship between the truncated parameter N and the spectral radius of R. The default parameters
are chosen as λ = 2.5, µ = 5, β = 10, θ = 0.7, σ = 1. Figure 3 presents the numerical results. It can be seen from
this figure that when the truncated parameter N exceeds a certain point, the improvement of the spectral radius
of R is not obvious. Moreover, when the number of servers is large, the influence of the truncated parameter N
on the spectral radius of R is not significant.

The steady-state equations can be represented in matrix form as follows:

P0D0 + P1L1 = 0, (3.1)

Pj−1U + PjDj + Pj+1Lj+1 = 0, 1 ≤ j ≤ N − 1, (3.2)

PN−1U + PNDN + PNRLN = 0, (3.3)

PNRj−N−1U + PNRj−NDN + PNRj−N+1LN = 0, j ≥ N + 1. (3.4)

Equations (3.1)–(3.3) can be rewritten in the following:

Pj−1 = Pjϕj , 1 ≤ j ≤ N − 1, (3.5)

PN (ϕNU + DN + RLN ) = 0, (3.6)

where

ϕj =

{

L1(−D0)
−1, j = 1

Lj [−(ϕj−1U + Dj−1)]
−1

, 2 ≤ j ≤ N.
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Figure 3. The spectral radius of R vs. truncated parameter N for λ = 3, µ = 5, β = 5,
θ = 0.7, and σ = 2.5.

Consequently, the stationary probability vector PN can be obtained by solving (3.6) and the following nor-
malization condition:

∞∑

j=0

Pje = [P0 + P1 + · · · + PN−1 + PN + PN+1 + PN+2 + · · · ] e

=
[
PNΦ1 + PNΦ2 + · · · + PNΦN + PN + PNR + PNR2 + · · ·

]
e

= PN





N∑

j=1

Φj + (I − R)−1



 e = 1, (3.7)

where Φj =
∏N

k=j φk. Once PN is obtained, the prior state probabilities [P0,P1, . . . ,PN−1] are computed from

(3.5), and [PN+1,PN+2, . . .] are obtained by the formula Pj = PNRj−N , j ≥ N + 1.

4. Performance indices

To evaluate the performance of the presented system, we derive the explicit expressions for different perfor-
mance indices in the following:

– Expected number of failed machines in the orbit is:

L =
∞∑

i=0

jΠje = PN





N∑

j=1

jΦj + N(I − R)−1 + R(I − R)−2



 e.

– Expected number of busy consultants is:

E[B] = PN





N∑

j=1

jΦj + (I − R)−1



 [0, 1, . . . , c, 0, 1, . . . , c − 1]
T

.
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– Expected number of idle consultants is:

E[I] = PN





N∑

j=1

jΦj + (I − R)−1



 [c, c − 1, . . . , 0, 1, c, . . . , 1]
T

.

– Probability that the system is in safe state is:

PS = PN





N∑

j=1

jΦj + (I − R)−1









#=c+1
︷ ︸︸ ︷

1, . . . , 1,

#=c
︷ ︸︸ ︷

0, . . . , 0





T

.

– Probability that the system is in unsafe state is:

PUS = PN





N∑

j=1

jΦj + (I − R)−1









#=c+1
︷ ︸︸ ︷

0, . . . , 0,

#=c
︷ ︸︸ ︷

1, . . . , 1





T

.

5. Cost-minimum analysis

We develop an average cost function per unit time for a fault tolerant call center system with retrial queue
and imperfect coverage, in which the number of servers (c) and the mean service rate (µ) are decision variables.
Following the formation of the average cost function, our aim is to decide the optimal number of servers (c∗)
and the optimal service rate (µ∗) so as to minimize the cost function. We consider the following cost elements
associated with different activities:

ch ≡ holding cost per unit time per customer present in orbit;

cb ≡ cost per unit time per busy server;

cf ≡ cost per unit time of each available server;

cu ≡ cost incurred per unit time when the system is in unsafe state;

cs ≡ cost per customer served by a mean service rate µ.

Based on the above cost elements and the corresponding performance indices, the average cost function per
unit time is constructed as below:

AC(c, µ) = chL + cbE[B] + cuβPUS + cfc + csµ.

Due to the fact that this cost function is a nonlinear and highly complicated expression, it is arduous to obtain
the optimal solution. To overcome this, a heuristic search technique is implemented to obtain an approximate
solution at a minimum cost. We propose an algorithm for searching the optimum solution as below.

Procedure for searching the optimum solution

Input: λ, β, θ, σ, N .
Step 1. Set c = 1 and AC(0, µ∗

0 = 0) = ∞.
Step 2. Employ Quasi-Newton method to obtain the solution µ∗

c−1, µ∗

c , µ∗

c+1 which minimizes the average
cost function, respectively.

Step 3. Compute AC(c − 1, µ∗

c−1), AC(c, µ∗

c) and AC(c + 1, µ∗

c+1).
Step 4. If AC(c − 1, µ∗

c−1) ≥ AC(c, µ∗

c) and AC(c, µ∗

c) < AC(c + 1, µ∗

c+1), then c∗ = c, µ∗ = µ∗

c ,
AC(c∗, µ∗) = AC(c, µ∗

c) and go to Output.
Otherwise, make c = c + 1 and go to Step 2.

Output: c∗, µ∗, AC(c∗, µ∗).
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Figure 4. Performance indices vs. λ for µ = 5, β = 5, θ = 0.7, and σ = 2.5.

6. Numerical illustrations

Some numerical experiments are used to illustrate the influence of different parameters on the performance
indices and average cost function.

6.1. Sensitivity analysis of the performance indices

Some figures are given to explore the influence of the varying parameters on the main performance indices
of the presented system, under steady-state. The threshold N = 20 is chosen, and the default parameters are
considered as follows:

Case 1: µ = 5, β = 10, θ = 0.7, σ = 1 with varying values of λ.

Case 2: λ = 2.5, β = 10, θ = 0.7, σ = 1 with varying values of µ.

Case 3: λ = 2.5, µ = 3, θ = 0.7, σ = 1 with varying values of β.

Case 4: λ = 2.5, µ = 3, β = 10, σ = 1 with varying values of θ.

Figure 4 shows the effect of λ on the performance indices. It is observed that L and E[B] increase with
increasing trend of λ, but E[I] and PS decrease. As the value of λ increases, it means that the mean arrival
time decreases. From the moment the server is idle, the arriving customer and the retrial customer compete
for access to the server. Moreover, the shorter the mean arrival time, the more likely the server is busy, which
increases L and decreases PS . In Figure 5, with the vary of service rate µ, the curves of the performance indices
are provided. We find that L and E[B] decrease with increasing trend of µ but E[I] increases. Moreover, the
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Figure 5. Performance indices vs. µ for λ = 3, β = 5, θ = 0.7, and σ = 2.5.

effect of µ on PS is not obvious. Figures 6 and 7 show the effect of β and θ on the performance indices. They
indicate that the greater the value of β and θ is, the bigger the value of E[B] and PS . We also find that the
effects of β and θ on L and E[I] are not obvious. Furthermore, PS is insensitive to change in c. As expected
that a call is immediately detected on the call center and does not directly relevant of consultants.

6.2. Optimal analysis of the average cost function

The effect of the parameters on the average cost function is presented, in this sub-section, through some
numerical results. The default values of various cost elements considered are ch = $10, cb = $75, cf = $80,
cu = $60 and cS = $8. Figures 8 and 9 show the effects of some parameters such as µ and c on the average cost
function. The other parameters for Figures 8 and 9 are set as follows:

Figure 8: λ = 2.5, β = 10, θ = 0.8, σ = 1, c = 3 with varying values of µ.

Figure 9: λ = 2.5, β = 10, θ = 0.8, σ = 1, µ = 3 with varying values of c.

From Figures 8 and 9, the average cost function seems to be convex with respect to both µ and c. We also
can experience that cost to the system is increased by more number of servers. Furthermore, Table 1 displays
the optimal values of µ and c and their respective minimum cost. The default parameters are chosen as β = 10,
θ = 0.7, σ = 1. As expected intuitively, the average cost function increases with an increased λ. As λ becomes
larger, the optimal mean service rate µ∗ and the optimal number of the servers c∗ also increase to maintain the
service quality and the acceptable total cost.
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Figure 6. Performance indices vs. β for λ = 3, µ = 5, θ = 0.7, and σ = 2.5.

Figure 7. Performance indices vs. θ for λ = 3, µ = 5, β = 5, and σ = 2.5.
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Figure 8. Plot of the average cost function AC(3, µ) versus the mean service rate.

Figure 9. Plot of the average cost function AC(c, 3) versus the mean service rate.

Table 1. Average cost function for different λ with β = 10, θ = 0.7, and σ = 1.

λ AC(c∗, µ∗) µ∗ c∗

0.5 135.32 2.35 1
1 161.41 3.56 1
1.5 184.87 4.67 1
2 274.61 4.52 2
2.5 291.40 5.12 2
3 307.32 5.70 2
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Figure 10. Incoming call center diagram.

7. Application example

The investigated system has a potential application in a fault tolerant call center system. Fault tolerances are
of utmost importance in call center systems design and operation. We investigate an incoming call center which
provides an arriving call service and is switched to route calls by the ACD (Automatic Call Distributor). ACD
is a system that automatically detects the incoming calls and then distributes them to relevant consultants,
who provide the type of information or service required. Generally, the incoming calls (arriving calls) arrive at
the incoming call center with a Poisson stream with a rate λ = 2.5 calls/s and are placed by customers calling
in to a center. Basically, an incoming call may be detected by ACD and located with a probability θ = 0.7.
Once the call is detected successfully by ACD, ACD will transfer the call to the consultant or agent. The
incoming calls may not be detected and located by ACD because of some fault issues, such as fault detection
and call-failure scenarios. When such a situation occurred, the system will go into an unsafe state. To clear the
unsafe state, the non-detective call needs to be located. To do that, the supervisor will issue a reboot operation
to reboot the ACD and then locate the non-detective call. After the non-detective call being located, it will be
treated as normal call and continue his process, and the system returns to the normal state. The reboot delay
is exponentially distributed with rate β = 10. Additionally, when all of the consultants or agents are occupied,
the incoming call will stay in the buffer area repeats its call after an exponentially distributed time with rate
σ = 1 calls/s, which is the action of retrial in the system. To lower the processing overhead resulted from a
large number of requests, the administrator may adopt threshold-based policy to restrict the number of calls
allowed to make retrial. With this situation, the number of calls in the buffer area allowed to make retrials is
limited to N = 10. A diagram of this incoming call center is shown in Figure 10.

The administrator is interesting to search the optimum number of consultants and the optimum mean service
rate at a minimum cost. The used cost elements are defined and set in the following: the holding cost per unit
time per call present in buffer area is $10; the cost per unit time per busy consultant is $75; the cost per unit
time of each available consultant is $80; the cost incurred per unit time when the system is in unsafe state is $60;
the cost per call served by a consultant with mean service rate is $8. With these cost elements, we implement
the program by MATLAB software. The program output gives us that the optimum number of consultants is
2 and the optimum mean service rate is 5.12 calls/s. The related minimum expected cost is $291.40.
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8. Conclusions and future work

Utilizing matrix-geometric methods, this study analyzed a multi-server retrial system with the features of
imperfect coverage and delay reboot, and examined the model in steady-state and established the stability
condition and stationary distribution of the system. In addition, various performance indices were expressed in
the matrix form. An average cost function per unit time is optimized for finding the number of consultants and
mean service rate. Numerical performances were also provided. By demonstrating an example of the application,
we provided several managerial insights to assist system analysts for decision making. Based on the listed above
results, there arise some interesting extensions of the model which we will investigate in the near future. One
possible extension is to study fault tolerant call center systems where the servers are subject to breakdown.
Another way to generalize the fault tolerant call center system is to study the system with more practical
behavior of incoming calls (such as feedback, balking, etc.).

Appendix A. Prove that the stability condition of the system

The vector π partitioned as π =
[
π0

0 , . . . , π0
c , π1

0 , . . . , π1
c−1

]
is yielded by solving the following equations:

π0
i =

1

i!

(
λ + σN

µ

)i

π0
0 =

1

i!
ρiπ0

0 , i = 0, 1, . . . , c,

π1
i =

(1 − θ)(λ + σN )

β
π0

i =
1

i!
(1 − θ)ξρiπ0

0 , i = 0, 1, . . . , c − 1

subject to
∑c

i=0 π0
i +

∑c−1
i=0 π1

i = 1, where ρ = (λ + σN )/µ and ξ = (λ + σN )/β. Hence,

π0
0 =

{
eρΓ(c + 1, ρ)

Γ(c + 1)
+ (1 − θ)ξ

eρΓ(c, ρ)

Γ(c)

}
−1

,

where Γ(k, z) =
∫
∞

z
e−ttk−1dt.

Neuts [22] had shown that the stationary probability vector P = [P0,P1, . . .] exists if and only if the following
holds good:

πUe < πLNe.

Substituting the matrices LN , U and π into the above inequality, we have

πUe =
[
π0

0 , . . . , π0
c , π1

0 , . . . , π1
c−1

]

1

...

c

c + 1

c + 2

...

2c + 1



















0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 0 0 0
... 0

0 · · · 0 λ 0 · · · 0

0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 0 0 0 · · · 0




































1

...

1

1

1

...

1


















= λπ0
c
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πLNe =
[
π0

0 , . . . , π0
c , π1

0 , . . . , π1
c−1

]

















0 σNθ · · · 0 σN (1 − θ) · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · σNθ 0
... σN (1 − θ)

0 · · · 0 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0


































1

...

1

1

1

...

1


















= σN

c−1∑

i=0

π0
i .

By πUe < πLNe, we have the following inequality:

1

c!
λρcπ0

0 < σN

c−1∑

i=1

1

i!
ρiπ0

0 .

It implies that
1

c!
λρc < σN

eρΓ(c, ρ)

(c − 1)!
·

Hence, the stability condition of the system is given by

λ < cσNρ−ceρΓ(c, ρ).

Appendix B. The derivation of rate matrix R

Due to the structure of U, LN and DN matrices, R is a matrix with the form

R =

1

...

c

c + 1

c + 2

...

2c + 1


















0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0

r0
0 r0

1 · · · r0
c r1

0 · · · r1
c−1

0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0


















.

Substituting this R above into the matrix-quadratic equation R2LN + RDN + U = 0, we have

R2LN =

1

...

c

c + 1

c + 2

...

2c + 1


















0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0

0 r0
0r

0
cσNθ · · · r0

c−1r
0
cσNθ r0

0r
0
cσN (1 − θ) · · · r0

c−1r
0
cσN (1 − θ)

0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0
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RDN =

1

...

c

c + 1

c + 2

...

2c + 1


















0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0

a0 a1 · · · ac b0 · · · bc−1

0 0 · · · 0 0 · · · 0

...
...

. . .
...

...
. . .

...

0 0 · · · 0 0 · · · 0


















U =

1

...

c

c + 1

c + 2

...

2c + 1



















0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 0 0 0
... 0

0 · · · 0 λ 0 · · · 0

0 · · · 0 0 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 0 0 0 · · · 0



















where

ai =







−(λ + σN )r0
0 + µr0

1, i = 0

λθr0
i−1 − (λ + iµ + σN )r0

i + (i + 1)µr0
i+1 + βr1

i−1, i = 1, 2, . . . , c − 1

λθr0
c−1 − (λ + cµ)r0

c + βr1
c−1, i = c

bi = λ(1 − θ)r0
i − βr1

i , i = 0, 1, . . . , c − 1.

Hence, we have the following set of equations:

−(λ + σN )r0
0 + µr0

1 = 0,

λθr0
i−1 − (λ + iµ + σN )r0

i + (i + 1)µr0
i+1 + βr1

i−1 + r0
cr0

i−1σNθ = 0, i = 1, 2, . . . , c − 1,

λθr0
c−1 − (λ + cµ)r0

c + βr1
c−1 + r0

cr0
c−1σNθ + λ = 0,

λ(1 − θ)r0
i − βr1

i + r0
cr)i0σN (1 − θ) = 0, i = 1, 2, . . . , c − 1.

Solve the above set of equations,

r0
0 =

1

ρ
r0
1,

r0
i =

(i + 1)µ

λ + iµ + σN − (λ + r0
cσN )φ

r0
i+1, i = 1, 2, . . . , c − 1,

σNφc−1(r
0
c )2 − (λ + cµ − λφc−1)r

0
c + λ = 0,

r1
i =

(λ + r0
cσN )(1 − θ)

β
r0
i , i = 1, 2, . . . , c − 1

φi =

{ 1
ρ
, i = 1

(i+1)µ
λ+iµ+σN−(λ+r0

c
σN )ϕi−1

, i = 2, 3, . . . , c − 1.
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[6] J.R. Artalejo, A. Economou and A. Gómez-Corral, Algorithmic analysis of the Geo/Geo/c retrial. Eur. J. Oper. Res. 189

(2008) 1042–1056.

[7] J. Chang and J. Wang, Unreliable M/M/1/1 retrial queues with set-up time. Qual. Technol. Quantit. Manage. 15 (2017)
589–601.

[8] C.J. Chang, J.C. Ke and F.M. Chang, Unreliable retrial queue with loss and feedback under threshold-based policy. Int. J.
Ind. Syst. Eng. 30 (2018) 1–20.

[9] G. Choudhury and J.C. Ke, An unreliable retrial queue with delaying repair and general retrial times under Bernoulli vacation
schedule. Appl. Math. Comput. 230 (2014) 436–450.

[10] S. Dudin and O. Dudina, Retrial multi-server queuing system with PHF service time distribution as a model of a channel with
unreliable transmission of information. Appl. Math. Model. 65 (2019) 676–695.

[11] S. Gao, J. Wang and T.V. Do, Analysis of a discrete-time repairable queue with disasters and working breakdowns. RAIRO:OR
53 (2019) 1197–1216.
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